
Analysis of microscopic magnitudes of radiative blast 
waves launched in xenon clusters with collisional-radiative 
steady-state simulations 
R. Rodriguez , G. Espinosa , J.M. Gil , R Florido , J.G. Rubiano 
M.A. Mendoza , P. Martel , E. Minguez , D.R Symes , 
M. Hohenberger , R.A. Smith 

A B S T R A C T 

Radiative shock waves play a pivotal role in the transport energy into the stellar medium. This 
fact has led to many efforts to scale the astrophysical phenomena to accessible laboratory 
conditions and their study has been highlighted as an area requiring further experimental 
investigations. Low density material with high atomic mass is suitable to achieve radiative 
regime, and, therefore, low density xenon gas is commonly used for the medium in which the 
radiative shocks such as radiative blast waves propagate. In this work, by means of collisional-
radiative steady-state calculations, a characterization and an analysis of microscopic magni­
tudes of laboratory blast waves launched in xenon clusters are made. Thus, for example, the 
average ionization, the charge state distribution, the cooling time or photon mean free paths 
are studied. Furthermore, for a particular experiment, the effects of the self-absorption and 
self-emission in the specific intensity emitted by the shock front and that is going through the 
radiative precursor are investigated. Finally, for that experiment, since the electron tempera­
ture is not measured experimentally, an estimation of this magnitude is made both for the 
shock shell and the radiative precursor. 

1. Introduction 

The popularity of the field of laboratory astrophysics has 
grown considerably over the last two decades. Two develop­
ments in the field have contributed to the successful design of 
laboratory astrophysical models: first, it has been demon­
strated that the hydrodynamics can be scaled correctly 
between laboratory and astrophysical scenarios [1-6]; second, 
the improvement of high-power laser systems allows us to 

generate plasmas that are in the regimes for certain astro-
physical systems. Those experiments permit to explain and 
predict what occurs in astrophysical phenomena and have the 
advantage of being repeatable and that the initial conditions 
are under control. Besides, those experiments also provide 
important data for verification and validation of several 
aspects of numerical codes such as atomic physics, equation 
of state, radiative transfer and hydrodynamics. 

One of the most interesting astrophysical phenomena is 
the shock waves which are ubiquitous throughout the 
universe and play a crucial role in the transport of energy 
into the interstellar medium [7]. When the radiation 
transport is important to the total energy budget, shock 
waves can be radiatively driven so that its dynamics can be 



significantly modified by radiative processes. At high shock 
velocity, the shocked medium is heated and ionized 
emitting radiation, which gives rise to radiative cooling. 
The radiation emitted in turn heats and ionizes the 
unshocked medium leading to the creation of a radiative 
precursor [8]. Radiative shocks are observed around astro­
nomical objects in a wide variety of forms, e.g. accretion 
shock, pulsating stars, supernovae in their radiative cool­
ing stage, bow shocks of stellar jet in galactic medium, 
collision of interstellar clouds and entry of rockets or 
comets into planetary atmospheres [9-11] and they are 
also observed in laser inertial fusion [12]. 

Laboratory studies of radiative shocks are, currently, a 
research area of interest thanks to the advent of experimental 
facilities that are able to produce high energy-density condi­
tions. Thus, in laboratory, three methods have been commonly 
used to create radiative shocks in gases [13] and they can be 
characterized according to the optical depth of the gas ahead 
of (upstream) and behind (downstream) the shock. The first is 
to make a shock tube [14] by driving a solid density plastic or 
beryllium piston into a xenon gas cell. These experiments 
have been conducted at Omega [3,15-18] and LULI [19-22] 
using kj lasers obtaining planar geometry. Because the laser 
pulse is long (¡sns) there is a continuous injection of energy to 
the shock which produces a stationary structure. The shock 
speeds reached in this kind of experiments are very high 
( > 50 km s_1) and the shocked gas is highly compressed 
( > 30) due to the strong radiative losses. Because of the high 
density of the piston the downstream medium is optically 
thick whereas the upstream medium is optically thin, and for 
this reason this system is classified as thick-thin [23]. An 
astrophysical example of this kind of systems is the accretion 
shocks produced in some binary systems. 

A different type of shock is produced after a sudden 
release of energy in a zero-extension and instantaneous 
explosion. In this case, a shock moves into the surrounding 
medium creating a blast wave, that is generally described 
as an expanding shock that is in the process of sweeping 
up the material that is ahead of the shock. The blast waves 
have been generated experimentally in two alternative 
ways. In the first one, by using a kj laser to irradiate a pin 
or foil within a moderate to high Z background gas [24,25]. 
In the second one, the laser energy can be deposited 
directly into gas formed by atomic clusters to launch 
shocks [7,26-36]. Clustered gases exhibit extremely effi­
cient absorption of intense laser light creating a hot, high 
energy density plasma in a low average density target. This 
plasma subsequently explodes into the ambient gas form­
ing a cylindrical blast wave [26]. Thus, high Mach number 
shocks can be launched using high intensity lasers ( > 1017 

W cirr2) with energies lower than 1 J. For a given shock 
velocity and a given initial gas pressure, materials with 
medium or high atomic numbers suit the achievement of 
the radiative regime, and for this reason, krypton and 
xenon are commonly used for the medium in which the 
radiative shock propagates. In these low density gas blast 
waves both the upstream and downstream medium 
are optically thin and therefore they can be classified as 
thin-thin [37]. Thin-thin shocks are the most commonly 
observed in astrophysics. Supernova remnant shocks in 
dense enough environment are of this type, for example. 

In this work an analysis of some microscopic properties 
of radiative blast waves launched in xenon clusters is 
made. In particular, their thermodynamic regimes, the 
photon mean free paths (PMFP), the cooling times, the 
average ionization and the charge state distributions 
(CSDs) are studied. This analysis will allow us to charac­
terize the laboratory blast waves launched in xenon 
clusters. Furthermore, for a particular experiment carried 
out using the THOR laser system at the University of Texas 
[33], the influence of the self-absorption and the self-
emission is studied, both in the calculation of the specific 
intensity emitted by the shock front and which is going 
through the radiative precursor. Furthermore, as the elec­
tron temperature of the plasma is not experimentally 
measured, an estimation of this magnitude is also made 
both for the shock shell and the radiative precursor. 
To perform this analysis kinetics calculations under sta­
tionary approach were made using the computational 
package ABAKO/RAPCAL [38]. The next section is devoted 
to a brief description of this computational package. In 
Section 3 the analysis of the microscopic magnitudes is 
performed and finally in the last section conclusions and 
general remarks are presented. 

2. Theoretical model 

The calculations in this work were performed using the 
computational package ABAKO/RAPCAL [38] that consists 
of two codes, ABAKO [39] and RAPCAL [40]. 

2.1. ABAKO 

ABAKO is devoted to the calculation of the plasma level 
populations using a collisional-radiative steady-state (CRSS) 
model. The CRSS model is solved level by level (or configura­
tion by configuration, depending on the atomic description 
used) and it is applied to low-to-high Z ions under a wide 
range of plasma conditions: Coronal equilibrium, local and 
non-local thermodynamic equilibrium (LTE and NLTE, respec­
tively), optically thin and thick plasmas. Following the stan­
dard NLTE modeling approach, where an account of the 
existing atomic states is made and the microscopic (radiative 
and collisional) processes connecting these states are identi­
fied, a rate equation system describing the population density 
of the atomic states is built and solved, giving the population 
distribution. Therefore, to find the level population distribu­
tion, under stationary situations, the following system of rate 
equations is solved: 

a a 

where Nci is the population density of the atomic level i of the 
ion with charge state C The terms Mi. ,. and Mz. ,. take into 
account all the atomic processes which contribute to populate 
and depopulate the state 0, respectively. This set of equations 
constitutes the so-called CRSS model. In this work, the 
calculations of the plasma atomic level populations were 
performed using the CRSS implemented in the computational 
code named ABAKO [39]. In ABAKO it is assumed that the 
system has had enough time to thermalize and, therefore, 
both the electrons and ions have a Maxwell-Boltzmann type 



energy distribution. Furthermore, in ABAKO it is also assumed 
that electron and ion temperatures are equal. Therefore, in the 
following, it will denote the plasma temperature by the 
electron temperature Te. 

Two complementary equations which have to be satis­
fied together with (1) are, first, the requirement that the 
sum of all the partial densities equals the total ion density, 

Z M c - 1 

1 2 Nci = nion, (2) 

and, second, the charge neutrality condition in the plasma, 
Z M c - 1 

2 2 CNci = ne, (3) 
(=0i=0 

where Mc is the total number of levels for the charge state 
f and ne the electron density. The plasma average ioniza­
tion is defined as 

¿ 4 = oNC nion 

and the plasma CSD is defined as the set of the population 
densities, (Nc), of the ions present in the plasma for a given 
condition of density and temperature and which is 
obtained from the resolution of the rate equations. 
A special care was taken during the development of this 
CRSS model to achieve an optimal equilibrium between 
accuracy and computational cost. Hence, it has been 
employed as analytical expressions for the rate coefficients 
of the atomic processes included in the CRSS model, which 
yield a substantial saving of computational requirements, 
but provide satisfactory results in relation to those 
obtained from more sophisticated codes and experimental 
data as it has been proved in some of the last NLTE code 
comparison workshops [41-43]. The processes included in 
this CRSS model are the following: collisional ionization 
[44] and three-body recombination, spontaneous decay, 
collisional excitation [45] and deexcitation, radiative 
recombination [46], electron capture and autoionization. 
Between brackets it has been added with the references 
from where their approximated analytical rates coeffi­
cients have been acquired. The rates of the inverse pro­
cesses are obtained through the detailed balance principle. 
It is worth pointing out that the autoionizing states are 
included explicitly. It has been proved that their contribu­
tion is critical in the determination of the ionization 
balance. The cross section of the autoionization is evalu­
ated using detailed balance principle from the electron 
capture cross section. This one is obtained from the 
collisional excitation cross section using a known approx­
imation [47]. In this paper no radiation-driven processes 
are explicitly considered. 

Since the number of rate equations is large due to the 
number of atomic levels involved, ABAKO makes use of the 
technique of sparse matrices to store the non-zero ele­
ments of the coefficient matrix of the system, which 
implies substantial savings in memory requirement. For 
the matrix inversion we use iterative procedures [38] 
because they entail much less memory than direct meth­
ods and they are also faster. 

The atomic data employed in this work were obtained 
from FAC code [48]. Since in this work we are interested in 
low ionized Xe plasmas, the atomic calculations were 
carried out in the relativistic detailed configuration 
accounting (RDCA) approach. The radiative transitions 
rates in FAC are calculated in the single multipole approx­
imation, and in this work they were obtained in the 
electric dipole approach. The Unresolved Transition Array 
(UTA) [49] formalism is used for the bound-bound transi­
tions, so the transition energies include the UTA shift, and 
the width for each transition is considered. Furthermore, 
the line strengths are corrected for configuration interac­
tion within the same non-relativistic configurations. 
The continuum lowering due to the influence of the 
plasma surrounding is also considered and is calculated 
by means of the expression due to Stewart and Pyatt [50]. 
Due to the inclusion of the continuum lowering, the 
kinetics equations must be solved iteratively, since the 
atomic data depend on the ionization balance. 

A key factor in the CRSS calculations is the choice of 
configurations included in the model. Including configura­
tions with energies up to three times the ionization 
potential should be adequate for accurate modeling of 
thermal plasmas [51,52]. Thus, the set of configurations 
included was selected according to the following criteria: 
(1) ground configuration; (2) single excited configurations 
from the valence shell, n„, to shells with nv<n<nv + 4; 
(3) doubly excited configurations from the valence shell to 
shells with nv<n<nv + 2 and (4) single excited configura­
tions from the shell n v - l to shells with nv<n<nv + 2. 

2.2. RAPCAL 

In this work, the plasma radiative properties were 
calculated using RAPCAL computational code. This one 
was developed to obtain several of these quantities such 
as the monochromatic absorption and emission coeffi­
cients, mean and multigroup opacities, source functions, 
radiative power losses, specific intensities and plasma 
transmission. A detailed description of the code can be 
found in [40]. For this work, we focused our interest on the 
multifrequency and mean opacities, the radiative power 
losses and the specific intensities. The monochromatic 
absorption is denoted in this work as K(V), and it includes 
the bound-bound, bound-free and free-free contributions 

K(v)=Kbb(v) + Kbj(v)+Kjj(v), (5) 

where v is the photon frequency. The bound-bound 
contribution to the absorption is given by 

*bb(v) = D I X i ^ o M ' (6) 
C ij 

with 

where c is the speed of light, gci and ga- are the statistical 
weights of the i and j levels, respectively, Aa-^ci is the 
Einstein coefficient for spontaneous deexcitation [53] 
between the bound states j , i of the ion f and h is the 
Planck's constant. In the previous equation, <¡>i¡(ii) 



represents the line profile for line absorption. In the 
evaluation of the line profile, natural, Doppler, UTA and 
electron-impact [54] broadenings were included. The line-
shape function is applied with the Voigt profile that 
incorporates all these broadenings. 

The bound-free contribution to the absorption is 
given by 

Kfc/M = EIXi-M-iK1')- (8) 

with 

pho Kii^i+l>) = NCi^c+lj.(V> 
Nc+ynef(e) gci 

NCi g c + i jg (e ) 
(9) 

with e the energy of the free electron and me the electron 
mass. g(e) is the density of states with energy e which, 
assuming an ideal gas of free electrons, is given by 

g(e) = Ax 
(2m( 

U
2 

3/2 
pV2 (10) 

As said before, in ABAKO a Maxwell-Boltzmann dis­
tribution, /(e), is assumed at temperature Te for the free 
electrons. Since the line contribution is the most relevant 
in the plasma conditions analyzed, photoionization cross 
section, (fif^. y(v) has been evaluated using the semiclas-
sical expression of Kramers [46]. 

For the free-free contribution to the absorption 
the Kramers semi-classical expression for the inverse 
bremsstrahlung cross section has been used [55], which 
is given by 

8 3V3(2;rme)
3/2 ry2(hzy)3 (11) 

In order to determine the opacity, k(v), it also takes into 
account the absorption due to the scattering of photons. In 
RAPCAL this one is approximated using the Thomson 
scattering cross section [56] 

Kscan = neo
Th°m, (12) 

with (7Thom = 6.65 x 10"25 cm2. Finally, the opacity is 
given by 

k(v)= -(K(v) + KSCatt). 
p 

(13) 

As said before, RAPCAL also provides the Planck kP and 
Rosseland kR mean opacities, which are given by [57] 

kP= / ávB(v,T)(k(v)-Kscaa¡p) 
Jo 

1 , dBjvJ) 1 

o V^3^WY 
where B(v, T) is the normalized Planckian function, 

6, -o I 5 " 3 hv 

(14) 

(15) 

(16) 

The radiative power loss is evaluated as following [58] 
in (eV/s/ion). For the bound-bound contribution 

Pbb = 2 2 > , A ' % -
c ij 

(17) 

The bound-free contribution is given by 

PV = 4*?^,(jgp pho 
to 

2hz/ -i»n.dv 

(18) 

where ¡/0 is the threshold energy and the LTE population 
ratio is obtained from Saha equation. The contribution 
from the free-free transitions is given for a pure Coulomb 
field in (eV/s/ion) as following [59]: 

Pff = 9.55 x 10"14nery22Z2Nc, (19) 

where it has been assumed the gaunt factor equal to unity. 
The total radiative power loss is then obtained as the sum 
of the three contributions. 

3. Results 

3.1. Characterization of the blast waves launched in xenon 
clusters 

In this work we have studied blast waves launched in 
xenon clusters that typically have a gas density «5 x 
10~4 g cm -3 and post-shock temperatures 5-20 eV. In pre­
vious works [60,61] we presented the map of the thermo­
dynamic regimes, i.e. the regions of electron temperature and 
density of matter in which NLTE or LTE can be assumed, and 
the map of the average ionization for Xe plasmas in a wide 
range of plasma densities and temperatures. In this work we 
have focused our attention in the range of densities and 
temperatures of interest in this kind of blast waves and the 
corresponding maps are shown in Fig. 1. To obtain the map of 
the thermodynamic regimes, we proceeded as follows: when 
the ion populations, p¡, calculated from Saha-Boltzmann (SB) 
equations, pfB, present a mean deviation (Ap), with respect to 
those obtained from the CRSS model, pf1^, smaller than a 
certain criterion imposed (Ap*) then we consider that the use 
of LTE is acceptable for obtaining the ionization balance. 
The mean deviation is calculated as 

Ap" 
ZÍÍPF^-PP)2 

\ Xi(tfB)2 <Ap* (20) 

where i runs over the whole set of ions included in the 
calculations. The criterion, Ap*, was fixed to 0.1 ( = 10%). 
In Ref. [61] we showed that taking the value of the criterion 
equal to 0.1 ensures that the deviations in the average 
ionization were always less than or equal to 1% and we also 
obtained that when the criterion is fulfilled the deviations for 
the Rosseland and Planck mean opacities are lower than 10%. 
From the average ionization map we can observe that, for the 
plasma conditions involved in this kind of experiments, the 
ionization is small. Thus, from Fig. 2, where we show the CSD 
as a function of the temperature for a density of matter of 
5 x 10~4 g cirr3, it is detected that the most ionized ion with 
significant contribution to the CSD is Xe+11. This low ionization 
justifies the use of the RDCA in the atomic model. 

In Ryutov et al. [1 ] the conditions to define an optically 
thin, radiative regime for laboratory astrophysics experi­
ments relevant to radiative supernova remnants were 
established. In order to define hydrodynamics parameters 
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Fig. 1. Xenon thermodynamic regimes (left) and average ionization (right) as a function of electron temperature and density of matter. 

such as the shock velocity to reach the radiative shock 
conditions, one should compare the radiative flux and 
pressure to the corresponding thermal quantities [20]. 
Thus, it can be defined as the radiative flux regime as 
the situation in which the radiative energy flux, Frad, is 
greater than the material energy flux, Fm. In this region, 
thermal and radiative regimes coexist. At much higher 
temperatures the radiation dominated region is reached 
where the radiation pressure, Prad, is larger than the 
material pressure, Pm. In this second region the plasma is 
fully dominated by the radiation. Finally, there is a third 
region in which both material magnitudes are greater than 
the radiative ones in which the plasma is dominated by 
thermal phenomena and then the shock behaves purely 
hydrodynamically. In [62] it was shown that the radiative 
shock conditions can be more easily achieved by propa­
gating the shock in a low density medium having a high 
atomic number. These are the reasons why in the experi­
ments considered in this work clusters of xenon are used, 
with low average density, as the medium for the radiative 
shock propagates. Furthermore, the low average density of 
the gas allows access to the radiative flux regime [34] with 
moderate laser energies ( < 1 J) and relatively low shock 
velocities (« lOkms - 1) . In Fig. 3 we present the plot 
representing the transitions between the various shock 
regimes for xenon plasmas. According to the figure and 
Ref. [34], the blast waves considered in this work are well 
within the radiative flux regime but well below the 
radiation dominated regime. Furthermore, according to 
Ref. [1 ], for the blast wave to be optically thin and radiative 
the mean free path of the photons, Xrad, was calculated as 

• W '• 
1 

' pkp' 
(21) 

which must be larger than a characteristic size of the 
system, h, and the radiative cooling time, imá, must be 
shorter than the convective transport time, tconv = h/s, 
where s is the plasma sound speed. In Ref. [34] these 
comparisons were made for the xenon plasmas of the 
experiments, considering a characteristic size of 
h=0.01 cm. However, in that work the mean free path 
was calculated using the bremsstrahlung expression with 
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Fig. 2. CSD of xenon as a function of electron temperature for a density of 
matter of 5 x 1(T4 g cm-3. 

no attempt to account for line contribution. This approx­
imation is not accurate in the range of plasma conditions 
involved in this kind of experiments, since it was stated 
before the ionization of Xe is small and, therefore, the 
main contribution to the absorption comes from the line 
transition. According to Eq. (21), in this work we have 
calculated the PMFPs from the inverse of the Planck mean 
absorption coefficient including line, photoionization and 
bremsstrahlung contributions and the cooling function 
from CRSS calculations of the atomic level populations 
which are valid for the whole range of densities consid­
ered. The radiative cooling time is defined for optically 
thin plasmas as 

tmd = 2.4x10" 12 (z + i ) r 
Zn¡A 

(22) 

where A is the cooling function in ergs cm3 s \ i.e. the 
radiative power loss is divided by the electron and ion 
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Fig. 3. Plot representing the various shock transitions regimes of Xe 
according to Refs. [1,64]. 

particle densities. The cooling time was calculated in Ref. [34] 
making use of the cooling function tabulated in Ref. [63] 
which is only accurate enough for low densities where 
Coronal equilibrium can be assumed. In Fig. 3 we show our 
calculations of both the cooling time and the PMFP and the 
ones provided in Ref. [34] in a wide range of matter densities 
and electron temperatures. It is observed that both calcula­
tions predict that the blast waves obtained in the experi­
ments under analysis are optically thin and radiative, 
although we can detect that our calculations show that the 
region where the plasma can be assumed to be optically thin 
is shifted, for a given temperature, toward lower densities 
due to the increase of the opacity from line absorption. 
Obviously, this result should be only considered as an 
approached estimation of the character of the optical depth 
of the system. As it was concluded in [61], if we analyze the 
spectrally resolved opacities we detect that the plasma is 
optically thick for some ranges of photon energies, as we will 
show in next subsections, and that is the reason that a 
radiative precursor is detected in this kind of experiment 
[33-35]. Furthermore, from our calculations we find that for 
the density of 5 x 10~4 g cirr3 the plasma enters in the 
radiative regime for temperatures lower than « 300 eV. From 
the calculations using the cooling functions provided in 
Ref. [63], the temperature is around 600 eV. The cooling 
functions given in that work were calculated for electron 
densities lower than 1016 cirr3, whereas the electron density 
in this case is «1019 cirr3 and, therefore, their results could 
not be accurate. In any case, our calculations also predict that 
the blast waves under analysis are radiative. 

3.2. Analysis of the experiment 

In the rest of the paper we will analyze the experimental 
blast waves launched in xenon using the THOR laser system at 
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Fig. 4. Structure of the radiative blast wave as a function of the time. 

the University of Texas [33]. The gas of xenon clusters was 
irradiated with a laser energy of «400 mj at average gas 
density of 1.6 x 10~4 gcirr3. The blast waves formed were 
characterized using time-resolved transverse interferometric 
and Schlieren imaging [34]. Fig. 4 shows typical electron 
density profiles for xenon cylindrical blast waves produced 
during this experiment at several times. The shock front is 
moving from the left to the right. From the figure, it is 
detected that a radiative precursor is ahead of the shock front. 
The average ionization values of pre-shock region are direct 
measurements from the interferograms since the ambient 
density of gas is known. Behind the shock the electron density 
is measured and the average ionization is calculated assuming 
a shell compression, defined as the ratio of the maximum 
mass density within the shell to the ambient gas density 
{c = Psheu/Pambient)> equals to 2 [33]. This value for the com­
pression was obtained from the ratio of the shell thickness to 
the shock front radius. This weak compression is because of 
the preheating of the gas ahead of the shock that reduces the 
Mach number [34]. 

On the other hand, the plasma temperature was not 
measured in this experiment, although in this kind of experi­
ments this could be measured using X-ray Thomson scatter­
ing. This was estimated in Ref. [34] making use of an 
approached expression [64] derived from the Saha equation 
and thus assumes LTE. However LTE regime cannot be always 
assumed and therefore this estimation of the temperature 
could be not accurate enough and that could give, for 
example, unphysical solutions in the calculation of the com­
pression ratio [34]. In the next subsections we present an 
estimation of the electron temperatures and we also perform 
an analysis of the shock shell and the radiative precursor, 
using the CRSS model implemented in ABAKO/RAPCAL 

3.2.2. Estimation of the electron temperatures of the 
radiative blast wave 

In this work we have made an estimation of the 
electron temperature making use of the CRSS implemented in 



ABAKO/RAPCAL In particular, we performed a polynomial 
fitting, in density and temperature, of the plasma average 
ionization to a database generated with kinetics calculations 
of ABAKO/RAPCAL enforcing a relative error lower than 0.1% 
[65]. Thus, the average ionization is given by 

log Z(ne,Te)-. 2 2 Q(iogne)'(iogrey. 
¡ = 0 j = 0 

(23) 

The coefficients of the fitting, Q,, are determined by means 
of a Least Squares Regression. The maximum degree of the 
polynomial both in electron temperature, m, and density, 
n, was fixed to 7 in order to avoid oscillating behaviors. 
In general, it is impossible to find only one polynomial 
function to make the fit of the whole range of plasma 
conditions and this one must be divided into subsets to 
obtain a polynomial fitting in each subset. In this case, for 
the range of plasma conditions of interest in this work, the 
number of polynomial functions required has been 4. Finally, 
in order to optimize the search of the subsets of plasma 
conditions and the corresponding polynomial functions a 
quad-tree algorithm was used. Therefore, using this fitting of 
the average ionization the electron temperature diagnosed is 
the one that, for a given electron density, provides an average 
ionization that matches with the experimental one, within a 
margin of error imposed, which was of 0.1% in this work. 

In Fig. 4 we can observe small fluctuations due to the 
experimental measurement of the electron density. 
In order to avoid these fluctuations in the estimation of 
the electron temperature we have made a fitting of the 
electron densities using Gaussian functions. In Fig. 5 we 
present the resulting smoothing functions along with the 
representation of the average ionization, obtained from 
the smoothed densities, against the radial coordinate. 

Finally, in Fig. 6 is shown the estimation of the electron 
temperature as a function of the radial coordinate for the 
times provided by the experiment. The largest temperature 
corresponds to the temperature of shock front. In this kind of 
experiments, due to the energy deposited by the laser, the 

largest electron temperature that can be reached is about 
20 eV and our numerical simulations of the temperature fulfill 
that restriction. The temperature of the shock front decays 
with time because of its loss of energy which is radiated away. 
This radiation ionizes the plasma ahead of the shock front and 
it is responsible for the origin of the radiative precursor. 
However, since this one is optically thin, the energy radiated is 
only partially absorbed by the radiative precursor, and even­
tually escapes. In any case the absorption would be more 
significant for the regions of the radiative precursor nearest to 
the shock front and, therefore, there is a diminution of the 
temperature as one moves away from the shock, as it can be 
observed in the figure. We can also observe from Figs. 4 and 6 
that for the most distant points of the radiative precursor from 
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Fig. 6. Electron temperatures estimated using the CRSS model for the 
times provided by the experiment. 
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Fig. 5. Gaussian fit of the experimental electron density and average ionization for several times. 
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Fig. 7. Comparison between the CRSS and SB calculations of the shock temperatures (left) and radiative power losses (right) at different times. 

the shock front (R>0.11 cm) the electron densities and 
temperatures, and then the average ionization, do not change 
with time. Since the radiative precursor is mainly generated 
by the radiation, this result could mean that the same 
intensity arrives to this region of the radiative precursor at 
any time. 

As said before, in Ref. [34] the temperature of the shock 
front was estimated assuming LTE. In Fig. 7 we have 
plotted the electron temperature for the shock front that 
calculated both using the CRSS and SB equations. From the 
figure it is observed that only for times later than 20 ns 
both calculations provide the same value of the electron 
temperature. On the other hand, for previous times some 
discrepancies are observed. For example, at 3 ns the CRRS 
and the SB estimations of the electron temperature are 
17.38 and 16.20 eV, respectively, i.e. a relative error «7.3%. 
In the figure we have also plotted the radiative power loss 
from the shock shell, which is a key magnitude in radiative 
shocks, calculated both using CRSS and SB equations. From 
the figure we detect that although at 20 ns the electron 
temperature estimated by both models are very similar 
that is not true for the radiative power loss. The models 
give at that time almost the same CDSs and, therefore, 
average ionizations and electron temperatures but the 
atomic levels are not in LTE and this is the reason of this 
discrepancy in the radiative power losses. Therefore, 
we can conclude that for times later than 40 ns a LTE 
simulation of the shock front could provide similar results 
than a CRSS simulation both in the estimation of the 
electron temperature and in the calculation of the radia­
tive properties. However, from the figure we can observe 
that the temperature of the shock front changes appreci­
ably with time, overall for times shorter than 20 ns, and 
then, the stationary-state approach assumed in our NLTE 
simulation could be not accurate enough and a time-
dependent simulation could be needed. This fact could 
imply more differences between NLTE and LTE simulations 
and it is our aim to address this issue in a future work. 
Finally, from the figure of the radiative power loss we can 
observe that the shock shell radiates stronger at early 

Fig. 8. Comparison between the PMFP and the FWHM (D) of the shock 
shell at different times. 

times (until «20 ns) and after that, since the shocked 
material is cooler, the radiative power loss diminishes. 
This fact agrees with the result obtained analyzing the 
evolution of the trajectory in which two phases can be 
distinguished [33]: (i) a strongly radiative one, up to 
«30 ns, in which the estimated fraction of energy radiated 
to be between 90 and 100% of the incoming energy flux 
and (ii) at later times, where the radiative losses become 
less significant leading to an energy-conserving or gaining 
trajectory. 

3.2.2. Analysis of the plasma absorption in the shock shell 
Previously, it was commented that the type of experi­

mental radiative blast wave considered in this work can be 
categorized as optically thin-thin. This conclusion was 
established by means of the comparison of the PMFP, 



calculated for a typical plasma condition in this kind of 
experiments, with a characteristic plasma length. In this 
section we have made a more detailed analysis of this 
assert for the experiment under analysis. As it is known, a 
comparison between the PMFP and the length of the 
plasma is an estimator of its optical behavior. In Fig. 8 
we compare the PMFP of the shock shell with its full-
width at half-maximum (FWHM) for the time instants 
under analysis. To calculate the PMFP we have assumed 
that the plasma in the shock shell is homogeneous with 
the temperature of the shock front. From the figure we 
observe that the PFMPs are always significantly larger than 
the FWHMs which is in line with the fact that the plasma 
in the shock shell could be considered as optically thin at 
any time. 

We have also made an analysis of the opacity effects in 
the kinetics calculations, i.e. in obtaining the plasma level 
populations. If the plasma is optically thick, the set of the 
rate equations (Eq. (1)) must be solved together with the 
radiative transfer equation, 

—(r , ,v,e) e = 

c dt 
+j(r,t,v), (24) 

where / is the specific intensity, v the photon frequency 
and e a unitary vector in the direction of the radiation 
propagation. The emissivity and the absorption coefficient 
couple the radiative equation with the rate equations. 
In ABAKO it is assumed stationary conditions for the 
radiative transfer and, therefore, the first sum in the left 
hand side of Eq. (24) equals zero. In the current version of 
ABAKO only bound-bound opacity effects are taken into 
account. These ones are included in an approximate way 
by means of the escape factor formalism which avoids the 
explicit solution of the radiative transfer equation. 

For a given line transition f U+Cj, the escape factor A¡i is 
introduced as an alternative way of writing the net rate of 
line emission. The escape factors enter in the calculations 
in two ways. First, in the atomic physics calculations of 
excited-state populations. As a result there is an effective 
reduction in the Einstein spontaneous emission coefficient 
\H&> which is written as AflACj^ci. Second, they appear in 
the determination of the total emergent line intensity. This 
modification circumvents the need to perform a simulta­
neous calculation of radiation transport and atomic phy­
sics. To compute the escape factors we have adopted the 
technique described in [66]. Thus, assuming a uniform 
distribution of emitting atoms and isotropic emission, for 
the three basic geometries—plane, cylindrical and spheri­
cal—the escape factor Aj¡ is written as 

r°° i 

Jo ' iij(v) 

Tij(i/) = K(i^g(i/)L is the optical depth, where L denotes the 
characteristic plasma dimension, i.e. slab width, cylinder 
or sphere radius. Finally, F(-r,y) is a functional of the optical 
depth whose particular form depends on the considered 
geometry. For the cylindrical geometry F(-r) is computed by 
interpolation over a numerically defined function. 

On the other hand, for each line transition, the escape 
factor depends implicitly on the populations of the lower, 

r \ 

Ion charge 

Fig. 9. Comparison between the CSDs of the shocked plasma calculated with 
and without opacity effects in the rate equation at three different times. 

Nci, and upper level, JV0-, since, according to Eq. (25), they 
are required to compute the absorption coefficient. Hence, 
in the case of optically thick plasmas, the system of rate 
equations must be solved iteratively until convergence is 
achieved within a prescribed tolerance. We have per­
formed a kinetics calculation of the plasma in the shock 
shell including opacity effects. We have assumed that the 
plasma is homogeneous at the temperature of the shock 
front. Furthermore, we have supposed cylindrical geome­
try being the radius equals to the FWHM of the shock shell. 
In Fig. 9 we compare the CSDs calculated with and without 
opacity effects in the rate equations. From the figure we 
first observe that the CDS for times later than 20 ns is 
unaffected by the opacity effects, and, therefore, from a 
point of view of a kinetics calculation the plasma is 
optically thin for that times. At 3 and 11 ns we observe 
that the plasma self-absorption leads to an increase of the 
average ionization, which is the expected behavior. This 
effect is more significant at 3 ns than at 11 ns in which the 
fractional population of the most abundant ion is almost 
the same for both calculations (with or without self-
absorption). In any case, both at 3 and 11 ns, the most 
abundant ions are the same in both simulations, and that 
means that the average ionizations will be quite similar. 
Thus, at 3 ns the average ionizations calculated assuming 
the plasma optically thin or optically thick are 9.32 and 
8.92, and at 11 ns 8.06 and 7.80, i.e. relative differences of 
4.3% and 3.2% between both simulations at 3 and 11 ns, 
respectively. We would like to point out that the real 
differences between optically thin and thick simulations 
would be lower since we have assumed for the optically 
thick simulations the highest electron temperature in the 
shock shell at each time, and that implies that, for a fixed 
density of matter, we are overestimating the self-
absorption effects. Even so, we have seen that these 
differences do not change appreciably the monochromatic 



emissivity and opacity, see Fig. 10. Thus, we can observe 
from the figure that the spectra are very similar and only 
the heights of some peaks are slightly decreased in the 
optically thick simulation, which is expected. Therefore, 
although at 3 ns and 11 ns some differences are detected in 
the kinetics calculations they are not important enough to 
introduce appreciable differences in the radiative proper­
ties, and then in a radiation-hydrodynamic simulation, and 
this result reinforced our view that the shock shell can be 
classified as optically thin at any time. 

A further question is whether the self-absorption 
affects the intensity that propagates through the shock 
shell and which is eventually emitted. For this study we 
have assumed that the shock shell is a homogeneous 
medium in which the source function does not vary with 
the location, with planar geometry of thickness D. Then, 
the outgoing specific intensity of the shock front measured 
along the ray is given by 

IAD) = IAQ)e-TÁU> + S„(\-e^u>).. (26) 

with S„ the source function and T¡,(D) the monochromatic 
optical thickness of a medium of total thickness D mea­
sured along the beam given by 

T„(D) = K„(S) ds. (27) 

For the intensity emitted from the shock shell we have 
assumed that J„(0) = 0. In Fig. 11 we show the calculations 
of the specific intensity at different times calculated 
including self-absorption or not, i.e. considering the shock 
shell as optically thin for the whole range of photon 
frequencies. From the figure it is observed that the self-
absorption in the shell reduces some of the main peaks of 
the intensity being that reduction more important for the 
early times. However, except in those peaks, in general the 
opacity effects do not change substantially the specific 
intensity that agrees with our conclusion that the shock 
shell could be considered as optically thin. 

3.2.3. Analysis of the absorption and emission of the 
radiative precursor 

In the previous section we concluded that the plasma 
in the shock shell could be considered as optically thin. 
The plasma in the radiative precursor has a lower density 
and temperature, and, therefore, self-absorption effects will be 
less important than in the shocked medium. So the plasma in 
the radiative precursor can also be considered as optically 
thin. However, its origin is the radiation emitted by the 
shocked medium and then, the radiative precursor should 
absorb some of this radiation. We have analyzed this absorp­
tion of the specific intensity. In order to make easier the 
analysis we have divided the radiative precursor in homo­
geneous layers characterized for average electron tempera­
tures and densities. In Fig. 12 is shown the structure of layers 
considered at 3 ns and this is the one that we will analyze in 
the following. The electron temperatures of the radiative 
precursor were estimated using our CRSS and according to 
the thermodynamic regime map presented in Fig. 1, for the 

mass density of the radiative precursor (1.6 x 10 4 gem 3 

LTE approach is accurate for temperatures lower than «8 eV. 
From Fig. 6 it is observed that the greatest temperatures 
reached in the radiative precursor are lower than 8 eV and, 
therefore, LTE approach could be used for the estimation of 
the electron temperatures. However, as for the shocked shell, 
it is our aim to analyze time effects in the kinetics calculations, 
and then in the electron temperature estimation, in a future 
work. We will assume that the radiative precursor is already 
generated by the radiation escaped from the shock shell and 
we will study how the precursor absorbs the radiation that 
the shock front continues emitting at that time instant. The 
specific intensity is calculated using Eq. (26) but now /„(0)^0. 
For the first layer, /„(0) is the intensity coming from the shock 
front whereas for the rest of the layers denotes the outgoing 
intensity of the previous layer. In Fig. 13 we have represented 
the monochromatic optical depths of some layers of the 
radiative precursor at 3 ns. A layer will be optically thick for 
optical depths greater than one. From the figure it is observed 
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Fig. 10. Comparison between optically thin and thick calculations of the monochromatic opacity and emissivity of the shocked plasma at 3 ns. 
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Fig. 11. Specific intensity from the shock shell at different times calculated including self-absorption or not. 

that the layers of the radiative precursor are optically thin for 
almost the whole range of the photon energies involved 
except for some windows of energies where the criterion is 
not fulfilled. These windows are shifted towards lower photon 
energies as we move away from the shock front, i.e. as the 
number of the layer increases, what is expected since the 
average ionization decreases as the electron temperature also 
does. Thus, the layer 1 will mainly absorb the photons emitted 
by the shock front with energies around 20 eV and 80 eV. In 
the layers 3 and 6 will be absorbed those with energies 
around 20 eV whereas in the last layer the photons absorbed 
will have an energy around 10-15 eV. On the other hand, from 
the figure it is clear that those photons with energies higher 
than 100 eV are not absorbed by the radiative precursor. 

Finally, the radiative precursor will also emit radiation 
since it is ionized. We have checked the relative importance in 
the specific intensity of the self-emission of the radiative 
precursor with respect to the radiation coming from the shock 

shell. In Fig. 14 we have represented the outgoing specific 
intensity of some of the layers of the radiative precursor at 
3 ns as well as the self-emission of the layer. With respect to 
influence of the self-emission of the radiative precursor in the 
intensity of the radiation that is propagating through it we can 
observe that this is relevant only for photon energies in the 
range 1-30 eV. However, this is the range in which the 
radiative precursor mainly absorbs and, therefore, the self-
emission must be included in the simulation of the propaga­
tion of the intensity emitted by the shock through the 
radiative precursor. 

4. Conclusions 

In this work we have performed an analysis of some 
microscopic properties of radiative blast waves launched 
in xenon clusters. With this purpose we have employed 
the computational package ABAKO/RAPCAL designed to 
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Fig. 13. Monochromatic optical depths of some layers of the radiative precursor at 3 ns. 

make kinetics and radiative properties calculations both 
under LTE and NLTE approaches. In particular, we have 
studied the thermodynamic regimes in which these 
experiments are developed. We have found that, if we 
assume steady-state conditions, LTE approach would pro­
vide similar values of the radiative properties and average 
ionizations than those obtained under NLTE calculations 
for times later than 40 ns although if we are only inter­
ested in the determination of the average ionization and 
electron temperature this is valid for times later than 
20 ns. By means of the analysis of the radiative cooling 

time and the mean free path of the photons we have also 
proved that the blast waves obtained in the experiments 
are radiative and optically thin. Furthermore, for a parti­
cular experiment, we have made an estimation of the 
electron temperature of the shock shell and of the radia­
tive precursor obtaining results that are compatible with 
the restriction of 20 eV as the greatest temperature 
reached in this kind of experiments. For that experiment, 
we have also analyzed the effect of the absorption of 
radiation in the shock shell. We have found that self-
absorption effects in the kinetics calculations are not 
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Fig. 14. Specific intensity and self-emission outgoing of some layers of the radiative precursor at 3 ns. 

important enough to modify the radiative properties and 
that only some peaks of specific intensity are affected by 
the self-absorption while the rest remains unaffected. We 
have also analyzed the absorption and the emission of the 
radiative precursor. With respect to the former, we have 
observed that the radiative precursor is transparent for 
photons with energies higher than 100 eV and only 
photons with energies around 80 eV (in the first layers) 
and 20 eV (in all the layers) are absorbed. With respect to 
the influence of the self-emission in the intensity of the 
radiation that is going through the precursor, we have 
found that including self-absorption is important in the 
simulation of the propagation of the intensity emitted by 
the shock through the radiative precursor. Finally, as said 
before, all the calculations in this work were performed 
assuming stationary conditions in the kinetics model. It is 
our purpose in a future work to analyze the influence of 
time dependent kinetics calculations in these simulations. 
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