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Abstract

In mobile Ad hoc networks the topolagy of the network
is constantlychangingas nodesmove in and out of eath
others range, breakingand establishinglinks. TCP per-
formspoorly in suc networksbecausgadetsthatare lost
dueto pathdisconnectionsrigger TCP’s congestionavoid-
ancemedanisms.n this paper weinvestigatethe effect of
preemptiverouting protocols,whee an alternativepathis
foundbefore an actualdisconnectioroccurs, onthe perfor-
manceof TCR Preemptiverouting shouldperformwell for
TCPtraffic becausét reduceghe delayscausedoy TCP’s
unnecessaryseof congestionavoidancevhenpathsbreak.
We observethis behaviorunder some but not all scenar
ios. Specificallyit appeas that whenthe networkis satu-
rated,the additionaltraffic introducedby preemptiverout-
ing causesmalldegradationin performanceln theanaly-
sisprocessyweencounteedanunfairnesgproblemresulting
frominteractionbetweertherouting protocolandthe MAC
layer undermultiple continuoustransmissiorcases. Simi-
lar unfairnessgproblemswere encounteed by other studies
— howerer, the observationsf thosestudiesrelatedthose
problemsto the numberof hops,and not the routing effects
aswe observed.This motivateghe studyof fairer wireless
MAC protocolsfor multi-hopandad hocnetworks.

1 Introduction

SinceTCPwasdesignedor wired networks, it assumes
thatpacletlossesaredueto congestionThereforewhena
pacletis lost, TCP applies‘congestionavoidance’mecha-
nismsandslows its transmissiorrate (by reducingthe con-
gestionwindow and exponentiallybackingoff its retrans-
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mit timers[12]). Unfortunately this causesTCP to per
form poorly in wirelesservironmentswherepaclet losses
dueto transmissiorerrorsare frequent(even without con-
gestion)[2, 3]. In addition,in a mobile last-hoperviron-
ments, packets can be lost due to hand-ofs as a mobile
nodemovesoutof rangeof abasestationandinto therange
of another[5, 9]; paclketslost during suchtransitionsalso
initiate TCP’s congestionavoidance. Several researchers
have addresseaptimizing TCP in wirelesslast-hopenvi-
ronmentg2, 5,9, 25].

In mobile ad hoc networks, the network topologyis in
continuousflux — existing pathsare brokenand new paths
are madeasthe nodesmove. Thus,the lossesdueto mo-
bility (asa hand-of to a new pathfrom anexpired oneoc-
curs)are morefrequentthanthosein lasthop wirelessen-
vironment. Theselossescan causesignificantdegradation
of TCP performancesspeciallyif the mobility is high [11].
Sincetheroutingalgorithmis responsibldor finding paths
betweencommunicatingnodes,it hasa directinfluenceon
thefrequeng of pacletlossesdueto mobility.

Routingin adhocnetwork is a challengingoroblemthat
hasreceived wide interest[10, 13, 15, 18, 19, 20, 21, 23).
In existing protocols,an alternatve pathis soughtonly af-
ter the currentactive pathfails. The delayrequiredto de-
tect a path failure is very high in comparisonto typical
paclet latencies(several retries have to time-out beforea
pathis “pronounceddead”). Elsevhere[8], weinvestigated
adding preemptve maintenanceo ad hoc routing proto-
colshby finding alternatie pathswhenalink is in dangerof
breaking.Adding preemptve maintenancéo the Dynamic
SourceRouting Protocol (DSR) [15] andthe Ad Hoc On
DemandDistanceVectorProtocol(AODV) [20] resultedn
adrasticreductionin the numberof broken pathsfor Con-
stantBit Ratescenarioguniform UDPtraffic) andimproved
the overall lateng/ andjitter of the paclet delivery. In this
paperwe investigatehe effect of usingpreemptve routing



on the performanceof TCPin ad-hocnetworks. Sincethe
preemptve approachreducesthe numberof broken paths
substantiallythe numberof lost pacletsdueto mobility is
significantly reduced. Thereis reasonto believe that pre-
emptive routing will benefitthe performanceof TCP by
avoiding unnecessargongestioravoidancedueto paclets
droppedwhena pathis broken. We studythe effect of dif-
ferentlevelsof preemptve maintenancentheperformance
of several TCPtraffic scenariogtelnet,ftp andhttp) anddif-
ferentmobility patterns.

Theremaindeof this papelis organizedasfollows. Sec-
tion 2 overviews preemptve routing. Section3 overviens
TCP’scongestioravoidancemechanismandtheireffecton
the performancef wirelessnetworks. Sectiond presenta
simulationstudy of TCP using preemptve DSR for differ-
enttraffic scenarios Finally, Section5 presentsomecon-
cludingremarks.

2 Preemptive Routing

In traditional routing algorithms,a changeof path oc-
curswhenalink alongthe pathfails. A link failureis costly
since: (i) multiple retransmissions/timeoutserequiredto
detectthe failure; (i) a new path mustbe found (in on-
demandouting). Sincepathsrarelyfail in wired networks,
this is not animportantcost. Routing protocolsin mobile
ad-hocnetworksfollow this modeldespitethe significantly
higherfrequeny of pathdisconnectionsghat occurin this
ervironment.

Existing ad-hocrouting protocolscan be classifiedinto
two categories: Table-driven (proactive) algorithmsmain-
tain information aboutthe links for all the network while
Sourceinitiated on-demand (reactve) protocolsinitiate a
routediscovery whena pathto a destinationis neededto
establisha new flow, or becausehe currentpathis bro-
ken). On demandprotocols might experiencedelaysto
discover a path when one is needed. However, the traf-
fic overheadis less than Table-driven algorithms where
mary of the updatesare for unusedpaths[4, 14]. Many
routing protocolshave beensuggestedincluding proactve
(e.g.[6,13,17,19,21)), reactve(e.g.,[15, 18, 20]) andhy-
brids(e.g.,[10]). In bothtypesof protocol,recoveryfrom a
brokenpathis initiated only aftera pathis broken.

A preemptveroutingalgorithminitiatesrecovery action
earlyby detectinghatalink is likely to bebrokensoonand
findingandusinganalternatve pathbeforethe costof alink
failureis experiencedMore specifically thealgorithmcon-
sistsof two componentsyi) detectingthata pathis likely
to be brokensoon(andinforming the source);and(ii) find-
ing a betterpathandswitchingto it beforethe active path
breaks.Reducingthe numberof brokenpathsimprovesthe
averagelateng andjitter of the paclets(fewer pacletsare
dropped/delayetiecaus@f pathdisconnections).

Preemptive Region

"safe" range

Figure 1. Preemptive Region

Ideally, a preemptve routerediscavery shouldcomplete
beforethe pathis broken;the nodeswould thenseamlessly
switchto anew pathwith no“dead-time”. Thus,depending
on the velocitiesof the mobile nodes,a warningshouldbe
generatedvhenthe distancebetweenthemapproacheshe
transmissiorrange. A preemptve region of width w can
bederivedby relatingthe averagenodevelocitiesto anesti-
mateof therecoverytime. Figurel demonstrateapreemp-
tive region arounda source.As nodeC in thefigure enters
this region, the signal power of received pacletsfrom the
sourceA falls belowv thepreemptve threshold generatinga
warningpacketto A. A initiatesroutediscoveryaction,and
discoversaroutethroughD; A switchesto thisrouteavoid-
ing the failure of the pathasC movesout of directrangeof
A.

In [8] we relatedw to the signal power of the receved
paclets. More specifically if the signal power falls below
a preemptve threshold,the recever concludesthat it has
enteredthe preemptve region. The estimateof the paclet
powerlevel mustbeimmuneto transienfpower fluctuations
dueto fadingand/ormulti-patheffects[22]. Thisis accom-
plishedby initiating a numberof null messagexchanges
acrossa hopwherea pacletis recevedbelow the preemp-
tive warning (at a minimum, checkingthe warning paclet
power level resultingin 2 checks).

The preemptve ratio (9) is the ratio of the preemptve
thresholdto the minimumdetectablepower:

Py
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WavelLAN cardshave a rangeof 200 metersin openen-
vironmentsin the 2.4GHzband[1]. The preemptve ratio
for a preemptve region of width 4 metersis (%)4 =



1.08. This valuecorrespondso a preemptve thresholdof
1.08P,4nge = 3.96 - 1071% Watts. If a pacletis receied
with a signal power below this value,a warningis gener
ated.

3 TCPin Ad hoc Networks

In additionto transmissiorerrorsat the link level, Ad
hoc environmentsalso suffer “path breaks” due to node
mobility. When paclets are lost due to either of these
reasonsthereis no needto initiate a congestionavoid-
ance/controlprocedure. Unfortunately TCP invokes the
congestioravoidance/contrgbroceduresnary lostpaclet.
Thus, a path breakleadsto underutilizing the bandwidth
dueto thefollowing reasons:

(1) When paclets are lost, the re-transmissiortimers are

exponentiallybacled off aspartof the standarccongestion
avoidanceproceduresmplementedin TCP. Upon a path

break,the sourceinitiates a route discovery. If arouteis

found (i.e., a reply is receved in responseto the route-

guery)justwhenTCP hasenteredalong re-transmitback-

off period,no pacletswill be sentuntil theback-of is com-

plete.

(2) In responseo paclet losses, TCP dropsits conges-
tion window (which determineshow fast paclets can be

sent). In mostTCP implementationsthe window sizecan

be droppedto one segmentandthe slow startmechanism
invoked. This effect canbe seenin Figure2.

Avoiding pathbreakspreventsTCP from invoking con-
gestionavoidance which in turn preventslossesdueto ei-
ther of the above mechanismsPreemptie routing signifi-
cantlyreduceshenumberof pathbreaksandhenceshould
leadto betterTCP performance.Note thatif a pathbreak
cannotbe avoided, thenit is still possibleto minimize the
effect of both the above mechanismausing other mecha-
nisms[9, 11].

4 Experimental Study

The Dynamic SourceRouting (DSR) protocol[15] was
modifiedfor preemptve maintenancéwe call this version
PDSR).In DSR, eachpacletcarriesafull routeto thedes-
tinationin its header(specifiedby the source).Therouteis
obtainedby a routediscovery process:whena nodehasa
pacletto sendwith no pathavailableto the destination it
broadcasta route-requestTheroute-requess propagated
until it reacheghe destinatiomode— atthatstage the des-
tination reverseshe routetaken by the requestpaclket and
sendghediscoveredrouteto the sender

In modifying DSRthefollowing changesveremade:(i)
apreemptveroutewarningis generatedvhenapacletis re-
ceivedwith signalpower lower thanthe preemptve thresh-
old. Whenthe warningis recevedby the sourceit initiates

a route request;(ii) route-requestare propagatednly if

they arereceved with a signal pawer above the threshold
(thus,only pathswhereevery link is above the preemptve
thresholdare discovered);and (iii) a new pathrecevedin

reply to a preemptie discovery is usedimmediatelywhen
it is receved. In addition,becausef problemswith stale
pathsin the DSR cachingscheme(as was notedby other
studies[11, 16]) DSR cacheswere disabled(only one ac-
tive pathmaintained).

TheNS-2network simulatorwasusedfor the study with
CMU Monarchmobility extensions(somead-hocrouting
protocols;an implementationof IEEE 802.11and a radio
propagatiormodel). NS-2's radio modelwas modifiedto
introducefadingroughly accordingto a Rayleighdistribu-
tion including deepfadesof up to 20dB. A low overhead
stablepower estimatealgorithmwasused;furtherdetailsof
the radio model canbe found in [8]. Scenariodrom the
setstudiedin [4] wereselectedandsimulatedfor DSRand
PDSRwith differentlevels of preemptve threshold.More
specifically we consideredcenariosvith a setof 35 nodes
in an areaof 700 metersby 700 meters. Nodesrandomly
pick a locationwithin the simulatedareaand startmoving
towardsit. Two mobility scenariosvere considered:low
(10 m/sec)andhigh (20 m/sec).

We consideredhreetypesof TCPtraffic: (i) telnet: pairs
of nodessimulatetelnetsessionsvheresmallmessageare
exchangedwith “human delays”betweenthem. Here, la-
teng is the main performancemetric; (ii) ftp: a sender
sendsacontinuougiatastreanto areceveratthemaximum
ratepossiblefor thedurationof theexperiment.In thiscase,
throughputs the appropriatemeasuref performanceand
(iii) http: severalhttp senersandclientsareinitiated, with
eachclient generatingequestof exponentiallydistributed
sizesto ary of the seners. This caserepresents middle
groundbetweerthefirst two cases.

Figure 3 shavs sequencenf eventsthat occur when a
pathis broken. On this diagram,arrovs that do not reach
from oneendof thediagramto the otherrepresentropped
paclets(or failed routerequests) Note thatthe sendtimes
shawn on the figure representhe TCP sendtimesandnot
the actualtime that the paclet leavesthe node. The first
“send” of the pacletfails becaus¢herouteis broken. After
the sendeiis notified of the pathfailure it hasto wait until
the TCP back-of timer expires; this takes 0.2 secondsn
this case(the initial back-of timer valueis twice the con-
senative estimateof RTT asmeasuredy the coarsegrain
0.1secondTCPtimer). After thetimeout,the pacletis re-
senttherebytriggeringa routerequest.After the routere-
ply is received, the paclet is delivered. In this case,the
ack also suffers a path failure. The paclet is retransmit-
ted 0.4 secondsfterthefirst one(twice the previousback-
off value). Finally, the ack for this retransmissiorcauses
a routediscovery, after which the paclet is acked. In this
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Figure 3. Effect of TCP Back-off

case,TCPback-of consumeabout0.6 second®f thetotal
delay(66%).
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Figure 4. TCP Congestion Window

Figure 4 shows the congestiorwindow size for PDSR

with andwithout preemptve maintenancé.As canbeseen
in the diagramthe congestiorwindow sizeis, on average,
higherfor the preemptve case.

Figures5 and 6 shav the averagepaclet lateng in the
telnetscenarios.BaselineDSR is the the left most point
on eachplot. The performanceof baselineDSR is signif-
icantly lower than PDSRwith no preemptve maintenance
(preemptvefactorl.0)dueto the badcachingbehavior ob-
senedin DSR. The preemptve ratio was usedasa simu-
lation variableto isolateits effect; in [8], we discussadap-
tively corverging on optimal valuesfor the preemptve ra-
tio. Adding preemptve maintenancédurtherimprovedthe
lateng by up to 40%. An interestingobsenationaboutthe
behaior of baselineDSR is that the lateng/ improved as
the numberof sendersncreasedA possibleexplanationis
thatthe cachebehaior is improvedasnodeslistento traf-

1We chosepreemptie ratio 1.0 ratherthanbaselineDSRto eliminate
the effects of stalecacheentriesobsered in DSR therebyisolating the
effect of preemptie maintenance.
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fic/route requestsrom the other paths— this makes their
cachedresher Thus,the cachedenefitfrom a bettersam-
pling of thenetwork state.Thethroughputvasalmostiden-
tical in all casesincethe offeredloadis relatively light.

The session latencies for the http scenariosare shavn
in Figures7 and8. The sessiorlateny includesthe time
betweersendingarequestndreceving theresponseThis
time includeswhatever processingime is necessaryt the
sener; this time cannotbe improved. The size of the re-
sponseis exponentially distributed (but size is consistent
acrosomparedcenarios)At the optimalpreemptveval-
ues, the improvementfrom preemptve maintenanceover
preemptveratioof 1.0is significant(around40%in thebest
case).An exceptionis the caseof 5 clientsandsenersin
highmobility. This casecorrespondso averyhighnetwork
load, with 25 openpathsin this smallregion. The preemp-
tive overheadstartsto significantly interferewith the data
traffic. The behaior of baselineDSRis betterthanthetel-
net case;this canalso be explainedby the highernumber
of active pathsallowing betterupdatesof the cachestates
(makingDSR’s cacheusefulvs. PDSRwhich doesnot use
ary caching). We remarkthat turning off cachingis not
an inherentpropertyof preemptve maintenancepur pre-
emptive AODV extensiondoesnot interferewith AODV’s
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Figure 8. HTTP Latency — High Mobility

caching behaior becauseAODV maintainssignificantly
freshempathsthanDSR.

The paclet lateng for the FTP scenariosare shovn in
Figure9. The lateny is mamginally improvedin the one
sendercasewith preemptve maintenance.The small im-
provementrelative to the http and telnetcasescan be ex-
plainedby thesmallnumberof pacletsaffectedby thepath
disconnectgrelative to the very high ftp datatraffic). FTP
represents very high load on the network — a single ftp
connectionhasbeenobsered to saturatea wirelessLAN
in experimentabkettingg24]. Thus,thehigherfrequeny of
pathdiscoreryin PDSRcanincreaseongestionn thishigh
loadscenarioThisis especialljtrueasthenumberof active
ftp connectionsncreaseveyondl. Moreover, we obsened
afairnesgproblemin multiple-sendeftp casewhich skews
theseresults;this problemis furtheraddressedhterin this
section.

Figure 10 shaws the throughputfor the FTP scenario.
The multiple-senderfairnessproblem again distorts the
3-sendercase. A small improvement(around 10%) in
throughputis achieved due to preemptve maintenancen
thesinglesendercase.

Theoverheads shovnin Figurellfor thehighmobility
telnetscenariosNotethatthis overheads notafunctionof
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thetraffic pattern;for a givenmobility patternPDSRover-
headconsumes constanaindlow portionof thebandwidth.
Theoverheads significantlyhigherthanbaselineDSR, but
most of the increaseis due to disablingthe caching(the
largestincreaseis seengoing from DSR to the no cache
version). Figure 12 shows the “packetjitter” (the standard
deviation of the lateng asa percentagef the averagela-
teng). Jitteris significantly reducedby PDSRbecauset
reducegshe numberof broken pathsandthe associatedle-
lays.

Figure 13 shows the sequencenumbersof TCP pack-
ets as a function of time for an FTP scenariowith three
sendeirecever pairs. Thereare extensve periodswhere
someflows are not able to deliver any paclets (the lower
two flows on Figure 13) with at leastone flow dominat-
ing the bandwidth.While TCP suffersfrom known fairness
problems(favoring shortRTT paths[12]), thataloneis not
sufficientto explain the gaps.Furtheranalysisshovedthat,
during thesegaps,the senderdoesnot have a routeto the
recever. Furthermore the route requestgyeneratedvere
not successfulno repliesarereceved). This behaior is
illustratedin Figure 14 which shaws the eventsoccurring
during a typical inactive period? Several failed route re-

2Again, on this diagram,arrovs thatdo not reachfrom oneendof the
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guestscan be seen(with successie re-discavery attempts
exponentiallybaclked-of with anupperlimit of 20 seconds,
asperDSR).Meanwhile, TCPexponentialretransmiback-
off canbe seento bein progress After examiningour sce-
narios,we discoveredthatthe network wasnot partitioned;
path(s)wereavailablefor the blocked send-recaie pair(s).
We conjecturethat someflows monopolizethe bandwidth
andblock the routerequestpacletsgeneratedy the other
flows. Thelikely reasondor this unfairnessarethe MAC
layer effects similar to thoseobsened by Gerlaet al [7].
However, their studyconsideredcenariosvith nomobility.
Therefore,the large gapsin throughputobsened in those
experimentannotaloneexplain thefailuresattherouting
level — whena pathwasavailable,no gapswereobsened.
We areinvestigatinghis issue.

Consistentwith obsenations in [11], the inactivity
periods were obsered even in the case of a single
sender/receer pair for the baselineDSR (Figure 15). In
examiningthe detailedtraces,we noticedthat the inactiv-
ity wasdueto DSRrepeatedlyswitchingto pathsfrom the
cachethat turn out to be stale. This alsocausedhe TCP

diagramto the otherrepresentiroppedpaclets (or failed routerequests).
Also, thesendtimesshovn onthefigurerepresenthe TCPsendtimesand
nottheactualtime thatthe paclet leavesthenode.
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timer to back-of exponentially further exacerbatingthe
problem. As canbe obsenedin Figure 15, oncecaching
wasturnedoff (PDSRwith preemptve ratio 1.0), theinac-
tivity periodswere eliminated. This arguesfor active man-
agemenbf the cachedpaths.

5 Discussion and Conclusions

In ad-hocnetworks,thetopologyof the network changes
continuously— new links areestablishedindexisting ones
broken as nodesmove in and out of rangeof eachother
Sincethe costof detectingandrecovering from a discon-
nectedpath is high, traditional routing protocolsare in-
efficient in ad-hocnetworks. In addition, the large dis-
connectionrecovery time may causeTCP to: (i) enterthe
lengthierstage®f its exponentiaback-of; (ii) dropits con-
gestionwindow. Consequentlywhena pathis eventually
re-discawvered, additional delaysare incurred until TCP’s
back-of is complete. Furthermore the TCP “slow start”
causesadditional inefficiencies as the window is gradu-
ally re-gravn. Recently we proposeda preemptve rout-
ing schemewvherethe numberof disconnections substan-
tially reduced.n this paperwe comparedhe performance
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Figure 15. Single Sender Inactive Period

of TCP usingthis preemptve schemgPDSR)to a corven-
tionalad-hocroutingschemgDSR).

For the telnet scenariosthe lateng improved substan-
tially. However, this might be dueto the factthatthe num-
ber of disconnectionss relatively high with respecto the
numberof datapaclets;thus,therecovery costis amortized
over this small numberfavoring the preemptve scheme.
Corverselyin theftp casetherewasno appreciablaliffer-
encein lateny (anda smallimprovementin throughput)of
PDSRat optimal preemptveratio relative to PDSR1.0 (no
preemptve maintenance) We attribute this to the follow-
ing reasonsy(i) For ftp, the numberof pacletstransmitted
is very high comparedo the numberof pacletsaffectedby
path breaks. Hence,the effect of the large delaysexperi-
enceby few delayedpacletsis lostwhenaveragedverthe
large total numberof paclets;(ii) Preemptie maintenance
canaddcongestiono the network dueto the morefrequent
route discoveries; (iii) preemptve maintenancecan force
us to acceptlonger paths(for higher signal quality); path
lengthhasbeenshawn to be inverselyproportionalto TCP
throughpuf11].

The http traffic scenariosbehare as expected: the per
formanceenhancementarein betweenthosefor FTP and



telnet cases. In thesescenariosthe communicationpat-
ternis all-to-all leadingto a muchhighernumberof active

pathsandpotentialcongestion/interferencd=or ftp traffic,

whenthereare multiple sendersandrecevers, it was ob-

senedthatoneflow canblock others.It wasobsenedthat
theroute-queryrequestof the blockedflows werenot suc-
cessfuldespitethe existenceof a physicalpathbetweerthe
nodes. This suggestshatthe fairnessissueoccursdueto

MAC layer effects: if multiple traffic flows arecompeting,
fair arbitrationof bandwidthis neededo sharethe network

resourcesWe arecurrentlyinvestigatinghisissue.
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