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Abstract— Vertex cover is one of the best known NP-Hard
combinatorial optimization problems. Experimental work has
claimed that evolutionary algorithms (EAs) perform fairly well
for the problem and can compete with problem-specific ones.
A theoretical analysis that explains these empirical results is
presented concerning the random local search algorithm and
the (1 + 1)-EA. Since it is not expected that an algorithm can
solve the vertex cover problem in polynomial time, a worst case
approximation analysis is carried out for the two considered
algorithms and comparisons with the best known problem-
specific ones are presented. By studying instance classes of the
problem, general results are derived. Although arbitrarily bad
approximation ratios of the (1 + 1)-EA can be proved for a
bipartite instance class, the same algorithm can quickly find
the minimum cover of the graph when a restart strategy is
used. Instance classes where multiple runs cannot considerably
improve the performance of the (1 + 1)-EA are considered and
the characteristics of the graphs that make the optimization
task hard for the algorithm are investigated and highlighted. An
instance class is designed to prove that the (1 + 1)-EA cannot
guarantee better solutions than the state-of-the-art algorithm for
vertex cover if worst cases are considered. In particular, a lower
bound for the worst case approximation ratio, slightly less than
two, is proved. Nevertheless, there are subclasses of the vertex
cover problem for which the (1 + 1)-EA is efficient. It is proved
that if the vertex degree is at most two, then the algorithm can
solve the problem in polynomial time.

Index Terms— Combinatorial optimization, computational
complexity, evolutionary algorithms, vertex cover, worst-case
approximation.

I. INTRODUCTION

EVOLUTIONARY algorithms (EAs) are randomized
search heuristics that have been widely used for solving

combinatorial optimization problems since the 1970s [2].
However, the field of the analysis of the time complexity of
EAs is fairly new, spawning in the 1990s with the analysis of
the basic (1 + 1)-EA on simple pseudo-boolean functions [3].
These functions were artificially created to understand what
characteristics of a problem may make its optimization easy
or hard for an EA. The behavior of the (1 + 1)-EA on toy
problems such as Onemax [3], on Trap Functions [4], or
on plateaus of constant fitness [5] was examined. Besides
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proving whether the algorithm is efficient or not in optimizing
the problems, these efforts have led to the introduction of a
range of techniques [6] and to the design of a general Markov
chain framework [7] for the analysis of EAs. Building upon
this first basis, the (1 + 1)-EA has been analyzed on linear
functions [8] and on quadratic polynomials [9]. Nowadays its
analysis is possible for combinatorial optimization problems
with “practical” applications, such as maximum matching [10],
[11], the minimum spanning tree problem [12], the partition
problem [13], and the subset sum problem [14]. In these papers
a new technique, known as drift analysis [14], [15], has proved
to be a useful tool, often (but not only) for finding exponential
lower bounds. A recent survey describing the available results
is in [16].

In this paper, the (1 + 1)-EA is analyzed for the vertex
cover problem, a well known NP-Hard combinatorial opti-
mization problem having practical applications in fields such
as networking and scheduling. In general, randomized search
heuristics, such as EAs, are problem-independent algorithms
designed to perform fairly well on large classes of problems.
Usually they are used when there are not enough available
resources for the construction of a specialized algorithm for
solving a specific problem. Hence, it is not generally expected
that an EA would outperform a problem-specific algorithm, far
less being likely when optimizing NP-Hard problems. How-
ever, experimental studies have claimed that EAs are particu-
larly successful on vertex cover instances [17]. In particular,
the paper shows that a genetic algorithm (GA) finds better
covers than a widely known approximation algorithm (i.e.,
Vercov) on random graphs with various edge densities [17].
This result appears surprising, and gave the initial motivation
for the theoretical work presented in this paper.

It is important to point out that this paper is not an
attempt to design competitive algorithms for the vertex cover
problem. The main goal is that of understanding the search
capabilities of EAs on a difficult combinatorial optimization
problem, since it is not possible to analyze EAs on a practical
problem with an “unknown” structure. Experimental results
have shown that EAs can produce qualitatively good results
on a wide range of problems (see for example [2]). In this
sense, NP-Hard problems are good test beds for EAs and
a theoretical analysis emphasizing the approximation quality
that can be guaranteed by an EA and how approximation
affects its computation time for vertex cover is highly desired.
Even for a nontrivial P-problem, such analyzes can shed
light on the relationship between the algorithm and problem
characteristics, as demonstrated by Sasaki and Hajek’s seminal
work on simulated annealing for maximum matching [18].
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For the maximum matching problem, Giel and Wegener have
shown that the (1 + 1)-EA requires exponential expected
runtime in the worst case [10]. They have also proved that
the (1 + 1)-EA is a polynomial randomized approximation
scheme (PRAS) [19] for the problem. This means that it
guarantees near-optimal solutions in polynomial time. For
the partition problem which is NP-Hard, not only has the
(1 + 1)-EA proved to be a PRAS, but it has also been proved
to be competitive with problem-specific algorithms in the
average case [13]. Understanding when and why improving the
current approximate solution requires a considerable increase
of the runtime on an NP-Hard combinatorial optimization
problems will give greater insights to the application of EAs
in practice.

As a first significant step in the analysis of vertex cover, it is
necessary to analyze simple versions of EAs. By understanding
on which kind of fitness landscape algorithms using only
one individual may get trapped and for which reasons this
happens, it may be possible to understand which conditions a
vertex cover instance needs to satisfy such that populations or
operators such as crossover may be useful or necessary for ob-
taining good solutions. Similar extensions to population-based
EAs have been achieved for other combinatorial optimization
problems. For example (1+1)-EA results have been extended
to the (1 + λ)-EA for the spanning tree problem [12] and to
the (μ + 1)-EA for cliques on planar graphs [20].

In this paper, two simple and well-known algorithms are
analyzed, the random local search (RLS) algorithm and the
(1 + 1)-EA. Since it is not expected that any algorithm solves
an NP-Hard problem in polynomial time, their evaluation
will be performed in terms of approximate solutions and
will be compared with the best and widely used approxima-
tion algorithms for vertex cover (i.e., the best ratio known
is roughly 2 − (ln ln n)/ ln n where n is the number of
nodes in the graph, which converges to but is always less
than two [21]).

Four significant instance classes of the problem are in-
vestigated in order to draw some general conclusions about
the performance of the algorithms for the problem. Each
instance class is designed with characteristics that help to build
on the knowledge gained from the analysis of the previous
class.

The theoretical analysis of the “Papadimitriou–Steiglitz
(PS)” instance class shows how the (1 + 1)-EA has a very
similar behavior to that conjectured for the GA using the
results of the empirical analysis obtained in [17]. Furthermore,
the analysis also shows that there is a constant probability that
the algorithm gets trapped on a local optimum. This means
that multiple runs are necessary to guarantee the minimum
cover is found in polynomial time. However, for the considered
graph class, the cover size of the local optimum is roughly
doubled compared to that of the minimum cover. This is still a
better solution compared to the one found by Vercov [17], and
explains the better performance of the EAs for this instance
class. However, it is also shown that that this is not the case
for variants of the “PS” instance class.

The analysis of the (1 + 1)-EA and the RLS algorithms on
a bipartite instance class shows that there exist graphs with

similar characteristics to those of the previous instance class
that may lead to arbitrarily bad approximation ratios. However,
for both instance classes, if multiple runs are considered, then
the algorithms find the global optimum quickly.

The analysis of an instance class called Gh,l shows a
different kind of problem the algorithm may encounter when
tackling a vertex cover problem so that, even if a restart
strategy is used, the performance may not be improved con-
siderably. As a byproduct of the analysis it is also possible to
derive a general result about the (1+1)-EA on any vertex cover
problem with vertex degree at most two (i.e., Vd ≤ 2). The al-
gorithm will optimize every instance with such characteristics
in polynomial time but in higher expected time compared to
that of problem-specific algorithms for which the problem is
trivial ([22], p. 84).

With the aim of proving bad approximation ratios for the
(1 + 1)-EA using restarts, it has been possible to build an
instance class containing the characteristics of the bipartite
graph and those of the Gh,l graph. Through the analysis of this
instance class it is finally proved that the (1 + 1)-EA cannot
guarantee a worst case approximation ratio that is better than
that of the state-of-the-art algorithms for vertex cover (i.e.,
roughly 2 − (ln ln n)/ ln n [21]).

The rest of this paper is organized as follows. The vertex
cover problem, the algorithms considered in this paper, and
the previous related work are introduced in Section II. The
“PS” instance class is analyzed in Section III. In Section IV,
through an analysis of the bipartite instance class, it is proved
that restarts are necessary to avoid bad approximation ratios
for the (1 + 1)-EA and RLS. An instance class that cannot
be optimized even by using multiple runs is analyzed in
Section V. Section VI shows that the (1 + 1)-EA is efficient
for any graph with vertex degree lower than 3. Finally,
Section VII shows that the (1+1)-EA and the RLS algorithm
cannot guarantee better approximations than problem-specific
algorithms for vertex cover.

II. PRELIMINARIES

A. Vertex Cover Problem and the Algorithms

Given an undirected graph G = (V, E), with V being
the set of vertices, or nodes, and E the set of edges, the
vertex cover problem is that of finding the smallest subset
C of V such that for any edge e ∈ E at least one of its
endpoints is in C . All the subsets C of V having, for each edge
e ∈ E , at least one of its endpoints in C are called covers. All
the other subsets of V are infeasible solutions. Since vertex
cover has been proved to be NP-Hard [23], it is not expected
that an algorithm may optimize any vertex cover instance in
polynomial time (unless P = NP). An alternative is to accept
near-optimal solutions rather than the optimal one. In fact,
there exist various approximation algorithms for vertex cover
that in polynomial running time return near-optimal solutions.
Vercov is a well-known 2-approximation algorithm for the
vertex cover problem [23]. This means that whatever the graph
instance, Vercov returns a solution which is at most twice the
size of the optimal cover.

Vercov starts with an empty cover set and randomly chooses
an edge (u, v). Then it deletes all the edges in the graph
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incident to either u or v and inserts the two endpoints in the
cover. The process is repeated until all the edges are removed
from the graph.

The two randomized search heuristics considered in this
paper are the RLS algorithm and the (1 + 1)-EA. Both the
algorithms use bit strings to represent possible solutions to
the problem they are trying to optimize. We will also use the
term cover set to refer to the set of vertices corresponding to
the 1-bits in the bit string representing a solution.

Different initializations are examined, varying from an ini-
tial empty cover set (i.e., the initial solution has no nodes in the
cover set), a uniform distribution (i.e., each node is inserted
in the cover set with probability 1/2), to an initial full cover
set (i.e., the initial solution is a cover containing all the nodes
of the graph), with the hope of getting an idea of whether
one should be preferred to the others. Unless some available
information about the problem suggests differently, in practice
the uniform distribution is usually used.

For the (1 + 1)-EA and the RLS to be adapted to optimize
a vertex cover instance, each subset C ∈ V is represented by
a bit string (s1, . . . , sn) with n being the number of vertices
of the graph G = (V, E). For each node vi belonging to the
subset C , the relative bit si is set to 1. Otherwise it is set to
0. Given the above representation, a fitness function for the
vertex cover problem can be introduced as in [17] and [24]

f (C) =
n∑

i=1

(
si + n(1 − si )

n∑
j=1

(1 − s j )ei, j

)
.

Since vertex cover is a minimization problem, the lower
the value of f (C), the better the quality of the solution. The
first part of the above formula counts the number of nodes
in the cover and the second part gives a penalty of n to
each uncovered edge ei, j (i.e., an edge connecting the nodes
i and j) with ei, j ∈ {0, 1}. Since the minimum cover may
be at most n for any graph, any cover has a better fitness
value than that of an infeasible solution. The mutation operator
used by the RLS algorithm to create new solutions flips one
bit per iteration. The (1 + 1)-EA, instead, flips each bit with
probability 1/n. Both algorithms use elitist selection.

Randomized algorithms make random choices during their
execution, so they do not perform the same operations in
every run, even if the input is the same. Also, they do not
necessarily output the same result on a given input if they
are run more than once. Hence, the runtime of the algorithm
is a random variable. As a consequence, when analyzing
randomized algorithms such as RLS algorithms or EAs, the
expected runtime of the algorithm is used as a measure of their
performance.

In particular, if T f is a random variable measuring the time
required by the algorithm to find the solution for a certain
function f , the runtime analysis consists of estimating E(T f ),
the expected value of T f .

Sometimes E(T f ) is not sufficient to give an idea of how
likely it is that the algorithm will be efficient (i.e., will return
the optimal solution in polynomial time with respect to the size
of the problem). For this reason, results about pr(T f ≤ t),
which is the success probability given a certain number of

steps t , are also desired. As will be shown throughout the
paper, both the (1 + 1)-EA and the RLS algorithm may have
exponential expected runtimes, but at the same time they may
have high probabilities of finding the optimum in a time that
is considerably lower. When this is the case, a restart strategy
may change an inefficient algorithm into an efficient one.

Let the probability that the optimum is found in time T
be a constant c or greater. If the algorithm is restarted 1/c
times, then the optimum is found in expected time (1/c) · T .
In practice, however, it may not be trivial to understand when
it is the case to stop the algorithm and run it again. This
depends on the available knowledge about the problem. A
simple restart strategy is that of performing c parallel runs of
the algorithm. Then the expected time to find the optimum will
still be (1/c) · T . A relationship between the number of restarts
(i.e., parallel runs) and the probability that the optimum is
found may be derived. The probability that a given run of the
algorithm does not find the optimum in time T is at most a
constant c′ = 1 − c, and the probability that all k runs do not
find the optimum after time T is at most (c′)k . Hence with a
probability of at least 1 − (c′)k the optimum has been found
in k runs and k · T total fitness evaluations. The bigger the k,
the higher the probability the optimum is found (for example
for k = √

n the optimum is found in
√

n · T generations with
probability at least 1 − (c′)

√
n). In the rest of the paper, with

restart strategy we refer to the parallel run method described
above.

In this paper, we are dealing with an NP-Hard problem, and
hence we do not expect the algorithms to be efficient on all
instance classes. So the performance of the algorithms will
also be evaluated according to their worst case approximation
ratio for the vertex cover problem and the expected runtime re-
quired for obtaining a given approximation quality. The worst
case approximation ratio of an algorithm A on a minimization
problem R is defined as

max
I∈R

A(I )

OPT(I )

where A(I ) is the solution obtained by A on the instance
I and OPT(I) is the value of the best solution of I . The
computational complexity results will be defined as a function
of the size of the problem (i.e., the number of nodes in the
graph) and the time required to find the solution. It is assumed
that the reader is familiar with asymptotic notation (see [25]).
Furthermore, the reader should refer to [19] for detailed ex-
planations of classical mathematical tools used in the analysis
of randomized algorithms. In particular, throughout the paper
Chernoff inequalities and the Coupon Collector Theorem will
be frequently used.

The main difference between the RLS algorithm and the
(1 + 1)-EA is that the former only flips one bit in each
iteration. This means that the RLS algorithm gets stuck on
the same local optima as those of a local search algorithm
with a neighborhood defined by a hamming distance of 1. For
this reason we will also call all such local optima with the
exception of the minimum cover local search covers.

Since the (1+1)-EA may flip multiple bits in one generation
(i.e., each bit is flipped with probability 1/n), the (1 + 1)-EA
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cannot get stuck forever on any local optima, and hence on a
local search cover. When analyzing the (1 + 1)-EA it will be
useful to consider the probability that a certain number of bits
flip. The following definition of an i-bit flip will be used in
the rest of the paper.

Definition 1 (i-bit Flip): Let n be the number of nodes in
the graph to be optimized by the (1 + 1)-EA. When the
mutation operator of the (1 + 1)-EA flips i bits in one single
generation, for any i such that 0 ≤ i ≤ n, then we will say an
i-bit flip has occurred.

B. Related Work

This paper is an attempt to understand the capabilities and
the limits of EAs when tackling a difficult combinatorial
optimization problem. Since the design of efficient algorithms
for the vertex cover problem is beyond the scope of this paper,
in this section we will only overview previous work focusing
on understanding how well or how badly EAs may perform
for vertex cover.

Various experimental work have shown that EAs may be a
promising approach for the problem (see [17], [26]). The first
theoretical analysis of EAs for vertex cover was presented
by [24]. It compares an EA without any problem domain
knowledge with other two EAs that use different kinds of
problem-specific information. However, in this paper, only the
convergence of the algorithms is proved while the runtime
comparisons are performed empirically.

The first runtime results concerning EAs for vertex cover,
which have recently appeared, are those of Friedrich et al. [27]
and Oliveto et al. [1]. The latter work is presented and
extended in this paper. Friedrich et al. have proved, through an
analysis of a bipartite instance class, that the (1 + 1)-EA has
a worst case approximation rate which can be arbitrarily bad
given polynomial time. In the same paper, it is also proved that
a simple evolutionary multiobjective optimizer (SEMO) can
optimize the bipartite graph in time O(n2 log n). The bipartite
instance class will be further discussed in an analysis of a
(1 + 1)-EA using restarts in Section IV.

An analysis of the improvements that can be obtained by
combining the (1 + 1)-EA with problem-specific algorithms
was presented in [28].

III. PAPADIMITRIOU–STEIGLITZ INSTANCE CLASS

Experimental studies have claimed that EAs are successful
on some vertex cover instances [17]. In particular, the
empirical results suggest that they can find better approximate
solutions than those found by a very well-known approxima-
tion algorithm for vertex cover problems (i.e., Vercov [23]),
although with higher expected optimization times. It is not sure
whether the above experimental observation is generally true
and how good the solutions are, and especially what time the
EA takes to find such solutions which are supposedly better.

Bäck and Khuri [17] perform experiments comparing a GA
with Vercov on random graphs with different edge densities,
and the GA produces better results. Furthermore, they show,
again empirically, that the GA performs very well on instances
of sizes n = 100 and n = 202 of the PS graph [23]

k + 2

k

n = 3k + 4

Fig. 1. Optimal cover for the PS graph with k = 3. The total number of
nodes is n = 3k + 4.

since it finds the optimal cover on average 6 times out of
10 in a runtime of approximately cn2 where c is a constant
greater than zero. In the remaining runs it only reaches a local
optimum which, however, is better than the one Vercov finds
on this graph. This problem seems to be simple for the GA,
although it is not clear what polynomial time is to be expected
as the graph size grows, both in the worst and in the average
case. Also, the reasons for the GA not finding the optimum in
some runs are not clear. We will give a theoretical explanation
of the behavior of the evolutionary algorithm on the PS graph
and explain the better performance compared to that of Vercov
for this instance class. Although the EAs that are analyzed are
simpler than the GA used in [17], the results show that the
performance of the RLS and the (1 + 1)-EA is asymptotically
as good as those conjectured for the GA through the results of
the empirical paper. Obviously, both the RLS algorithm and
the (1+1)-EA use the same fitness function and representation
as those used by the GA in the experimental work.

The main goal of this section is to understand the behavior
of the RLS and the (1+1)-EA on the PS graph and to give an
explanation for their better performance compared to Vercov
for this instance class. However, it will also be shown that
for a slight variation of the instance class (i.e., an instance
class called PS-2) the (1+1)-EA does not perform better than
Vercov anymore. As a consequence, by the end of the section
it will be clear that the best approximation algorithms for
vertex cover produce better worst case approximations than the
(1 + 1)-EA.

The PS graph and its optimal cover are described in Fig. 1.
Each graph of the instance class contains two rows with k +2
nodes and a third row with only k nodes. Hence, the total
number of rows is n = 3k + 4. Each node of the first row
is connected to the node of the second row which is in the
same column. Each node of the third row, instead, is connected
with every row of the second row. As a consequence, the
optimal cover is the set containing all the second row nodes.
This is true because all the third row nodes have to be in
the cover if one or more second row nodes are not in the
cover. Furthermore, another k + 2 nodes have to be added
to the k third row ones to ensure the covering of the edges
between the first and the second rows. Hence, a local optimum
has at most 2k + 2 nodes while the minimum cover has
k + 2 nodes.
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This section is divided into three parts. The first part is
dedicated to the analysis of the RLS algorithm for the PS
graph. The second part analyzes the performance of the (1+1)-
EA for a simplified version of the PS instance class called
PS-2 and for the original PS instance class. Hence, also the
effects that flips of a higher number of bits may produce are
considered. The third section analyzes the Vercov algorithm
and shows why it produces worse covers for the PS graph than
those of the EAs even when the latter algorithms get stuck on
a local optimum.

A. Random Local Search

In this section it will be shown that there is a constant
probability that the RLS algorithm finds the global optimum.
However, the algorithm may get stuck on a local optimum.
In that case it will be stuck forever because it only flips one
bit at a time. So, even a simple randomized algorithm such as
RLS has a behavior which is very similar to the conjectured
one of the GA for the PS instance class. The main result of
this section is presented in the following theorem.

Theorem 1: The expected time for the RLS algorithm to
optimize the PS graph is infinite. With probability at least
k/(2k + 2) ≥ 1/4 the algorithm finds the global optimum in
time O(n log n).

The following lemmas consider different initializations of
the algorithm. Lemma 1 considers the situation when the
algorithm is initialized with all the nodes in the cover set. In
Lemma 3, the algorithm is initialized with an empty cover set.
Lemma 4, instead, considers the classical uniform distribution
initialization.

Lemma 1: If the RLS algorithm is initialized with a full
cover set, then the expected time to optimize the PS graph
is infinite. With probability at least k/(2k + 2) ≥ 1/4 the
algorithm finds the global optimum in time O(n log n).

Proof: The fitness value of the initial solution is f (C) = n
because all the nodes of the graph are in the initial cover. Since
the algorithm flips one bit at a time, after the first iteration one
node will have been removed from the cover. The obtained
solution, being feasible (two nodes need to be removed before
an infeasible solution may be obtained), will be accepted by
the RLS algorithm because it uses an elitist selection strategy
and the new solution will have a fitness value of f (C) =
n − 1. Let E1 be the event that a node of the third row is
chosen before one of the second row. With probability at least
k/(2k + 2) ≥ 1/4 event E1 happens. This is the probability
that one of the k third row nodes is chosen in the first step
out of the total of all the second and third row nodes (i.e.,
k+(k+2) = 2k+2). If a first row node is chosen instead, then
the probability of event E1 happening becomes higher (i.e.,
k/(2k + 1)) because one of the second row nodes, if chosen,
will produce an infeasible solution. If event E1 happens, then
no bit flips of second row nodes will be accepted because they
would produce an infeasible solution which, having a worse
fitness value, will not replace its parent. When all the nodes
of the first and the third row have been selected at least once,
they will have all been removed and the global optimum will
have been found. For the Coupon Collector Theorem [19], the

expected time for this to happen is O(n log n) and the second
statement of the lemma is proved. On the other hand, with a
probability of (k + 2)/(3k + 4) a second row node is the first
node to be removed from the cover. In such a case a local
search cover (i.e., a cover with all the third row nodes and,
for each column, one node belonging to either the first or the
second row) will be found. At this point the algorithm will be
trapped forever since it does not flip more than one bit at a
time. Hence the expected optimization time is

E(T ) ≥ k

2k + 2
O(n log n) + k + 2

3k + 4
∞ ≥ k + 2

3k + 4
∞ = ∞.

In Lemma 3, the same result will be proved for an empty
cover set initialization. The following lemma will be useful
for the proof of Lemma 3.

Lemma 2: A bin contains m white balls and l black balls.
At each step one randomly chosen ball is removed from the
bin without replacement until there is either no white ball or
no black ball left in the bin. With probability m/(m + l), all
the black balls are removed before all the white ones. With
probability l/(m + l), all the white balls are removed before
all the black ones.

The proof of Lemma 2 can be found in [27].
Lemma 3: If the RLS algorithm is initialized with an empty

cover set, then the expected time to optimize the PS graph
is infinite. With probability at least k/(2k + 2) ≥ 1/4, the
algorithm finds the global optimum in time O(n log n).

Proof: First it will be proved that with a probability
of at least k/(2k + 2) ≥ 1/4, the algorithm finds the global
optimum in time O(n log n) (i.e., the second statement of the
theorem). If the algorithm is initialized with an empty cover
set, then any node that is initially chosen to be inserted in
the cover set will be accepted. As a consequence, the fitness
value improves according to how many edges are covered by
the chosen node. A first row node will always be accepted
except when the second row node on the same column is
already in the cover. Second row nodes, instead, will always
be accepted if at least one third row node is not in the cover.
The same holds for the third row nodes (i.e., if there is at least
a second row node that is not in the cover then any third row
node, if chosen, will be accepted). It follows that if all the
second row nodes are inserted in the cover before all the third
row nodes, then the algorithm will eventually find the global
optimum. The probability of such an event is k/(2k + 2). This
probability follows from Lemma 2. We consider that there are
2k + 2 balls in the bin, k (i.e., the third row nodes) are white
while k +2 (i.e., the second row nodes) are black. Our process
is equivalent to that of removing one random ball at a time
and stopping when we have removed all the balls of one color.

Hence, with probability at least k/(2k + 2), all the second
row nodes are inserted in the cover before all the third row
nodes. For the Coupon Collector Theorem [19], the expected
time is at most O(n log n). Since, the expected time to remove
all the first and the third row nodes left in the cover is also
O(n log n) (from the Coupon Collector Theorem again), the
second statement of the lemma is proved. The proof of the
first statement follows.
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Let event E1 occur if all the third row nodes are inserted
in the cover before all the second row nodes. If E1 happens,
then there is at least one second row node that is not in the
cover. Let v2 be this node and v1 be the first row node in the
same column as v2. Let E2 be the event that v1 is inserted
in the cover before v2. If events E1 and E2 happen, then the
RLS algorithm will reach a local optimum and be stuck there
forever. This occurs because if v2 is selected for insertion in
the cover, then the fitness value will be incremented by 1,
hence the solution will not be accepted by the elitist selection
scheme. On the other hand, if v1 is removed from the cover
then an infeasible solution will be obtained (i.e., the edge
connecting v1 and v2 will not be covered), and hence not
accepted.

The probability that event E1 happens is p(E1) =
(k + 2)/(2k + 2) (Lemma 2). The probability that event E2
happens is at least p(E2) ≥ 1/2 (i.e., the probability of
choosing v1 out of v1 and v2). Hence, with probability at
least 1/2 ((k + 2)/(2k + 2)), the algorithm reaches a local
search cover in time O(n log n) due to the Coupon Collector
Theorem [19]. Since RLS only flips one bit at a time, it will
remain stuck forever on the local optimum. This leads to the
infinite expected optimization time.

Lemma 4: If the RLS algorithm is initialized with a uniform
distribution, then the expected time to optimize the PS graph
is infinite. With probability at least k/(2k + 2), the algorithm
finds the global optimum in time O(n log n).

Proof: After initialization, half of the nodes of each row
are expected to be in the cover set. Let m be the number
of nodes of the second and the third row that are inserted
in the cover set during the initialization phase. For Chernoff
bounds [19] the probability that all the nodes of one of the
rows are in the cover after initialization is exponentially small.
Hence m < 2k with overwhelming probability. So, just like for
Lemma 3, we need to bound the probability that all the second
row nodes are inserted in the cover before all the third row
nodes. Since during initialization they have been inserted in
the cover set independently and all with the same probability
(i.e., 1/2), Lemma 2 can also be applied to this scenario. We
consider having 2k + 2 balls in a bin where k are white and
k + 2 are black. First we remove m balls from the bin (i.e.,
initialization phase where with exponentially high probability
m < 2k) and then we remove as many balls as required until
there are either no black balls or no white balls left. Then, by
Lemma 2 the probability that all the second row nodes are in
the cover before all the third row nodes is k/(2k + 2). At this
point for the Coupon Collector Theorem [19], the expected
time to reach the optimum is O(n log n). On the other hand,
with probability at least 1/2 ((k + 2)/(2k + 2)) (Lemma 2) the
local optimum is found and the algorithm will be stuck forever.
This leads to the infinite expected optimization time.

The proof of Theorem 1 follows from Lemmas 1, 3, and 4
according to which initialization is considered.

B. (1 + 1)-EA

The (1 + 1)-EA has a positive probability of flipping many
bits at a time, so it cannot remain stuck on a local optimum

forever. However, it may take a long time before it manages
to escape.

Since many bits may be flipped in one step, the proofs for
the (1 + 1)-EA turn out to be more complicated than those
for the RLS algorithm. First, the following simplified instance
class, called PS-2, will be considered.

Definition 2 (PS-2 Instance Class): The PS-2 instance
class is obtained by removing two nodes from the first row
and two nodes from the second row of the PS instance class.
All the edges adjacent to the four nodes are also removed
from the instance class graphs.

By considering the PS-2 instance class, we obtain consider-
ably simpler proofs which are easier to follow. Calculating the
probabilities that all the nodes of the PS-2 graphs are removed
from (or inserted in) a given row is easier because the number
of nodes in each of the three rows is the same.

The main result of this section is stated in the following
theorem.

Theorem 2: The expected time for the (1 + 1)-EA to op-
timize the PS graph is 2�( 3√n). With constant probability the
(1+1)-EA finds the global optimum in time O(n log n). Both
statements also hold for the PS-2 instance class.

The theorem states that the expected time is exponential.
This happens because there is a constant probability that the
algorithm finds a local optimum before finding the minimum
cover. When this happens, the (1+1)-EA requires exponential
time to escape from the local optimum and find the global
optimum. However, there is a constant probability that the
algorithm finds the global optimum in O(n log n) time (i.e.,
the second statement of the theorem).

Lemmas 6, 7, and 8 prove, each considering a different
initialization, that there is a constant probability that the
algorithm finds the minimum cover without getting trapped
in any local optimum of the PS-2 graph. After the analysis
of the PS-2 instance class, it will be shown how the results
can be transferred to the PS instance class for a full cover
initialization. The first statement of Theorem 2 will, instead,
follow from Lemmas 10 and 11. These two lemmas hold for
both instance classes (i.e., PS and PS-2).

For the proof of the following lemmas the concept of an
inversion will be useful. The definition follows.

Definition 3 (Inversion):
1) Let all the nodes of the second row be in the cover set

while i > 0 third row nodes are not. Then an inversion
happens if one mutation inserts all the missing third row
nodes in the cover set while removing at the same time
at least i second row nodes.

2) Let all the nodes of the third row be in the cover set
while i > 0 second row nodes are not. Then an inversion
happens if one mutation inserts all the missing second
row nodes in the cover set while removing at the same
time at least i third row nodes.

The following lemma about inversions will be useful for the
proof of Theorem 2.

Lemma 5: Let all the second-row nodes be in the cover
while at least one third row node is not in the cover. Then
with probability at least (1/e) − e−�(n) no inversions occur
before the global optimum is found in time O(n log n).
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Lemma 5 is general enough to hold for both the PS and the
PS-2 instance classes.

Proof: For an inversion to occur, all the third row nodes
have to be inserted in the cover while at least the same amount
of second row nodes have to be removed. The probability that
the third row nodes are all inserted in the cover is highest when
there is only one third row node missing from the cover. Let
E� be the event that the third row node is inserted while at
least one second row node is removed. The probability that E�

happens is bounded above by 1/n because one precise third
row node has to flip and the probability each node is flipped
is 1/n.

If other j third row nodes are missing from the cover, then
the bound has to be multiplied by 1/n j , because all the third
row nodes missing in the cover have to be flipped at the same
time (i.e., each bit flips with probability 1/n) for an inversion
to happen. Hence the above 1/n bound holds whatever is the
amount of third row nodes missing in the cover.

Let E1 be the event that another third row node is removed
from the cover. The probability that E1 happens is

p(E1) ≥ (k − 1)
1

n

(
1 − 1

n

)n−1

≥ k − 1

en
.

Hence, the probability that E� occurs before E1 is less than

p(�)

p(�) + p(E1)
≤ 1

n

/(
1

n
+ k − 1

en

)
= e

e + k − 1
≤ e

k + 1
.

It follows that with a probability of at least 1−(e/(k+1)) event
E1 happens before E�. Let Ei be the event that i third row
nodes are missing and that they are inserted in the cover while
at least the same number of second row nodes are removed
from the cover. As explained previously, the probability of
event E� is higher of a factor of 1/ni than that of any other
event Ei with 2 < i ≤ k−1. On the other hand, the probability
E1 is only higher of at most a 1/n factor than any other 1-bit
flips removing a third row node if there are less than (k − 1)
third row nodes in the cover. Hence, e/(k + 1) is an upper
bound on the probability of E1 happening before any event Ei .

It follows that (1 − (e/(k + 1)))((k+1)/e)−1 ≥ 1/e is a lower
bound for the probability that any event Ei may happen before
another ((k + 1)/e) − 1 third row nodes have been removed
from the cover. At this point the expected time for a third row
node to be inserted in the cover is exponential in the number
of nodes since at least (k + 1)/e = (n − 1)/3e third nodes
have to flip.

In the mean time the nodes of the first and third row that are
still in the cover will be removed. For the Coupon Collector
Problem [19], this requires time O(n log n).

Now Lemmas 6, 7, and 8 may be stated and proved.
Lemma 6: If the (1 + 1)-EA is initialized with a full cover

set, then with probability at least (1/6e) − e−�(n) it finds the
minimum cover of the PS-2 graph in time O(n log n). With
probability at least (1/6e) − e−�(n) a local optimum will be
found before the minimum cover.

Proof: If the EA is initialized with all the nodes in the
cover, throughout the whole optimization process it will only
accept bit flips reducing the cover size or creating a different

cover of the same size as the current one. This differs from the
optimization process starting with an empty cover set where
nodes are added to the cover until a feasible solution has been
found.

The proof consists of two parts. The first part proves that
with a probability higher than 1/6 a node of the third row
of the graph is removed from the cover before any of the
middle row nodes. Then from Lemma 5 it follows that with a
probability of at least (1/e) − e−�(n) the algorithm finds the
optimal cover. The same idea will be used to prove that a local
search cover is found with at least the same probability.

For the first part, the probability that no bits flip can be
ignored since it is not influential.

The probability that no bits flip in one generation is
P(0 − bit flip) = (1 − (1/n))n ≥ 1/3. This gives a probabil-
ity that at least one bit flips of less than 2/3. The probability
that exactly one bit flips in one generation is P(1−bit f li p) =
n · (1/n) (1 − (1/n))n−1 = (1 − (1/n))n−1 ≥ 1/e. The
conditional probability that exactly one bit flips given that at
least one bit flips is

P(1 − bit f li p)

1 − P(0 − bit f li p)
≥ 1/e

2/3
≥ 1/3

2/3
= 1

2
.

Given that a 1-bit flip occurs, the probability that a third
row node is chosen rather than a second row node is 1/3
because each row has got the same number of nodes. Hence,
(1/2)(1/3) = 1/6 is a lower bound on the probability that at
least one node of the third row is selected before a second row
node. If a bit belonging to the third row of the graph is chosen
in the first step, then any 1-bit flip concerning a node in the
second row (i.e., all the nodes of the global optimum) will not
be accepted since one of the edges between the second and
the third row would become uncovered and the new solution
would not be a cover. However, flips of multiple bits may
insert all the third row nodes again by removing at the same
time some second row nodes (i.e., an inversion occurs). From
Lemma 5 with probability (1/e)− e−�(n) no inversions occur
before the optimum is found. Hence with a probability of at
least (1/(6e)) − e−�(n) the global optimum is found in time
O(n log n).

The second statement of the lemma is proved following
the same line of thought. With a probability of at least 1/2
exactly one bit flips in the first generation. The probability that
a second row node is the one chosen is exactly 1/3. Finally,
the probability that no inversions occur before the optimum
is found is at least (1/e) − e−�(n). By multiplying the three
probabilities, the proof follows.

Lemma 7: If the (1 + 1)-EA is initialized with an empty
cover set, then with probability at least (1/2e) − e−�(n), it
finds the global optimum of the PS-2 instance class in time
O(n log n).

Proof: As in the case of the RLS algorithm, if all the
nodes of the second row are inserted in the cover before all
the nodes of the third row, then by just using 1-bit flips the
algorithm will reach the global optimum. In the case of the
(1 + 1)-EA more than one bit may flip at the same time.
From Lemma 5, with a probability of at least (1/e) − e−�(n)
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the algorithm will find the minimum cover in O(n log n)
time.

Let E1 be the event that all the nodes of the second row are
inserted in the cover before all the nodes of the third row. We
want to find a lower bound on the probability that E1 happens.
Since the (1 + 1)-EA may flip more than one bit at a time,
some nodes of a row may be exchanged with those of another
row.

If the current solution is infeasible, then the bit flip will be
accepted if at least the same number of edges are covered by
the new solution. If we only consider the second and third
rows then, by symmetry of the instance class, the probability
that the second row is filled before the third would be exactly
1/2. This follows from the facts that the number of nodes in
each row is the same and each node covers the same number
of edges. In the following we will show that the first row
influences the process so that the probability the second row is
filled before the third row is at least 1/2. This will follow from
the following arguments, which hold for any configuration of
the graph if the current solution is infeasible.

1) The probability that a second row node is added to the
cover set is higher if the first row is in the instance rather
than if it was not there.

2) The probability that a second row node is removed from
the cover set is lower if the first row is in the instance
than if it was not there.

Point 1) holds because if a first row cover node is exchanged
for the second row node on the same column then the step
will be accepted since it covers all the third row nodes which
are not in the current cover while the first row node only
covers one edge. Furthermore, if a third row cover node is
exchanged for a second row node, then if the first row node
in the same column is not in the cover an extra edge will be
covered compared to the case that the first row is not in the
graph.

Point 2) holds because a bit flip exchanging a second row
cover node for a first row one will not be accepted unless the
current solution has all the third row nodes in the cover. If
at least a third row node is not in the cover, the second row
node covers more edges (i.e., all the ones connecting third
row nodes which are not in the current cover) than the first
row node which covers only one edge (which was previously
covered by the second row node anyway).

Hence, the probability that the second row node is filled be-
fore the third row node is higher than 1/2. Since by Lemma 5
no inversions occur with probability at least (1/e) − e−�(n),
the proof follows.

Lemma 8: If the (1 + 1)-EA is initialized with a uniform
distribution, then with probability at least (1/(4e))− e−�(n) it
finds the global optimum of the PS-2 graph in time O(n log n).

Proof: By Chernoff bounds [19] after initialization neither
row has k nodes in the cover with overwhelming probability.
Hence, like in Lemma 7 we need to prove that with constant
probability all the second row nodes are inserted in the cover
before all the third row nodes. Both rows have the same
number of nodes and during initialization each node is inserted
in the cover independently with probability 1/2. Hence, with
probability at least 1/2 after initialization there will be at

least the same number of second row nodes in the cover
compared to the number of third row nodes. Let x be the
number of second row nodes and y the number of third row
nodes inserted in the cover during initialization. As discussed
above, x ≥ y with probability at least 1/2. Then, the rest of
the proof is the same as that of Lemma 7 by considering that
k − x second row nodes have to be inserted before k − y.
From Lemma 7 with probability at least (1/(2e))−e−�(n) the
global optimum is found in time O(n log n). Multiplying, we
get a total probability of finding the minimum cover of at least
(1/(4e)) − e−�(n).

Since a constant probability to find the minimum cover has
been proved, the following corollary of Lemmas 6, 7, and 8
can be stated.

Corollary 1: The (1+1)-EA with a restart strategy will find
the minimum cover of the PS-2 instance class in expected time
O(n log n).

Now the result of Lemma 6 will be transferred to the PS
instance class in the following lemma.

Lemma 9: If the (1 + 1)-EA is initialized with a full cover
set, then with probability at least (1/8e) − e−�(n), it finds
the global optimum of the PS graph in time O(n log n). With
probability at least (1/6e) − e−�(n) a local optimum will be
found before the minimum cover.

Proof: The proof follows exactly the same line of thought
as that of Lemma 6. The probabilities have to be calculated
by considering that the second row has k + 2 nodes while the
third row only has k nodes.

The conditional probability that exactly one bit flips given
that at least one bit flips is 1/2.

Given that a 1-bit flip occurs, the probability that a third
row node is chosen is at least (k/n) ≥ (n/4)/n = 1/4,
because k nodes may be chosen out of n and k > n/4. Hence,
(1/2)(1/4) = 1/8 is a lower bound on the probability that at
least one node of the third row is selected before a second
row node. From Lemma 5 with probability (1/e) − e−�(n) no
inversions occur before the optimum is found. Hence with a
probability of at least (1/(8e)) − e−�(n) the global optimum
is found in time O(n log n).

Since in the first step a second row node is chosen with
probability at least 1/2 ((k + 2)/n) ≥ 1/2 ((n/3)/n) = 1/6,
it follows that with a probability of at least (1/(6e)) − e−�(n)

a local optimum is found before the minimum cover.
This corollary follows:
Corollary 2: The (1 + 1)-EA with a restart strategy, initial-

ized with a full cover, will find the minimum cover of the PS
instance class in expected time O(n log n).

Lemmas 6, 7, and 8 prove that with a probability of at least
(1/(6e)) − e−�(n), the (1 + 1)-EA finds the global optimum
of the PS-2 instance class in time O(n log n) (i.e., the second
statement of Theorem 2 for the PS-2 graph). Lemma 9, instead,
proves a constant probability for the (1 + 1)-EA with a full
cover initialization of finding the global optimum of the PS
graph in time O(n log n). If this does not happen, then the
algorithm will find some local optimum (i.e., a local search
cover) before finding the minimum cover. Lemmas 6 and 9
give lower bounds for the constant probability that a local
search cover is found for a full cover initialization. In fact,
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(a) (b) (c) (d)

Fig. 2. (a) Worst local search cover for the PS graph with k = 3. (b) and (c) Different local search covers: all the local search covers, not being the optimal
one, have all the third row nodes in the cover, and one node from either of the other two rows for each column. (d) Best local search cover with k = 3.

for the rest of the proof even an inverse polynomial lower
bound on the probability would be sufficient (i.e., to prove
the exponential expected runtime to find the minimum cover).
For the other two initializations considered in this paper the
proof is like that of Theorem 5 in [27]. The proof holds
for both the PS and the PS-2 instance classes. Using the
multiplicative weight decrease method [12] it is proved that
in a phase of at most 12n log n a cover including all the
third row nodes is found. Then there is at least an inverse
polynomial probability that at least one of the second row
nodes has not been chosen in the 12n log n steps, implying
that a local search cover has been found. Since the calcula-
tions are the same, the complete proof is not reported again
here.

The rest of the proof of Theorem 2 is concerned with
showing that, if the (1+1)-EA finds a local search cover of the
PS graph, then it will require exponential time to escape and
find the optimum. In particular, the following will be proved.

1) With probability at least 1/9−o(1) the algorithm reaches
a local search cover with at least 3

√
n first row nodes

(Lemma 10).
2) The expected time from such a cover to the minimum

one is exponential in n (Lemma 11).

Once the two above results have been proved, the first state-
ment of Theorem 2 will follow. Since the results and the proofs
of Lemmas 10 and 11 are essentially the same for the PS and
the PS2 instance class, from now on only the original PS graph
will be considered.

A local search cover of the PS instance class has all the
third row nodes in the cover and one node for each of the
k + 2 columns belonging to either the first or the second row.
Fig. 2 shows four examples of local search covers of the PS
instance class with k = 3.

Definition 4 (Worst Local Search Cover): The worst local
search cover is that having all the k + 2 first row nodes in
the cover, hence none of the second row [Fig. 2(a)].

The worst local search cover is the one having maximum
hamming distance from the global optimum since, in order to
obtain the optimal solution, all the nodes in the cover have to
be removed and all the others need to be inserted.

Definition 5 (Best Local Search Cover): A best local
search cover is that having all the second row nodes in the
cover but one [Fig. 2(d)].

A best local search cover has the minimum hamming
distance from the optimum (i.e., all the third row nodes have
to be flipped together with one node each taken from the other
two rows; the hamming distance is k+2). Fig. 2(b) and (c) are
just two other examples showing how one node per column
belonging either to the first or the second row has to be in
the local search cover together with all the other third row
nodes.

Lemma 10: From a best local search cover with probability
at least 1/9−o(1) the (1+1)-EA reaches a local search cover
with at least 3

√
n first row nodes before finding the minimum

cover.
Proof: On a best local search cover the algorithm has

only one node missing in the second row [Fig. 2(d)]. In order
to find the global optimum the (1 + 1)-EA needs to insert
it in the cover (i.e., a necessary condition). If this happens,
then the third row nodes may be removed from the cover
even by just using 1-bit flips. The node may be inserted in
the cover by a 2-bit flip of the only first row node in the
cover together with the only second row node not in the cover.
Alternatively, the node may be added by two or more bit flips
concerning the second row node together with one or more
third row nodes. In total there are k + 1 possible 2-bit flips
and

(k+1
i

)
possible i +1-bit flips with 2 < i ≤ k. Let the event

that the missing second row node is inserted in the cover be
event E1. If event E1 happens, then the third row nodes may
be “quickly” removed by 1-bit flips and the minimum cover
reached in time O(n log n) (Coupon Collector Theorem [19]).
In the following we will prove that with constant probability
E1 does not happen. Afterward it will be shown that if E1
does not happen, then with probability close to 1 3

√
n first row

nodes are inserted in the cover before the minimum cover is
found.

The probability of E1 is

p(E1) ≤
(

k + 1

1

)
1

n2 +
k+1∑
i=2

(
k + 1

i

)
1

ni+1 =
k+1∑
i=1

(
k + 1

i

)
1

ni+1

≤
k+1∑
i=1

(
n/3

i

)
1

ni+1 ≤
k+1∑
i=1

(n/3)i

i!

1

ni+1 =
k+1∑
i=1

1

i!3i n

≤ 1

3n

∞∑
i=1

1

i!
= e − 1

3n
≤ 2

3n
.
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On the other hand, the probability that at least another node
is removed from the second row is greater than

(k + 1)
1

n2

(
1 − 1

n

)n−2

≥ 1

e

n − 1

3

1

n2 ≥ 1

4en

because a second row node has to flip together with the first
row node of the same column.

Let E2 be the event that at least another second row node
is removed before all the second row nodes are inserted. The
probability that E2 happens is greater than

1/(4en)

1/(4en) + 2/(3n)
= 3

3 + 8e
≥ 1

9
.

The above calculations prove that if the algorithm was
lucky enough to reach the local search cover with smallest
distance from the optimum, then there is a constant probability
of 1/9 that a local search cover with greater distance from
the optimum will be reached (event E2). In the following it
will be proved that if event E2 happens, then with probability
1 − o(1) a local search cover with at least 3

√
n first row nodes

will be reached before finding the optimum. The probability
of performing a move adding second row nodes to the cover
(p+) is maximized at distance d = 3

√
n. This is true because

there are
( 3√n

j

)
combinations out of

(k+2
j

)
which add j second

row nodes to the cover. The rest of the points in the space with
1 < i < 3

√
n have less combinations leading to an increment

of second row nodes (i.e., if there are less than 3
√

n first row
nodes, then there are also less combinations that if selected
will remove them). First we consider only 2-bit flips (moves
of length 1 because one first row node is added to the current
cover while one second row node is removed, or vice-versa).
The probability of adding a second row node (p+

1 ), given that
only 2-bit flips occur, is at most 3

√
n/n2 = n−5/3. The proba-

bility of performing a move heading away (p−
1 ) from the local

search cover with all the second row nodes is minimized at the
same position (i.e., d = 3

√
n). The probability p−

1 is at least

(k + 2) − 3
√

n

en2 ≥ n/3 − 3
√

n

en2 = n − 3 3
√

n

3en2

= n2/3 − 3

3en5/3
≥ n2/3

4en5/3
= 1

4en
.

And the probability that p+
1 happens before p−

1 is at most

1/(n5/3)

1/(n5/3) + 1/(4en)
= 4e

4e + n2/3 ≤ 4e

n2/3 .

This means that with a probability of at least (1 − (4e/n2/3))
the opposite event happens. Hence, with a probability of at
least

(
1 − 4e

n2/3

)n1/3

≥ 1 − 4e

n2/3 n1/3 = 1 − 4e

n1/3 = 1 − o(1)

3
√

n negative moves occur before any positive moves.
The above calculations only consider 2-bit flips. Since the

probability for a negative move is at least 1/4en, its expected
time is at most 4en. Then the expected time for 3

√
n negative

moves to happen is bounded below by 4e 3
√

nn = 4en4/3.

By Markov inequality the probability that these 3
√

n negative
moves happen in a time phase greater than t = 4en5/3 is

P(t ≥ 4en5/3) ≤ 4en4/3

4en5/3
= 1

3
√

n
.

Hence, the probability that the 3
√

n moves happen before the
end of phase t = 4en5/3 is at least

1 − 1
3
√

n
= 1 − o(1).

Now we will prove that there is at least a constant probability
that in the time phase t , no moves of length 2 or greater,
heading toward the optimum, happen. At a given position j
with 1 < j ≤ 3

√
n the probability of a move of length 2

heading toward the optimum is

P2 ≤
4∑

i=3

(
j

i

)(
k + 2 − j

4 − i

)
1

n4

≤
(

3
√

n

3

)
(n − 3

√
n)

1

n4 + 2

(
3
√

n

4

)
1

n4

≤ 2
n2

6

1

n4 = 1

3n2 .

The above bound also takes into account the probability that
the third row cover nodes are exchanged with the missing
second row nodes to fill in the second row.

Moves of length greater than 2 have lower probabilities
because at least four of the bits considered above have to
flip anyway. Hence, the probability that a move of length 2 or
greater does not happen in one step is higher than 1 − 1/3n2

and the probability it does not happen in a time phase of length
t = 4en5/3 is at least

(
1 − 1

3n2

)4en5/3

≥
(

1

e

)�
(

1
3√n

)
= 1 − o(1).

Summing up we get a probability of 1/9−o(1) that at least
3
√

n first row nodes are in the cover before the global optimum
is found.

Lemma 11: With probability 1 − 2−�( 3√n) the (1 + 1)-EA
does not reach the global optimum from a local search cover
with at least 3

√
n first row nodes in 2c 3√n steps.

If the current solution is a local search cover with at most
(k + 2) − 3

√
n second row nodes, then for at least one node

belonging to the third row to be removed from the cover it is
necessary that at least all the second row nodes that are not in
the cover get flipped together with the same number of third
row nodes. The expected time for such an event to happen is
at least �(n

3√n) which is exponential in n. Hence the case of
the first row nodes that are exchanged gradually with those
of the middle row should be examined to see if the algorithm
can reach the global optimum in polynomial time. When all
the nodes of the second row have been exchanged with those
of the first one, then the third row nodes will quickly be
removed from the cover even by just flipping one bit at a
time.

In the following, the drift theorem will be introduced as
a tool to prove Lemma 11. This proof method was initially
introduced by Hajek [29] and afterward was extended to the
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run-time analysis of EAs by He and Yao [14]. A general
description of the technique can be found in [16]. Giel and
Wegener introduced a useful extension of the general proof
method for proving run-time lower bounds that hold with
exponentially high probabilities [10]. Recently, Oliveto and
Witt [30] have presented the following theorem which allows
considerably simpler calculations. This simplified version will
be used to prove Lemma 11.

Theorem 3 (Simplified Drift Theorem): Let Xt , t ≥ 0, be
the random variables describing a Markov process over the
state space S := {0, 1, . . . , N } and denote �t (i) := (Xt+1 −
Xt | Xt = i) for i ∈ S and t ≥ 0. Suppose there exist an
interval [a, b] of the state space and three constants δ, ε, r > 0
such that for all t ≥ 0:

1) E(�t (i)) ≥ ε for a < i < b;

2) Pr(�t (i) = − j) ≤ 1/(1 + δ) j−r for i > a and j ≥ 1.

Then there is a constant c∗ > 0 such that for T ∗ := min{t ≥
0 : Xt ≤ a | X0 ≥ b} it holds Pr(T ∗ ≤ 2c∗(b−a)) = 2−�(b−a).

The proof of Lemma 11 follows.
Proof of Lemma 11: Let Xt be the random variable denoting

the number of second row nodes missing from the cover
set (hence the number of first row nodes in the cover set).
Furthermore let l be the number of nodes of the first row. So
l = k +2 = ((n − 4)/3)+2 = (n/3)+ (2/3) = �(n). a is set
to be equal to one (i.e., a = 1), hence any cover containing
all the second row nodes, but one, and only one of the first
row.

Let the algorithm be in position i when the current solution
is a cover with i first row nodes (i.e., Xt = i). In the following
the drift theorem will be used to prove that exponential time
is needed with overwhelming probability before position a (or
better) is reached by the (1+1)-EA. b = 3

√
n +1 so any cover

with 3
√

n + 1 first row nodes and l − 3
√

n − 1 second row ones.
Hence b − a = 3

√
n = �( 3

√
n).

Now it remains to check that the two conditions of
Theorem 3 hold. The first condition is E(�t (i)) ≥ ε for
a < i < b.

Let a move of length j occur when exactly j second row
nodes are selected to be inserted in the cover and at the same
time j first row nodes are selected for removal from the cover.
A move will be of length − j when exactly j second row nodes
are selected to be removed from the cover together with j
first row nodes which are selected for insertion in the cover.
Let p j (i) be the probability that an individual in position i
performs a move of length j .

The probability of performing a move of length 1 drifting
away from the optimum, given that the process is in position
i is

p1(i) = (l − i)
1

n2

(
1 − 1

n

)n−2

≥ (l − 3
√

n)
1

n2

(
1 − 1

n

)n−2

≥ (n/3 − 3
√

n)
1

n2

(
1 − 1

n

)n−2

.

The other moves of length j , with j positive, are omitted as
they represent a drift moving away from the optimum. If these
steps occur, it will be assumed that the process remains in the
current state. This assumption means that the actual process

will take longer than the one that is being analyzed. Hence,
an exponential runtime for the analyzed process, if proved,
will also be an upper bound for the runtime of the actual
process.

The probability of performing a move of length −1, heading
toward the optimum, given that the process is is position i , is

p−1(i) = i
1

n2

(
1 − 1

n

)n−2

≤ 3
√

n
1

n2

(
1 − 1

n

)n−2

.

Since most of the other possible mutations will create
infeasible solutions and be rejected, we consider the condition
R that a step is relevant, meaning that the step is accepted
and changes the current state. The probability of a relevant
step prel is bounded by

1

n2

(
1 − 1

n

)n−2

≤ prel ≤ l + 1

n2 ≤ n/2

n2 .

The lower bound holds because in the considered search space
(i.e., between 1 and 3

√
n + 1 first row nodes) there are always

two bits that if flipped lead to an accepted solution hence
it is sufficient to flip these two bits for a relevant step to
occur. The upper bound holds because at least two nodes
have to be flipped for a step to be accepted (i.e., relevant)
and there are l + 1 couples of such nodes. If more than two
bits flip in a relevant step then at least one of the considered
l + 1 couples of nodes must flip and since other bits also
flip the probability the event happens is lower than that of
the given bound. Hence the upper and lower bounds are
correct.

Let R(i) = (�(i)|R) be the random increase of the number
of first row nodes in relevant steps for a current state i . Then
the contribution of relevant steps of length 1 is

E(R1(i)) = p1(i)

prel
− p−1(i)

prel

≥ (n/3 − 3
√

n − 3
√

n)(1/n2)(1 − 1/n)n−2

(n/2)(1/n2)

≥
(

2

3
− 2 3

√
n

n/2

)
1

e
= 2

3e
− O(n−2/3).

Let �−
>1(i) be the unconditional increase in the number of

second row nodes when more than one second row node is
added to the cover, hence steps leading toward the optimum.
Then

E(�−
>1(i)) ≤

3√n∑
j=2

j · p− j ≤
3√n∑

j=2

j ·
(

i

j

)
1

n2 j

≤
3√n∑

j=2

j ·
(

3
√

n

j

)
1

n2 j

≤
∞∑
j=2

j · ( 3
√

n) j

j!

1

n2 j
≤

∞∑
j=2

(
3
√

n

n2

) j

=
∞∑
j=2

(
1

n5/3

) j

.
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Let r = n−5/3. Then
∞∑
j=2

r j = r2
∞∑
j=2

r j−2 = r2
∞∑
j=0

r j

= r2
(

1

1 − r

)
= n−10/3

(
1

1 − r

)
= O(n−10/3).

Hence, the total conditional drift is

E(R(i)) ≥ E(R1(i) − E(�−
>1(i))

prel

≥ 2/(3e) − O(n−2/3) − O(n−10/3) · en2

= (2/3e) − O(n−2/3)

and condition 1 is proved.
Since there are at most (k + 2) < n/2 first row nodes,

condition 2 with δ = 1 and r = 1 follows from

p− j

prel
≤

(
n/2

j

)
1

n2 j
· en2 ≤

(
n

j

)
1

n j
≤ 1

j!
≤

(
1

2

) j−1

.

From Theorem 3 the proof follows.
Lemmas 6, 7, and 8 prove that with constant probability at

least 1/(6e)−e−�(n), the (1+1)-EA finds the global optimum
before a local search cover of the PS-2 graph. This means
that by using a restart strategy, the (1+1)-EA finds the global
optimum in time O(n log n) as stated in Corollary 1. The same
result for the PS instance class with full cover initialization is
stated in Corollary 2. However, if the algorithm does not find
the global optimum straight away, it will end up on a local
search cover. Lemma 10 proves that if a local search cover is
found, then with probability 1/9 − o(1) the (1 + 1)-EA will
end up on a local search cover with at least 3

√
n first row nodes

before finding a local optimum. Finally, Lemma 11 proves that
from a local search cover of at least 3

√
n first row nodes with

probability at least 1 − 2−�( 3√n) the global optimum is found
in more than 2�( 3√n) steps. Theorem 2 for the PS-2 graph with
the three initializations and for the PS graph with full cover
initialization follows.

C. Vercov

In the last section it has been shown that the RLS algorithm
and the (1+1)-EA find the minimum cover of the PS instance
class in time O(n log n) with constant probability. Otherwise,
in time O(n log n) they only find a local search cover of size
at most 2k + 2. The following theorem shows that Vercov
always produces a cover of size 2k + 4. This explains the
better performance of EAs compared to Vercov on the PS
instance class. Given the similarity of the behavior of the
(1 + 1)-EA compared to that conjectured for the GA, it can
also be assumed that populations and crossover are not useful
on this instance class.

Theorem 4: Vercov always finds a cover of size 2k + 4 on
the PS graph.

Proof: The proof is divided into three points.

1) All the nodes of the central row of the graph have to
be in the cover. This is because each node in row 1 is
connected only with a node of row 2 of the same column.
The proof of point 1 follows by considering that Vercov

|V2| = (1 – ε)n

|V1| = εn

Fig. 3. Bipartite graph with n = 9 and ε = 1/3. The optimal cover is
represented by the dark nodes.

cannot insert a node of row 1 without inserting the node
of row 2 in the cover as well.

2) For each central row node in the cover another node is
also inserted belonging to a different row. This follows
by considering again that Vercov inserts two adjacent
nodes at a time in the cover, and that no nodes belonging
to the central row are connected with each other.

3) There are no nodes “i” and “ j,” belonging to the
central row and connected to each other by an edge.

It follows directly from points 1) and 2) that the cover
generated by Vercov is at least of size 2k +4, since the nodes
in row 2 are k + 2. From point 3) it follows that the cover
is at most of size 2k + 4 since once there are no edges left
Vercov returns the result.

The cover size that the (1+1)-EA can guarantee (i.e., 2k+2)
leads to an approximation ratio of

2k + 2

k + 2
= 2k + 4

k + 2
− 2

k + 2
= 2 − o(1).

Assuming that the similar performance of the GA analyzed
empirically in [17] and the (1 + 1)-EA occurs for the reasons
described in this section, the above approximation result
explains why the GA showed a better performance than Vercov
on the PS graph in [17]. However, for the PS-2 instance class,
which has four nodes less, the approximation ratio that the
(1+1)-EA can guarantee is 2k/k = 2. Since Vercov guarantees
approximations of at most 2, this means that the (1 + 1)-EA
cannot produce better approximations in the worst case, far
less compared to the best approximation algorithms for vertex
cover which guarantee ratios strictly lower than 2. In the next
section it will be discussed how the performance of the (1+1)-
EA can be much worse.

IV. BIPARTITE INSTANCE CLASS

In [27], the (1 + 1)-EA and a global simple evolutionary
multiobjective optimizer (SEMO) have been recently analyzed
on a bipartite instance class. The instance is depicted in Fig. 3.
The instance class contains two sets of nodes V1 and V2 of
sizes |V1| = εn and |V2| = (1−ε)n, respectively. V1 represents
the global optimum while V2 is the only local optimum.
Parameter ε determines the difference in size between the two
sets V1 and V2. In order for |V1| < |V2|, ε has to be ε < 1/2.
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In [27] it is proved that for nδ−1 ≤ ε < 1/2 and δ > 0
a constant, the (1 + 1)-EA has an expected optimization time
which is exponential to produce an approximation that is better
than (1−ε)/ε. By changing the value of ε, the approximation
may be made arbitrarily bad. However, in the following, the
(1 + 1)-EA is further analyzed and it is pointed out that, by
using multiple runs, the (1 + 1)-EA finds the optimal solution
efficiently.

It is worth pointing out that for Koenig’s theorem [31],
in any bipartite graph, the number of edges in a maximum
matching equals the number of vertices in a minimum vertex
cover. Since the maximum matching problem is in P , it
follows from Koenig’s theorem that also the problem of finding
the minimum cover in a bipartite graph is in P . Nevertheless
without using a restart strategy, the (1 + 1)-EA requires
exponential runtime in the number of nodes of the graph.

Theorem 5: Let ε = i/n with 1 < i < n/2. The expected
optimization time of the (1+1)-EA to find the optimal solution
of the bipartite graph is �(ni ). With probability at least
1/(2e) − 2−�(n) the (1 + 1)-EA finds the global optimum in
time O(n log n).

Proof: Since εn = i and |V1| = εn it follows that |V1| = i
and |V2| = n − i . It has already been proved in [27] that in
time O(n log n) the (1+1)-EA will find a cover. Furthermore,
in a similar manner as for the other instances analyzed in
this paper, it will be proved that the (1 + 1)-EA will find a
local optimum in expected time O(n log n). For the bipartite
graph there are only two local optima: C1 containing all the V1
nodes, and C2 containing all the V2 nodes. If the algorithm
finds C1 before finding C2, then obviously it has found the
global optimum. With probability at least 1/2 in O(n log n)
time (Coupon Collector Theorem [19]) and whatever the
initialization, all the V1 nodes are in the current cover while all
the V2 nodes are not (Event E1). Event E1 with a full cover set
initialization follows immediately because the probability that
in the first step at least a V2 node is chosen before a V1 node,
and accepted, is greater than 1/2 since |V2|/n = 1 − ε > 1/2
(if more than one node flips and the step is accepted then the
probability is greater).

For an empty cover set initialization, we use the same proof
idea of Lemma 7 for the PS instance class. We assume the
algorithm is given the advantage that the first x nodes of V2
with x = |V2| − |V1| are inserted in the cover before any
V1 node. We call this position �. With this advantage, the
probability that E1 happens is exactly 1/2 if flips of at least
two bits removing cover nodes from one set and inserting
them in the other could not happen. Without the advantage
the probability is greater because, in order to put all the nodes
of V2 in the cover before all the V1 nodes, it is necessary that
at some point of time the number of nodes of the two subsets
missing in the cover is at least the same. By considering the
bit flips exchanging cover nodes, from position � on, at each
step there are εn more cover nodes that can be removed from
C2 and inserted in C1 than if the sets C1 and C2 were equal.
If the two sets were equal, the influence of the exchanges of
cover nodes from one set to the other would be “symmetrical,”
leading to a probability of exactly 1/2 that one set was filled
before the other. Hence, these extra εn C2 cover nodes lead to

a probability greater than 1/2 that C2 is filled before C1. The
case of uniform distribution initialization is a special case of
the empty cover set initialization. So, event E1 happens with
probability at least 1/2.

The conditional probability of finding the global optimum,
given that the event E1 has happened, will be proved to
be higher than 1/e. The probability that the V2 set is filled
by a flip of multiple bits, which removes at least the same
number of V1 nodes, is upper bounded by 1/n because at
least one precise V2 node has to be inserted in the cover
and the probability this happens is 1/n. The above probability
bound holds in the case with highest probability that the V2
set has all its nodes but one in the cover. The bound has
to be multiplied by 1/ni if other i V2 nodes are not in the
cover. Hence the above probability bound will be considered
for the following calculation because it leads to the lowest
probabilities of finding the optimum. When there are all the
V2 nodes in the cover but one and all the V1 nodes are also
in the cover, the probability of removing an extra V2 node is
at least

PV2 ≥ (1 − ε)n − 1

n

(
1 − 1

n

)n−1

≥ n/2

en
= 1

2e
.

Hence the probability an extra V2 node is removed before one
or more nodes are removed from the V1 set is at least

1/2e

1/2e + 1/n
≥ n

n + 2e
= 1 − 2e

n + 2e

and the probability that n/6 V2 nodes are removed before any
V1 node is at least(

1 − 2e

n + 2e

)n/6

≥
(

1 − 2e

n + 2e

) n+2e
2e −1

≥ 1

e

which proves the second statement of the theorem because at
this point the event that any V1 node is removed from the cover
requires that at least 2n/6 = n/3 bits flip. The expected time
for n/3 bits to flip is exponential while the optimal cover will
be found in time O(n log n) (Coupon Collector Theorem [19]).

If, instead, C2 is found first, then the time to reach C1 from
C2 has to be analyzed. It has already been proved in [27] that
the probability of ending up on the local optimum (i.e., the
set C2 is in the cover and not all C1) is bounded below by
an inverse polynomial. Once C2 has been obtained, the only
accepted moves will be those flipping all the V1 nodes together
with at least the same amount of nodes belonging to V2. The
probability that all the C1 nodes are flipped together with at
least the same amount of V2 nodes is less than n−i , giving an
expected runtime of at least �(ni ).

For the RLS algorithms, inversions may not occur because
only one bit flips in each iteration. However, the part of the
proof of Theorem 5 that the (1 + 1)-EA finds the minimum
cover with probability at least (1−ε) ≥ 1/2 also holds if only
1-bit flips are allowed. However, when the RLS algorithm finds
the local optimum it will be stuck forever because it only flips
one bit at a time. Now, the following corollary of Theorem 5
can be stated.

Corollary 3: The expected time for the RLS algorithm to
optimize the bipartite graph is infinite. With probability (1−ε)
it finds the global optimum in time O(n log n).
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The problem the (1 + 1)-EA encounters when optimizing
the bipartite graph is that there is a good probability that it
finds a local optimum which is not global. If this happens,
then exponential time is required for the algorithm to escape.
Compared to the PS graph where the size of the local optima
is slightly less than twice that of the global optimum, for the
bipartite graph the difference in sizes between the local and the
global optimum can be made very large by varying parameter
ε. This is what leads to the very bad worst case approximation
ratios of both the RLS algorithm and of the (1 + 1)-EA if no
restarts are allowed. The following corollary of Theorem 5 can
be stated.

Corollary 4: Both the (1 + 1)-EA and the RLS algorithm
using a restart strategy will find the minimum cover of the
bipartite instance class in expected O(n log n) time.

V. EXPONENTIAL-TIME INSTANCE CLASS

The previous section shows how the worst case approxima-
tion ratio of both the RLS algorithm and the (1 + 1)-EA can
be arbitrarily bad if only single runs are considered. However,
the proofs rely on the fact that the algorithms are not allowed
to restart. In fact, by examining the bipartite instance class, the
worse the approximation ratio that the algorithm may produce,
the higher the probability that the minimum cover is actually
found. Hence, if a restart strategy was to be used, then the
more “difficult” is the instance because it may lead to a bad
approximation, the fewer are the restarts required for the global
optimum to be found in time O(n log n).

A more interesting result in the analysis of the (1 + 1)-EA
for vertex cover is that of finding the worst case approximation
ratio of the algorithm even when a restart strategy is allowed.
Such a result would also be useful for fair future comparisons
with population-based EAs. In this section the Gh,l instance
class is presented to address (1+1)-EAs with restart strategies.
It will be shown that depending on how the parameters of the
instance class are set the problem may be easy or difficult for
the (1 + 1)-EA and the results do not change if the algorithm
is run many times.

Each graph in the instance class Gh,l depends on two
parameters l and h, both integers, where n = l ∗ h is the
total number of nodes, and l is odd. Each of the l ∗ h nodes
is uniquely defined by a couple (i, j) with 1 ≤ i ≤ h
and 1 ≤ j ≤ l. Each node (i, j) is connected by an edge
to the nodes (k, j − 1) and to the nodes (k, j + 1), with
1 ≤ k ≤ h. The unique optimal cover of a graph Gh,l has
((l − 1)h) /2 = (n − h)/2 nodes. Fig. 4 depicts a graph G3,5
and its optimal cover is represented by the dark nodes.

The idea of analyzing a series of connected bipartite graphs
was previously used for proving exponential runtimes for
simulated annealing on maximum matching [18] and for the
(1 + 1)-EA for the same problem [10]. However, the Gh,l

instance class is similar but not the same as the instance class
used in the previous work.

The following theorem shows what the local search covers
look like, and hence helps to get a first idea of what the
approximation ratio may be. Afterward, various parameter
settings will be considered in separate sections.

l

h

Fig. 4. Optimal cover for the G3,5 graph.

Theorem 6: The (1 + 1)-EA finds a cover of at most
	(2/3)l
h nodes in expected time O(n log n) for the Gh,l

instance class.
The following three lemmas prove the theorem for the

different initializations considered in this paper.
Lemma 12: If the (1+1)-EA is initialized with all the nodes

in the cover set, then the expected time to reach a cover of
size at most 	(2/3)l
h is O(n log n) for the Gh,l graph.

For the proof of Lemma 12 the following definitions of
blocked nodes and of free nodes will be useful.

Definition 6 (Blocked Node): A node belonging to a cover
is said to be blocked if the selection operator does not accept
a 1-bit flip of such a node (i.e., by flipping the bit, the new
solution would not be a feasible cover anymore).

Definition 7 (Free Node): A node belonging to a cover is
said to be free if the selection operator would accept the
solution obtained by a 1-bit flip of such a node (i.e., by flipping
the bit the new solution is a cover of smaller size).

The above definitions can also be extended to columns of
nodes. If all the nodes of a column are blocked then the
column is said to be blocked. Given such definitions, the
following properties for covers of the instance class graphs
can be described.

1) Each node that is not present in the cover blocks 2h
nodes of the cover: the whole column on the left of the
node and the whole column on its right. The far left and
the far right columns make an exception by blocking
only h nodes each.

2) A node i is free only if all the nodes in the columns at
its right and at its left belong to the current cover. Since
all the nodes in a column are connected with the same
nodes of the adjacent columns, if a node is not in the
current cover then all the nodes of its column are free.

3) A column is blocked if at least one node belonging
to one of its adjacent columns does not belong to the
current cover.

Now, by considering the three properties described above, the
proof of Lemma 12 is given.

Proof of Lemma 12: Given a cover of the graph, in every
group of three adjacent columns at most two can be blocked,
hence one must be free (i.e., if the three adjacent columns
are all in the cover then the nodes in the middle column are
obviously free). It follows that there may be at most 	(2/3) l

blocked columns in total. It is worth pointing out that the first
two columns (or the last two columns) of the graph cannot both
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be blocked at the same time, because if the second column is
in the cover then the first is free (and if the column before the
last is blocked then the last column is free).

Hence, the selection operator of the (1 + 1)-EA will surely
accept 1-bit flips as long as the number of nodes in the
cover is larger than 	(2/3) l
h. From the Coupon Collector
Theorem [19], an upper bound of O(n log n) can be obtained
for the expected time to reach any local search cover. Only
1-bit flips are considered, since flips of higher number of bits
may exchange the columns being free and being blocked, or
may speed up the described process. In any case they will
never augment the cover size.

Lemma 13: If the (1 + 1)-EA is initialized with an empty
cover set, then the expected time to reach a cover of size at
most 	(2/3) l
h is O(n log n) for the Gh,l graph.

When starting with an empty cover set, the characteristics
of the nodes that will be accepted by the elitist selection
operator are different from those of the accepted nodes when
the optimization process starts with a full cover set. This will
be true until a cover is obtained. For these reasons the proof
of Lemma 13 requires different definitions for free nodes and
blocked nodes.

Definition 8 (Blocked Node): A node not belonging to the
cover is said to be blocked if all its edges connect it with nodes
belonging to the cover.

Definition 9 (Free Node): If a node is not blocked, then it
is said to be free.

The proof of Lemma 13 follows.
Proof of Lemma 13: The algorithm, starting with an empty

set, adds any free node it randomly chooses to the cover set
until there are no more free nodes. In such a case a cover
has been reached because all the remaining nodes that do not
belong to the current cover set are blocked.

At the beginning of the process all the nodes are free, since
the cover is empty. As the process goes on, when a column
has all the column at its right and all the column at its left in
the cover, then it is completely blocked. The described process
will have a maximum length when all the nodes but one are
accepted before a cover is reached (i.e., the columns are filled
from right to left or from left to right). In such a worst case
event, the nodes of all columns but one will be inserted in
the cover, hence they have to be chosen. This case can be
compared to the worst case of the Onemax problem, when the
process starts with a bit string of all zeros and has to be turned
to a bit string of all 1s. The only difference is that the process
surely terminates when there is only one column left to be
filled at most, hence the expected time is a little lower. So the
upper bound of O(n log n) [32] for the (1+1)-EA on Onemax
is valid for the expected time of the algorithm to reach a cover
in this case (the result follows from the Coupon Collector
Theorem [19]). When, instead, some columns or nodes get
blocked, the cover will be smaller and the O(n log n) upper
bound still holds.

As stated above, in the worst case the cover that is reached
has at most n − 1 nodes. From such a cover, Lemma 12
guarantees an upper bound of O(n log n) on the expected time
for the algorithm to reach a local search cover. The proof
of the lemma follows. Again higher number of bits flipped

per generation may only speed up the process since they may
exchange the free and blocked columns or add or remove more
than one node in a generation. In any case multiple bit flips
will never lead to a larger cover.

For the proofs of Lemmas 12 and 13 to hold, it is not
important that the (1 + 1)-EA is respectively initialized with a
full cover set and an empty cover set. For Lemma 12 to hold,
it is sufficient that the initial solution is a feasible cover. Then
the algorithm will find a solution with at most 	(2/3) l
h nodes
in time O(n log n). On the other hand, the proof of Lemma 13
holds for the (1 + 1)-EA starting with any infeasible solution.
These arguments are important to understand how Lemmas 12
and 13 can be extended to the (1 + 1)-EA initialized with a
uniform distribution. With such an initialization, before the
evolutionary process begins, each node is inserted in the cover
set with probability p = 1/2. The resulting set of nodes may
or may not be a cover. In the former case, Lemma 12 can
be applied to prove Corollary 5. In the latter case, Lemma 13
can, be applied. The corollary follows.

Corollary 5: If the (1 + 1)-EA is initialized with a uniform
distribution, then the expected time to reach a cover of size at
most 	(2/3)l
h is O(n log n) for the Gh,l graph.

The proof of Theorem 6 follows from Lemmas 12, 13, and,
Corollary 5 according to which initialization is considered.
Furthermore, since the proof of Theorem 6 also holds if only
1-bit flips are allowed, the following corollary may also be
stated.

Corollary 6: The RLS algorithm finds a cover of at most
	(2/3) l
h nodes in expected time O(n log n).

Theorem 6 ensures that the approximation ratio of the two
algorithms may be no more than

	 2
3 l
h
l
2 h

≤
2
3 l
l
2

= 4

3
.

Although this approximation ratio is far from optimal, it
is still better than the one guaranteed by the best known
approximation algorithm for vertex cover (i.e., roughly 2 −
(ln ln n)/ ln n [21]). In Section VII, it will be proved that
both the (1 + 1)-EA and the RLS are not better worst case
approximation algorithms for the problem than the best known
problem specific algorithm.

According to the values of the parameters h and l, the
optimization of the Gh,l may be very difficult or easy for the
(1 + 1)-EA. In order to gain a better understanding of what
characteristics of a problem may be more or less challenging
for the algorithm, the following three sections will consider
three different parameter settings with significant importance.

A. When h or l Are Not Constants: h = l

In this section, a parameter setting is considered where
neither parameter h or l is constant. In particular, h and l
will be set such that h = l and n = h ∗ l. Hence, h = l = √

n
and both parameters grow by the same amount as the number
of nodes in the graph grows. In the following, it will be proved
that with this setting the expected runtime of the (1+1)-EA is
exponential in the graph size n. The main result of this section
is stated in the following theorem.
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Theorem 7: The (1 + 1)-EA has an exponential expected
runtime �(n

√
n) on Gh,l if h = l.

Theorem 6 shows that at least a local search cover is found
in time O(n log n). The following three lemmas prove that
with exponentially low probability it is the global optimum
if parameter l is not constant. The proof of Theorem 7 will
follow afterward.

Lemma 14: If the (1+1)-EA is initialized with all the nodes
in the cover, then with probability at least 1−(2/3)�(l) it finds
a local search cover before finding the global optimum.

For the proof of the lemma, the definition of blocked node
(i.e., Definition 6) for a full cover set initialization will be
useful again. Furthermore, the following concept of inversion
of a blocked column will be used.

Definition 10 (Inversion of a Blocked Column): Let an in-
version of a blocked column x be an event where a bit flip of
more than one bit inserts in the cover all the missing nodes
of the columns adjacent to x and removes the same number
of nodes (or more) of the x column from the cover.

The proof of Lemma 14 follows.
Proof of Lemma 14: For the global optimum to be found,

all the nodes belonging to columns i , with odd i , have to be
removed from the cover. First, the probability that this happens
before any even column nodes are removed will be derived.
After, it will be proved that if an even column node is removed,
then the probability of reaching the global optimum before
another local search cover is even lower.

Starting with a full cover set, the probability of choosing
an odd column node by flipping one bit is p0 = �l/2�h/lh ≤
(l/2 + 1)/ l = 1/2 + 1/ l. Flips of higher number of bits will
be treated separately one at a time. In other terms, if, for
example, two bits flip and they are accepted by the selection
operator, then they will be considered as if one flip happened
at a time. Since we are only dealing with the probability that
the global optimum is found and not with the required runtime,
this abstraction can be made.

At each step, if the most “convenient” odd column is chosen,
then four columns are blocked (i.e., for the first step, if a node
of the third column is removed, then if nodes of the second
and the fourth column were to be chosen, the flips would not
be accepted. Hence the first column nodes are destined to be
removed also), so at least �1/4 l� different column nodes have
to be removed before 1-bit flips will guarantee finding the
global optimum.

At the next step the probability of choosing another odd col-
umn node from a different column out of X1 ≥ l −4 columns
is p1 = �X1/2�/X1 ≤ (X1/2 + 1)/X1 = (1/2) + (1/X1). In
general the probability of blocking the even columns at step i
is Pi ≤ (Xi/2) + 1/Xi = (1/2) + (1/Xi ), with Xi = l − 4i .
Hence, the probability in each step is slightly higher than
1/2 and always lower than 2/3. The highest probability of
choosing the best node at the last step occurs when there
are three columns left and two good choices. This leads to
a probability of 2/3, meaning that, for every step, 2/3 is an
upper bound for the probability of removing the first node of
each odd column. Hence the probability of finding the global
optimum by luckily removing the “right” nodes is less than
(2/3)1/4 l = (2/3)�(l).

For each of the l/4 steps that are necessary for the optimum
to be found, we have assumed that once the even columns
are blocked then single bit flips will remove the remaining
nodes, rather than a bit flip of more than one bit filling
the odd columns again while removing some nodes from an
even column (i.e., an inversion happens). It is optimistically
assumed that if an even column is blocked, an inversion of
that column will not happen. If it were to happen, then the
probability that the algorithm finds the optimum before a local
search cover would be lower because another inversion would
have to occur. Hence, the (2/3)�(l) bound that the algorithm
finds the global optimum before a local search cover also holds
if inversions are considered. As a consequence, the probability
that a local search cover is found before the global optimum
is at least 1 − (2/3)�(l).

Lemma 15: If the algorithm is initialized with an empty
cover set, then with probability at least 1 − (3/4)�(l), the
(1+1)-EA finds a local search cover before finding the global
optimum.

For the proof of Lemma 15, the definition of blocked nodes
for empty cover set initialization (i.e., Definition 8) will be
useful.

Proof of Lemma 15: All the chosen nodes will be inserted in
the cover except when they are blocked. This happens when
all the nodes in its two adjacent columns are in the cover.
When this happens, the blocked column (i.e., the column in
the middle) will be quickly emptied by using 1-bit flips. There
is also a probability that before many nodes are removed
from the middle column, flips of multiple bits may fill it
again by removing contemporaneously some nodes belonging
to the two adjacent columns. Since the columns are all of
the same size, the probability that this happens is the same
for the columns belonging to the minimum cover (i.e., the
even columns) and for columns belonging to local search
covers. As a consequence, these inversions will not influence
the probabilities that will be calculated in the following.

A sufficient condition (not necessary though) for a local
search cover to be found is that two adjacent columns are in
the cover. In the following we will find the probability that at
least two adjacent columns end up in the cover.

We assume that the first column to be filled is an even
column (i.e., belongs to the minimum cover). If it were to be an
odd column, the probabilities of reaching the minimum cover
before a local search one would be lower. Let this column
be the i th column. Since all the columns have the same size,
the probability that an adjacent column (i.e., column i + 1 or
i − 1) is filled before the next columns (i.e., i + 2 or i − 2)
is 1/2. Let the column that is filled with probability 1/2 be
the column i + 1. This column does not belong to the optimal
cover; hence to reach the local optimum all its nodes have to
be removed before the column i + 3 also gets filled. Column
i + 1 can be removed if the column i + 2 is filled before
column i + 3. If this happens, then there would be three
adjacent columns (i.e., i , i + 1, and i + 2) so the middle
column nodes would be free to be removed by 1-bit flips.
On the other hand, the i + 3 column is filled before the i + 2
column with probability 1/2. It is important to note that this
event is independent of the state of the i + 4 column. The
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probability is 1/2 whether the i + 4 column is full or not. If
this happens, then a local search cover will be reached before
the global optimum. Summing up, with a probability of at
least 1/4 these four columns are covered in the wrong way.
So there is a probability of at most 3/4 that three columns
(i.e., i , i + 1, and i + 2) are covered correctly. If this happens,
then the same reasoning holds for the remaining l −3 columns
because of the independence of the i + 4 column and of the
first i − 1 columns. In total, the probability that the global
optimum is found before a local search cover is less than
(3/4)	l/3
 = (3/4)�(l).

By considering that for large enough h with overwhelming
probability the algorithm is initialized with at most a certain
number of nodes in each column, the corollary of Lemma 15
follows.

Corollary 7: If the algorithm is initialized with a uniform
distribution, then with overwhelmingly high probability, the
(1 + 1)-EA does not find the global optimum before it finds a
local search cover if parameter l is not constant.

Given Lemmas 14 and 15 and Corollary 7, the proof of
Theorem 7 follows.

Proof of Theorem 7: Once the EA has found a cover of
at most size 	(2/3) l
h which is not the global optimum, the
minimum number of bits that need to be flipped in order to
leave the current position is 2h. There are at most l−1 possible
2h-bit flips that would be accepted. Hence, the probability
Pmove of an accepted 2h-bit flip is at most

Pmove ≤ (l − 1)

(
1

n

)2h

≤ ln−2h ≤ n−h .

Such a probability implies nh expected generations for an
accepted move, which leads to a lower bound for the expected
time of �(n

√
n).

Theorem 7 shows that the expected time to find the min-
imum cover of the Gh,l instance class is exponential in the
number of nodes of the graph. Since the expected time is
exponential with high probability, not even a restart strategy
will reduce the runtime of the RLS or of the (1+1)-EA to reach
the global optimum. This result highlights the significance of
Theorem 6, from which it follows that an approximation of at
most 4/3 can be achieved in O(n log n) time for the instance
class. Hence, with a relaxation of the exact optimality, the
runtime may be considerably reduced.

B. Parameter l Is Constant

If parameter l is constant, then there is a constant proba-
bility, although small, that the algorithm reaches the global
optimum directly before reaching any local search covers.
However, if this does not happen, then the algorithm will
need exponential time to escape from any local optima since
parameter h is not constant. The main results of this section
are stated in Theorem 8 (for RLS) and in Theorem 9 [for the
(1 + 1)-EA].

Theorem 8: If parameter l is constant, then the RLS
algorithm finds the minimum cover of the Gh,l graph with
constant probability 2−(l/2) in time O(n log n). The expected
optimization time is infinite.

Proof: For simplicity the proof assumes that the algorithm
is initialized with all the nodes in the cover. For the algorithm
to find the global optimum, it has to remove at least one
node of each odd column before it removes one of each even
column. The probability that the first node to be removed
belongs to an odd column is p1 = �(l/2)�/ l ≥ 1/2. The
probability that the next node belonging to a different column
is another odd one is p2 ≥ �(l/2) − 3�/l − 3 ≥ 1/2. In
general pi ≥ 1/2, and the probability that all the odd columns
are selected before any even one is at least 2−(l/2). The
proof that the runtime is O(n log n) follows from the Coupon
Collector Theorem [19]. If one node is chosen from an even
column before any of its adjacent columns, then it will be
removed from the current cover. If this occurs, since the RLS
algorithm only flips one bit per generation, the minimum cover
will never be found. Hence, the expected optimization time is
infinite.

Theorem 9: If parameter l is constant, then the (1 + 1)-EA
finds the minimum cover of the Gh,l graph with constant prob-
ability (1/e)2l/2 in time O(n log n). The expected optimization
time is 2−�(n).

Proof: The proof is similar to that of Theorem 8, and a full
cover set initialization is assumed again. With a probability
of at least 2−(l/2) at least one node of all the odd column
nodes is removed before any even column node. However, for
the (1 + 1)-EA the probability that an inversion of a blocked
column occurs, leading toward a local optimum, has to be
taken into account. For each even column, the probability it is
emptied of a number of cover nodes that have been removed
from an adjacent column is at most Pinv ≤ h/n3 because at
least two precise adjacent columns have to be inserted in the
cover and at least one node of the even column out of h has
to be removed. In total at least three bits have to flip. On the
other hand, the probability an extra node is removed from one
of the two odd columns is at least

Pnoinv ≥ 2(h − 1)
1

en
≥ 2h

2en
= h

en
.

So the probability that an inversion occurs before an extra
adjacent node is removed is at most

h/n3

(h/n3) + (h/en)
≤ 1/n2

(1/e) + (1/n2)
≤ e

e + n2 ≤ e

n2 .

So with probability at least 1 − e/n2 an inversion does not
occur for a given even column before an extra adjacent
node is removed. As these adjacent odd column nodes get
removed, probabilities for an inversion get lower. Hence,
with a probability of at least 1/e, n2/e improvements occur
before an inversion. Since (l/2)h < n2/e, other improvements
are sufficient for the minimum cover to be found, the first
statement of the theorem follows.

Since l is constant and h grows with the graph size n, the
exponential expected runtime follows from Theorem 7 (i.e.,
with probability greater than 1 − (2/3)l/4 a local search cover
is found before the minimum cover (Lemma 14) and then the
expected time to escape is exponential).

Authorized licensed use limited to: UNIVERSITY OF BIRMINGHAM. Downloaded on November 27, 2009 at 13:37 from IEEE Xplore.  Restrictions apply. 



OLIVETO et al.: ANALYSIS OF THE (1 + 1)-EA FOR FINDING APPROXIMATE SOLUTIONS TO VERTEX COVER PROBLEMS 1023

a)

b) c)

d)

Fig. 5. Description of all the possible accepted steps after the 1+1-EA has
reached an almost perfect cover on the G3,5 graph. A move from position
a) to position b) requires that the leftmost 2h = 6 bits are flipped [the same
applies for an inverse move from b) to a)], while a different combination of
the same number of bits allows a move from b) to c). A longer move from
a) to c) requires the correct 4h = 12 bits to flip.

C. Parameter h Is Constant

If h is constant, then once the algorithm has reached a
local optimum it will be able to find the global optimum in
polynomial time by walking on plateaus of constant fitness.
After reaching the end of each plateau, the algorithm will be
able to reduce its fitness by h by just using 1-bit flips. The
main result of this section is stated in the following theorem.

Theorem 10: The (1 + 1)-EA has a polynomial expected
optimization time O(nk+2) with k = 2h if h is constant.

The proof of the theorem depends on three points.

1) The (1 + 1)-EA takes expected time O(n log n) to reach
a cover of size 	(2/3)l
h (Theorem 6).

2) The (1+1)-EA takes expected time at most O((d)2h+2)
to improve each fitness level where d = l/(2i) and i
is the number of levels left to be improved before the
optimum has been found.

3) The number of fitness levels that need to be improved
is at most 	(2/3) l
 − l/2.

The following lemma is at the heart of the proof. The
following two definitions will be useful for its proof.

Definition 11 (Almost Perfect Cover): The smallest local
search cover that is not the minimum cover is called an almost
perfect cover.

Definition 12: Let all the solutions having the same fitness
value belong to a set defined by the fitness value. If the fitness
value is i , then the set is called fitness level of value i .

The most difficult fitness level to improve is that of an
almost perfect cover with the highest possible hamming dis-
tance from the global optimum. Such a cover for a G3,5 graph
is depicted in Fig. 5(a).

Lemma 16: The expected time for the (1 + 1)-EA, to reach
the optimal cover from an almost perfect cover is O(nk+2)
with k = 2h where h is constant.

Proof: Once the EA has found an almost perfect cover,
the only point in the search space having a higher fitness
value is that representing the solution to the optimization
problem. Thus the selection operator of the algorithm will
only accept, as new individuals, the global optimum or another
cover having the same size as the current one. All the possible
moves having a probability of being accepted for a G3,5 graph

are analyzed in Fig. 5. The move having a highest probability
of occurring on the plateau of almost optimal covers is that
flipping the right 2h bits while keeping the values of the other
n − 2h bits unchanged. This move has a probability of

Psuccessful =
(

1

n

)2h(
1 − 1

n

)n−2h

≥ 1

e

(
1

n

)2h

. (1)

Such a probability implies an upper bound for the expected
number of generations before such a move occurs of en2h =
O(nk) if h is a constant. Hence, in such a case, the expected
time for a move is polynomial in n.

In general, the expected time for a move of length i , drifting
toward or away from the global optimum, is bounded above by
O(nik). Such a move is called successful. A successful move
of length i of getting nearer to the optimum has the same
probability p = 1/2 as one of the same length of moving in
the opposite direction. The scenario is very similar to that of
a (1 + 1)-EA optimizing a short path problem except that the
probability of a successful move in this case is lower. Hence
the rest of the proof, presented in the following, is similar to
that of Jansen and Wegener for the short path function with
constant values (S PCn) [5].

As shown in (1), the probability of a successful move is at
least (1/e)(1/nk). Then by Chernoff bounds it can be derived
that the probability of having less than c′n2 successful steps in
cnk+2 steps is exponentially small (i.e., e−�(n)) with c′ being
any constant greater than zero.

Now it will be proved that in a typical run these c′n2

successful steps are all of length 1 (i.e., all the moves are
obtained by flipping k = 2h bits).

The conditional probability of flipping at least 2k bits given
that the move is successful is

P(2k|succ.) = P2k ∩ Psucc.

Psucc.
= �(1/n2k)

�(1/nk)
= �

(
1

nk

)
.

This probability implies typically nk generations for a move
of length 2 on the plateau space. Hence, in a typical run all
the c′n2 moves will be of length 1.

Let a successful step moving toward the global optimum be
a positive move, while one moving in the opposite direction
be negative. In the worst case, the algorithm will reach the
plateau on the farthest away position from the global optimum,
which is at a distance d = l/2 on the plateau space. Given
a successful move, the probability of it being positive is
equal to that of it being negative (except for the first step
in the considered worst case, i.e., Ppositive ≥ 1/2). Hence
c′l2 Bernoulli trials with a success probability of 1/2 may
be considered.

Since |posi tive| + |negative| = c′l2 and |posi tive| −
|negative| = l/2, we need at least (1/2)c′l2 + (1/4) l positive
steps out of the c′l2 total steps to guarantee a visit to the global
optimum.

The probability of having less than (1/2) c′l2 positive steps
is bounded above by 1/2, and for large enough n and small
enough c′, the probability of exactly i positive steps is bounded
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above by 1/(2l). So

P

(
|pos.| <

1

2
c′l2+1

4
l

)
= 1

2
+

1
2 c′l2+ 1

4 l−1∑
i= 1

2 c′l2

1

2l
≤ 1

2
+ l

4

1

2l
= 5

8
.

So with a probability of at least 3/8, cnk+2 steps are
sufficient to reach the global optimum, giving three expected
trials for reaching the end of the plateau (i.e., position c) in
Fig. 5.

The lemma proves an upper bound of O(nk+2) to improve
the last fitness level when the length is d = 	l/2
 (i.e.,
the distance in number of column exchanges), which is the
longest path that can be encountered by the algorithm (i.e.,
the last fitness level). Another fitness level away from the
optimum (i.e., two columns of nodes still have to be removed
from the cover before the optimum is reached) the maximum
starting distance on the plateau space is (d/2) since an extra
block of two consequent adjacent columns has to be present
for the fitness to be higher by one. This level requires a
time of O(n/2)k+2. In general, a path of length d/ i requires
time O(n/ i)k+2. Hence the expected time to find the global
optimum starting from the worst fitness level is

	 2
3 l
− l

2∑
i=1

(
n

i

)2h+2

= n2h+2
	 2

3 l
− l
2∑

i=1

(
1

i

)2h+2

≤ n2h+2
	 2

3 l
− l
2∑

i=1

(
1

i

)4

≤ (n2h+2)
π4

90
= O(n2h+2).

This completes the proof of Theorem 10.
Corollary 8: The expected time for the (1 + 1)-EA to

optimize paths (i.e., the Gh,l graph h = 1) is O(n4).
Since for each step that is accepted 2h bits have to flip, the

RLS algorithm is not efficient for the Gh,l instance class also
if parameter h is constant. This highlights the advantage of
having a large search neighborhood like that of the (1+1)-EAs
mutation operator. Only by using problem-specific information
can the performance of the RLS algorithm be improved. The
neighborhood size of the RLS could be modified for it to
work well for the graph, by letting the algorithm flip h bits
with probability 1/2 and 2h bits with probability 1/2. Then
also, the RLS would be able to perform random walks on the
plateau, hence find the minimum cover in polynomial time.

VI. GRAPHS OF VERTEX DEGREE Vd ≤ 2

Although, the (1 + 1)-EA is not a good approximation
algorithm for vertex cover in general, there may be some
subclasses of the problem for which the algorithm is efficient.
An interesting subclass is that having only vertices with degree
Vd ≤ 2. This subclass of the vertex cover problem is in P and
it is easy to design an algorithm that can find the minimum
cover in linear time. This section analyzes the performance of
the (1+1)-EA for this problem. It is shown that the algorithm
is efficient on this subclass but not competitive compared
to the state-of-the-art problem-specific algorithms [22]. First

definitions of walks, paths, and cycles will be given which are
derived from graph theory. These concepts will be useful to
state some corollaries of Lemma 16. Then the main result of
this section will be stated in Theorem 11.

In graph theory, the following definition holds for
walks [33]:

Definition 13 (Walk): A walk W0,k from v0 to vk

in a graph G(V, E) is a finite sequence W =
v0e0,1v1e1,2v2 . . . vk−1ek−1,kvk . The vertex v0 is called the
origin of the walk W0,k , the vertex vk is called the terminus
of W0,k while the vertices v1, . . . , vk−1 are called the internal
vertices of W0,k . The integer k, which is the number of edges
in the walk, is called the length of W0,k .

Note that in a walk there may be repetitions of vertices
and edges. This does not happen in paths that are defined as
follows [33].

Definition 14 (Path): A walk W = v0e0,1v1e1,2 . . . ek−1,kvk

of length k on a graph G(V, E) is called a path of length k
if all the vertices of W are distinct.

The instance considered in Corollary 8 is called a path
because there is only one set of different edges and vertices
of length k.

In the following, an instance class called Cycle will be
considered.

Definition 15 (Cycle): A cycle of length k in a graph
G(V, E) is a path of length k with the addition of an edge
connecting the vertices v0 and vk .
The optimal cover of a cycle with n vertices has size �n/2�;
hence it has an extra node compared to the optimal cover
of a path with an odd number of nodes. As a consequence,
the only difference for the (1 + 1)-EA in the optimization of
cycles compared to paths is that there is one fitness level less
to be improved. In other terms, the (1 + 1)-EA requires less
time to optimize cycles compared to paths since the problem
is a special case of Lemma 16 where h = 1 and the almost
perfect cover has the same fitness value as the minimum cover
(i.e., they are both global optima). Hence, the upper bound of
O(n4) also holds for cycles and the following is a corollary
of Lemma 16.

Corollary 9: The expected time for the (1 + 1)-EA to find
the minimum cover of a cycle with n vertices is O(n4).

Also, in paths with even number of nodes the last fitness
level does not have to be improved. Hence the following
corollary of Lemma 16 holds.

Corollary 10: The expected time for the (1 + 1)-EA to
optimise paths of n vertices, where n is even, is O(n4).

Now we are ready to state the main result of this section.
Theorem 11: The (1 + 1)-EA finds the minimum cover of

any graph with edge degree Vd ≤ 2 in expected time O(n4).
Proof: Any graph G(V, E) with degree Vd ≤ 2 is iso-

morphic to another graph in which each connected component
i with |Vi | vertices is either a path or a cycle of |Vi | vertices,
and |V | = |V1| + |V2| + · · · + |VN | where N is the number
of connected components in G. Hence all the connected
components of a graph with Vd ≤ 2 are paths or cycles.

From Corollaries 8, 9, and 10, the expected time for the
(1 + 1)-EA to optimize a path or a cycle with |Vi | vertices is
O(|Vi |4). Hence, the expected time for the algorithm to find
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V2 = (1–ε)h

V1 = εh+1

B1 B2 B10

Fig. 6. Description of the Bh,l graph of size n = 100 with l = √
n = 10, b = √

n = 10, h = b − 1 = 9 and ε = 1/3. The graph consists of l = 10 bipartite
subgraphs of size b = 10 each. Each bipartite subgraph has a set of V1 = εh + 1 = 4 nodes and a subset of V2 = (1 − ε)h = 6 nodes. The optimal cover is
the set of light colored nodes.

the optimal solution is at most O(|V1|+|V2|+· · ·+|VN |}]4) =∑N
i=1 O(|Vi |4) = O(|V ∗|4) where V ∗ is a path of length n.

This is true because the sum is maximized when there is only
one component with maximal length.

VII. HARD-TO-APPROXIMATE INSTANCE CLASS

In this section the Bh,l instance class is presented and
analyzed. Bh,l graphs combine both the characteristics encoun-
tered in previous subclasses that create optimization difficulties
for the RLS algorithm and the (1 + 1)-EA. A bipartite graph,
as shown in Section IV, can lead the algorithms to very
bad approximation ratios. However, by using a clever restart
strategy, the difficulties can be overcome by both algorithms.
The Gh,l class of graphs analyzed in Section V showed that if l
columns of h nodes are connected in a “bipartite” manner, then
even multiple runs of the algorithms will not be effective as
long as neither l or h are constant in the problem size. The Bh,l

instance class is constructed by inserting both characteristics in
the graphs. Rather than having l columns of length h (as in the
Gh,l class), l bipartite graphs (B1, . . . , Bl ) of size b = h + 1
each are joined together by an edge connecting the smaller
subset. Parameter b = l = √

n; hence h = √
n − 1. The total

number of nodes is n = b ∗ l.
Each bipartite graph has a subset V1 of size εh + 1 and

another V2 of size (1 − ε)h with ε < 1/2. The instance class
and its optimal cover, are depicted in Fig. 6.

The following theorem is the main result of this section. It
proves that RLS and the (1 + 1)-EA cannot do better in terms
of worst case approximation than problem-specific algorithms
for vertex cover.

Theorem 12: Let ε > n−1/2+δ , with 0 < δ < 1/2 a
constant. The expected time for the RLS algorithm to find the
minimum cover of the Bh,l graph is infinite, while the expected
time for the (1 + 1)-EA is exponential in the number of nodes
of the graph. With an overwhelming probability, neither the
RLS algorithm nor the (1 + 1)-EA find an approximation that
is better than 2(1 − ε) − o(1) in polynomial time.

The proof of the theorem will be split in two lemmas,
one regarding the RLS algorithm and the other regarding the
(1 + 1)-EA.

Lemma 17: Let ε > n−1/2+δ , with 0 < δ < 1/2 a constant.
The expected time for the RLS algorithm to find the minimum
cover of the Bh,l graph is infinite. With an overwhelming
probability the RLS algorithm does not find an approximation
that is better than 2(1 − ε) − o(1) in polynomial time.

Proof: Let Bi be optimized if all its V1 nodes will be in the
cover while all the V2 nodes will not. If a Bi is not optimized,
then all its V2 nodes will be in the cover. In addition, also the
V1 nodes connecting Bi to the bipartite subgraphs Bi−1 and
Bi+1 may be in the cover. In particular, there will be l−1 such
V1 nodes in the worst local search cover (i.e., all the bipartite
subgraphs are not optimized). These l −1 nodes will be called
v∗ nodes. Each bipartite subgraph Bi , with 1 ≤ i ≤ l, may end
up being optimized or not optimized at the end of the run. The
global optimum is found if all the Bi subgraphs are optimized.

Let the RLS algorithm be initialized with all the nodes in
the cover.

For a bipartite subgraph Bi to be optimized, it is sufficient
that a V2 node of the subgraph is selected and removed from
the cover. If this event happens, since RLS only removes one
node per iteration, the removal of no V1 nodes will be accepted
because it would uncover some edge.

The probability that in the first iteration a node from V2 is
selected is

P1 = (1 − ε)hl

hl + l
= (1 − ε)h

h + 1
<

(1 − ε)h

h
= 1 − ε.

On the other hand, with probability P̄1 ≥ ε a bipartite
subgraph Bi will end up not being optimized (i.e., the number
of nodes of the subgraph in the final cover will be V2 =
(1 − ε)h or V2 = (1 − ε)h + 1).

Let a generation be relevant if it is decisive toward the
optimization of a subgraph Bi (i.e., a generation where for
the first time at least one bit is removed from a Bi subgraph).
For the RLS algorithm there are exactly l relevant generations,
one for each Bi subgraph.

Since, the v∗ nodes will end up in the final cover anyway
(i.e., they are in both the local and global covers), their selec-
tion is not influential for the optimization of a Bi subgraph.
Apart for the v∗ node, the bipartite subgraphs are independent.
The probability that each is optimized is at most 1 − ε.

Let a relevant step be successful if after it happens the
subgraph Bi will end up being optimized. Furthermore, let a
relevant step be unsuccessful if it leads to the subgraph being
not optimized. The probability that l successful iterations occur
without any unsuccessful ones is less than

Popt ≤ (1 − ε)l ≤ (1 − nδ−1/2)
√

n

=
[
(1 − nδ−1/2)n1/2−δ

]nδ

≤ e−nδ

which is exponentially small. This leads to an expected number
of at least enδ

different runs before the optimum is found. Since
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RLS only flips one bit at a time, once the algorithm reaches
a local optimum, it will be stuck forever. Hence, the expected
optimization time is infinite. This proves the first part of the
lemma. The second part of the proof follows.

Each bipartite subgraph has a probability of at most (1− ε)
of being optimized. With a probability of exactly (1 − ε),
the expected number of optimized bipartite subgraphs would
be at most (1 − ε)l while at least εl would be the ex-
pected ones not to be optimized. Since the Bi subgraphs
are independent, Chernoff bounds may be applied. By using
Chernoff bounds it follows that the probability that the number
of nonoptimized Bi ’s is less than (1 − n−δ/3)εl is over-
whelmingly small. In particular, let X be the random variable
representing the number of nonoptimized bipartite subgraphs.
Then

P

(
X ≤ (1 − n−δ/3)εl

)

≤ exp

(
− εl

2n2δ/3

)

≤ exp

(
− n−1/2+δn1/2

2n2δ/3

)
= e−�(n

1
3 δ

).

So, with overwhelming probability the solution will have at
least (1 − n−δ/3)εl nonoptimized bipartite subgraphs with
(1 − ε)h + 1 nodes each in the cover, but one that will not
have the v∗

i node in the cover (i.e., (1 − ε)h nodes). On the
other hand, the optimized bipartite graphs will be at most
l(1 − ε) + εl/nδ/3 having εh + 1 nodes in the cover each.
This leads to an approximation of

(1 − n−δ/3)εl[(1 − ε)h + 1] + [l(1 − ε)[εh + 1]]

(εh + 1)l

+
εl

nδ/3 [εh + 1] − 1

(εh + 1)l

= (1 − ε) + [1 − n−δ/3]ε[(1 − ε)h + 1]

εh + 1
+ ε

nδ/3

− 1

(εh + 1)l

= (1 − ε) + (1 − ε)
(1 − n−δ/3)εh

εh + 1
+ (1 − n−δ/3)ε

εh + 1

+ ε

nδ/3 − 1

(εh + 1)l

= (1 − ε) + (1 − ε)
(1 − n−δ/3)(εh + 1)

εh + 1

− (1 − ε)
(1 − n−δ/3)

εh + 1
+ (1 − n−δ/3)ε

εh + 1
+ ε

nδ/3

− 1

(εh + 1)l

= (1 − ε) + (1 − n−δ/3)(1 − ε) − (1 − 2ε)(1 − n−δ/3)

εh + 1

+ ε

nδ/3 − 1

(εh + 1)l

= 2(1 − ε) − 1 − 2ε

nδ/3 − (1 − 2ε)(1 − n−δ/3)

εh + 1
− 1

(εh + 1)l
= 2(1 − ε) − o(1).

This proves the theorem for the RLS algorithm starting with
a full cover.

Lemma 18: Let ε > n−1/2+δ , with 0 < δ < 1/2 a constant.
The expected time for (1+1)-EA to find the minimum cover of
the Bh,l instance class is exponential in the number of nodes
of the graph. With an overwhelming probability, the (1 + 1)-
EA does not find an approximation that is better than 2(1 −
ε) − o(1) in polynomial time.

Proof: The proof for the (1 + 1)-EA has to take into
account the possibility that flips of higher number of bits may
occur.

Let the algorithm be initialized with all the nodes in
the cover. For each bipartite subgraph, the probability it is
optimized when only single bit flips are considered is less than
(1 − ε) as proved for the RLS algorithm. At the beginning,
higher number of bit flips of a bipartite subgraph Bi will only
be accepted if they all belong to the V1 subgraph or all belong
to the V2 subgraph.

The probability that a single bit flip is the first flip to act
on a subgraph Bi is

PB(1bit) = b

n

(
1 − 1

n

)n−1

≥
√

n

en
= 1

e
√

n
.

On the other hand, the probability that two bit flips or higher
are the first to remove the nodes from a given subgraph Bi is
at most

PB(≥2bit) ≤
(

h + 1

2

)
1

n2 ≤ n

n2 ≤ 1

n
.

If a 2-bit flip that removes one bit from one subgraph Bi

and one bit from a different subgraph (i.e., B j with j �= i)
happens, then it is considered that two separate 1-bit flips have
occurred. This is possible because of the independence of the
bipartite subgraphs.

The bound above also holds for higher number of bits
because in any case at least two bits have to flip. For more
than two bits the probabilities are lower. The probability that
two or more bit flips occur on a subgraph and are accepted
before a one-bit flip is at most

1/n

1/n + 1/(e
√

n)
≤ e

√
n

n + e
√

n
≤ e√

n
.

So with probability at most e√
n

the first nodes to be removed
from a subgraph Bi are more than one. The probability that
3
√

n out of a total of l = √
n subgraphs are subject to this is

(√
n

3
√

n

)(
e√
n

)(n1/3)

≤
√

nn1/3

(n1/3)!

(
e√
n

)n1/3

= en1/3

(n1/3)!
≤ e−�( 3√n). (2)

So with overwhelming probability at most 3
√

n subgraphs are
initially subject to more than one bit flip.

Assuming optimistically that the 2-bit flips or higher lead to
a correct optimization of each subgraph Bi , the approximation
factor found by the algorithm is at least(

1 −
3
√

n√
n

)(
2(1 − ε) − o(1)

)
= 2(1 − ε) − o(1).
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It obviously also follows that the global optimum will not
be found with overwhelming probability before a local search
cover. Once such a cover has been reached, the next accepted
mutation requires at least 2V1 nodes to flip. The expected
time for a 2V1-bit flip is exponential in the problem size. This
proves the exponential expected time for the global optimum
to be reached.

The above arguments only consider the first bits removed
from either the V1 or the V2 subgraphs of each Bi . There is
also a probability that flips of two or more bits may invert the
direction of the process (i.e., an inversion occurs). In particular,
if a V2 node of a Bi is removed before a V1 node of the same
bipartite subgraph, then a 2-bit flip may invert the direction
of the process leading to a better local optimum than the one
proved for the RLS algorithm.

Let an inversion toward the optimum of a Bi subgraph occur
if all the V1 nodes of the Bi missing in the cover are inserted
in the cover and at least one V2 node of the Bi is removed.
An inversion away from the optimum is the opposite (i.e., all
the missing V2 nodes are inserted in the cover and at least one
V1 node is removed from the cover).

The probability of an inversion toward the optimum of a
subgraph is highest when only one V1 node is missing from
the cover. In this case it is sufficient that it is flipped together
with one V2 node. Hence, the probability is

pinv(1) ≤ (1 − ε)h
1

n2 = (1 − ε)

n
√

n
.

On the other hand, the probability another V1 node is removed
is at least 1/(en). So the probability an inversion of a Bi occurs
before another V1 node is removed from the Bi is less than

1/(n
√

n)

1/(n
√

n) + 1/(en)
= e√

n + e
≤ e√

n
.

If the inversion above does not occur before another V1 node
is removed, then the probability that an inversion occurs
afterward is lower, because at least two V1 nodes have to be
flipped together with at least one V2 node.

Let Pinv(i) be the probability of an inversion when i V1
nodes are missing from the cover. Then

Pinv(i) ≤ (1 − ε)h
1

ni+1 = (1 − ε)
1√
nni

≤ 1√
nni

.

Since the probability an extra V1 node is removed is at least
1/(en), the probability an inversion happens before is less than

1/(
√

nni )

1/(
√

nni ) + 1/(en)
= e√

nni−1 + e
≤ e√

nni−1
.

This gives an inversion probability for a subgraph of not
more than

εh+1∑
i=1

e√
nni−1

≤ e√
n

εh+1∑
i=1

1

ni−1 ≤ e√
n

εh+1∑
i=0

1

ni
≤ e2

√
n
.

As done previously [i.e., (2)], the probability that not more
than a very small amount (for example 3

√
n) subgraphs are

subject to these inversions can be proved to be exponentially
high.

The above argument shows that with overwhelming prob-
ability also the (1 + 1)-EA does not produce a better
approximation than that calculated for the RLS algorithm.

Theorem 12 follows from Lemmas 17 and 18. The theorem
has only been proved for a full cover set initialization. The
previous analyzes presented in this paper have given an
idea that the initialization is not important for the covering
capabilities of the RLS algorithm and the (1 + 1)-EA, at least
for graphs with regular structures as those considered in this
paper. We believe that similar results can be obtained for the
other initializations considered in this paper.

The approximation ratio proved in the theorem is less than
two, but tends to it. Since the result holds with an overwhelm-
ing probability, a restart strategy will not be effective for pro-
ducing better approximations. The state-of-the-art algorithm
for vertex cover has a worst case approximation ratio that tends
to two. So the theorem proves that even by using multiple runs
the RLS algorithm and (1 + 1)-EA are not better worst case
approximation algorithms for vertex cover compared to the
state-of-the-art problem-specific approximation algorithm.

VIII. CONCLUSION

A computational complexity analysis of the RLS algorithm
and of the (1 + 1)-EA for the vertex cover problem has been
presented. From the analysis of different instance classes,
characteristics of graphs that make the optimization task easy
or hard for the algorithms have been highlighted.

If the degree of each node in a graph is not higher than 2,
then the (1 + 1)-EA can find the minimum cover efficiently.
Such a result is proved in Section VI. The reason for this
efficiency is that if each node of the graph is connected with
at most two other nodes, then the algorithm will be able to
escape from any local optima by flipping at most two bits.
If the number of nodes in the graph is large enough, it is
very likely that the algorithm will have to flip two bits at a
time to find the minimum cover. Since the RLS algorithm
only flips one bit per iteration, it is not efficient on all
graphs with vertex degree at most two and requires infinite
expected optimization time because once it reaches a local
optimum it will be stuck forever. The RLS algorithm may be
made efficient for the problem if the neighborhood size of its
mutation operator is changed. In particular, if the algorithm
is allowed to flip either one bit or two bits in each iteration,
then it will also be efficient for any graph with vertex degree
at most two.

However, as the vertex degree increases, also the (1 + 1)-EA
is challenged by a harder optimization task. Differently com-
pared to the RLS algorithm, as long as the vertex degree of
the graph is constant (i.e., does not depend on the number of
nodes in the graph), the (1 + 1)-EA can escape from local
optima efficiently because at most a constant number of bits
need to be flipped and this requires polynomial time. This is
not true for the RLS algorithm, which will be stuck forever on
a local optimum because it only flips one bit in each iteration.

The (1 + 1)-EA encounters greater difficulties if the vertex
degree of some nodes depends on the problem size (i.e., it
depends on the number of nodes in the graph). As it can be
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derived from the analysis of the PS (Section III) or of the
bipartite (Section IV) instance classes, the runtime required
by the (1 + 1)-EA to escape from a local optimum may be
exponential in the problem size with high probability (i.e.,
a constant probability or an inversely polynomial probability),
because the time required to contemporaneously flip a number
of bits, which depends on the number of nodes in the graph,
is exponential. This implies that the expected runtime of the
algorithm is also exponential in the problem size. Furthermore,
as seen for the bipartite graph, the local optimum on which the
algorithms may get trapped could have a cover value that is
considerably worse than to that of the minimum cover. It is this
problem that leads to the very bad worst case approximation
ratios of the algorithms.

As long as the number of these “traps” (i.e., vertex sub-
classes with a high vertex degree) is constant in the prob-
lem size, as for the previously considered instance classes,
both algorithms may overcome the problem by using restart
strategies. In other words, the algorithm has a high enough
probability of ending either on the global optimum or on a
local optimum. If the local optimum is found first, then expo-
nential time is required to escape from the “trap.” However,
since the probability of reaching the global optimum is high
(i.e., constant or polynomial), then, if the algorithm is run a
sufficient number of times, it will find the global optimum
efficiently in at least one of these runs. Interestingly, if there
is a high enough probability that the global optimum is found
before reaching a “trap” by just flipping one bit at a time, then
also the RLS algorithm will be efficient if a restart strategy is
used. In fact, as proved in Sections III and IV, this is the case
for the PS and the bipartite instance classes.

Matters change if the number of such “traps” depends on
the size of the problem. If there are too many “traps,” a restart
strategy may also be inefficient because an exponential number
of restarts may be necessary to guarantee that at least in one
run the algorithms do not get trapped in a local optimum. In
other words, the RLS algorithm and the (1 + 1)-EA will not
find the minimum cover of the graph efficiently even if they
are run many times, because the probability that all the traps
are avoided is very low. The only way around the problem is
to accept suboptimal solutions which can be found quickly.

As shown in Sections V and VII, if there are many of
such traps, then with a high probability the algorithms avoid
quite a few of them and reasonable approximations may
be found. Rather than searching exclusively for the global
optimum, solutions that differ from the optimum of at most a
certain factor (i.e., the approximation ratio) are also accepted.
Concerning the Gh,l instance class of Section V, an approxi-
mation of 4/3 can be guaranteed by both the RLS algorithm
and the (1 + 1)-EA in O(n log n) time. Hence, accepting
suboptimal solutions may reduce the runtime from exponential
to subquadratic.

Nevertheless, in Section VII it is proved that neither algo-
rithm can guarantee a better approximation ratio than that of
the best problem specific algorithm for vertex cover.

The algorithms considered in this paper only use population
size 1. The analysis of these algorithms has greatly contributed
to the understanding of what kinds of landscapes of the vertex

cover problem are easy and which are hard for single individ-
uals evolving through a mutation-based process. However, the
EAs used in practice make use of a population of individuals
and of other perturbation operators, such as crossover, rather
than counting only on mutation. Hopefully, the presented
analysis will be helpful in starting to understand on which kind
of vertex cover landscapes a population or a different operator
may be useful. As a natural extension to the work presented
in this paper, we plan to analyze population and crossover-
based algorithms for vertex cover to understand whether these
algorithms may overcome the problems of the (1+1)-EA and
what kind of other problems they may encounter.
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