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In the present work, the chemical reactivity of indaziflam N-[(1R,2S)-2,3-dihydro-2,6-dimethyl-1H-inden-1-yl]-6-[(1R)-1-16 
fluoroethyl]-1,3,5-triazine-2,4-diamine so called indaziflam (IND) and its metabolites: triazine indanone (ITI), indaziflam carboxylic 
acid (ICA) and fluoroethyldiaminotriazine (FDAT) was analyzed. The calculations were performed at the X/6-311++G(2d,2p) (where 
X=B3LYP, M06, M06L and wB97XD) level of theory, in the aqueous phase. The results indicate that ITI is the more reactive followed 
by ICA, IND and FDAT. The distribution of the active sites was determined evaluating the Fukui function employing the frozen core 
and finite difference approximations. For electrophilic attacks, IND shows the more reactive zone on the benzene ring, ITI and ICA 
on the nitrogen atom in the central section and FDAT on its nitrogen atoms. The more nucleophilic sites for IND are observed on 
the carbon atoms of triazine, on the carbonyl group for ITI, on the carboxylic group for ICA, and on the nitrogen atoms of triazine 
for FDAT. For free radical attacks case, the more reactive sites for IND are on the benzene and triazine rings, on the carbonyl group, 
nitrogen of the central section, and nitrogen atoms of triazine, for ITI, carboxylic group for ICA, and on the nitrogen atoms of triazine 
ring for FDAT.
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INTRODUCTION

Indaziflam, (N-[(1R,2S)-2,3-dihydro-2,6-dimethyl-1H-inden-
1-yl]-6-[(1R)-1-16 fluoroethyl]-1,3,5-triazine-2,4-diamine) is 
an alkylazine herbicide, see Figure 1a, which acts inhibiting the 
biosynthesis of the cell wall, and paralyzing the development of 
the plant.1-4 Indaziflam (IND) is considered as the most potent 
inhibitor of the cell wall ever discovered and is widely used in pre-
emergence control of monocot and dicot weeds in commercial crop 
production, turf, commercial non-crop areas, field grown ornamentals, 
commercial nurseries, landscape plantings, and forestry sites.5

IND is lipophilic and has low water solubility (2.8 mg·L-1), which 
could explain its increased residual soil activity compared to other 
herbicides.6,7 Moreover, its positive correlation between sorption and 
organic matter contents indicates that its long persistence of residual 
activity in soil requires that it be used with caution, because of its 
carryover potential.3 IND dissipates in the environment primarily 
through degradation and leaching. The main transformation 
chemicals from the environmental degradation of indaziflam are: 
indaziflam triazine-indanone (ITI), indaziflam-carboxylic acid 
(ICA), fluoroethyldiaminotriazine (FDAT), indaziflam-hydroxyethyl, 
indaziflam-olefin, and fluoroethyltriazinanedione. Also, it has been 
reported in the literature that IND, ITI and ICA are cleaved at the N 
bond to form FDAT (from the triazine portion) and a set of unidentified 
minor compounds (from the indazyl portion).8 On the other hand, 
indaziflam metabolites, see Figure 1b-d, are more mobile than the 
parent material, and they have been found in some soils samples 
at a considerable depth.8 Moreover, these metabolites being more 
polar than the parent compound showed lower sorption;9 therefore, 
they have the potential to persist and leach to groundwater.10 Here, 
it is important to remind that the leaching potential of a herbicide 

is directly connected to the contamination of water resources in the 
underground.11 In this sense, IND has been detected in soil samples 
collected at each depth, suggesting movement with irrigation water.12 
Thus, as other pre-emergence herbicides applied to soil, it is necessary 
to understand the fate and chemical behavior of this herbicide and its 
metabolites to understand the potential risk of contamination of water 
resources.13 Up to the best our knowledge, information published 
concerning the water contamination caused by IND is scarce, and 
none concerning any of its metabolites. Solely on the basis of sorption, 
IND would be assigned a low to moderate mobility.14,15 However, due 
to its environmental persistence it would become a potential emergent 
water contaminant.16 Therefore, in the present work we carried out a 
computational quantum chemical study of IND and its metabolites 
in order to evaluate their global and local reactivity descriptors in the 
aqueous phase, we consider that this kind of study will contribute to 
get a better understanding of the chemical behavior of this herbicide 
and its metabolites.

THEORY

Global reactivity parameters

From the Density functional theory have been defined global 
reactivity parameters such as the electronic chemical potential (µ), 
the electronegativity (χ), hardness (η) and the electrophilicity index 
(ω), which are used to understand the general chemical behavior of 
a molecule.17,18 They are evaluated within the framework of the DFT 
through equations (1)-(4), respectively.19-22
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  (3)

  (4)

In these equations, the variables E, N and ν (r) are the energy, 
number of electrons and the external potential exerted by the nuclei, 
respectively. I is the ionization potential while A corresponds to 
the electronic affinity. In this sense, some reports suggest that the 
Koopmans’ theorem may become valid for calculations of the global 
reactivity parameters at the DFT level.23-25 Under this approximation,  
A is related to the minus the Lowest Unoccupied Molecular Orbital 
(LUMO) energy (εL), while I is associated with the minus Highest 
Occupied Molecular Orbital (HOMO) energy (εH).23-25 The electronic 
chemical potential is associated to the escaping tendency of an 
electron and is minus the Mulliken electronegativity of molecules,26 

the value of η is related to the stability of the molecular system.19,27 
while ω measures the susceptibility of chemical species to accept 
electrons.28 Thus, low values of ω suggest a good nucleophile while 
higher values indicate the presence of a good electrophile. Also, it 
is possible to define the electrodonating (ω-) and electroaccepting 
(ω+) powers as:28

  (5)

  (6)

Local reactivity parameters

Also, it is possible to analyze the chemical reactivity on different 
sites within a molecule employing local reactivity parameters.29,30 
Probably, the Fukui Function (f(r)) is one of the local parameters 
most used to identify the more reactive regions or sites on a molecular 
system.31,32 The Fukui function (FF) is defined as:33

  (7)

where ρ(r) is the electronic density. From equation (7), it is clear that 
FF indicates the regions where a chemical species will change its 
electronic density, when the number of electrons is modified, which 
is useful to identify the preferred either molecular regions, susceptible 
to electrophilic or nucleophilic attacks.29,33 In this sense, FF can 
be evaluated by using different approximations such as: a) frozen 
core approximation, b) finite differences,33 c) atomic charges,34 d) 
condensation of FMO to FF,35 and e) the dual descriptor,36 see Table 1.

COMPUTATIONAL METHODOLOGY

The optimal conformation of IND was subjected to full geometry 
optimization in the aqueous phase employing the X/6-311++G(2d,2p) 
(where X=B3LYP,37,38 M06,39 M06L,40 and WB97XD41) level 
of theory, and the basis set 6-311++G(2d,2p).42,43 Solvent phase 
optimization were carried out using the polarizable continuum 
model (PCM) developed by Tomasi and coworkers.44,45 In all cases 
the vibrational frequencies were computed to make sure that the 
stationary points were minima in the potential energy surface (not 
shown). All the calculations reported here were performed with the 
package Gaussian 09,46 and visualized with the GaussView V.3.09,47 
packages.

RESULTS AND DISCUSSION

Global reactivity parameters

Figure 2 depicts the optimized structure of IND and its metabolites 
(ITI, ICA and FDAT) at the wB97XD/6-311++G(2d,2p) level of theory 
and in the aqueous phase, similar geometries were obtained at the other 
levels of theory analyzed in the present work. The global reactivity 
descriptors, for IND and its metabolites, evaluated through equations 
(1)-(6) are reported in Table 2, while the corresponding values, 
employing the Koopmans’ theorem, are reported in Table 3. Considering 
that the stability order is given by the hardness value, from the values 

Figure 1. Chemical structures of indaziflam and its three metabolites a) IND, b) ITI, c) ICA and d) FDAT
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reported in these tables, it is clear that in all cases, this order is FDAT 
> IND > ICA > ITI, suggesting that ITI is the more reactive compound 
of this set of molecules. Also, note that the values of µ are lower for ITI 
and ICA in comparison to IND and FDAT, which is indicative that ITI 
and ICA are less electrophilic. On the other hand, the lower values of 
ω for IND and FDAT indicates a less propensity to accept electrons in 
comparison to ITI and ICA. Here, it is interesting to mention that some 
authors suggest that the origin of the toxicity of some molecules may be 
attributed to the electron accepting nature.48 In this sense, the descriptor 
ω+  might be able to predict the toxicity of a molecular system.49 It has 
been reported that this approximation has been useful to predict the 
toxicity of dioxins,50,51 and derivatives of benzidine.52 If ones applies 

this approximation to IND and its metabolites, the toxicity order is ITI 
> ICA > FDAT > IND . Nevertheless, the EPA has not found indaziflam 
to share a common mechanism of toxicity with any other substances, 
and IND does not appear to yield a toxic metabolite produced by other 
substances.53 On the other hand, the indaziflam ecotoxicity descriptor 
measured through EC50 (median effective concentration) in Lemna giba 
(vascular) plant indicates that the ecotoxicity order is ICA > FDAT > 
ITI > IND.54 Note that these results are different to those predicted by 
ω+. Moreover, the other global chemical descriptors reported in Tables 
2 and 3 were not able to predict the toxicity order reported in the 
literature, which suggests that equation (6) cannot be used, in general, 
to evaluate the toxicity of a chemical compound. However, due to the 

Table 1. Evaluation of the Fukui function following different approximations, for an electrophilic (f –(r)), nucleophilic (f +(r)) or free radical attack (f 0(r)) on 
the reference molecule

Approximation Equations

a) Frozen core approximation.33

f –(r) = φ*
H(r)φH(r) = ρH(r)    (8) 

f +(r) = φ*
L(r)φL(r) = ρL(r)     (9) 

ρH(r) is the electronic density of the HOMO, 
ρL(r) is the electronic density of the LUMO.

b) Finite difference approximation33

f–(r) = ρN(r) – ρN–1(r)             (10) 
f+(r) = ρN+1(r) – ρN(r)            (11) 
f0(r) = ½[ρN+1(r) – ρN–1(r)]    (12) 

ρN+1(r), ρN(r) and ρN–1(r) correspond to the electronic density of the anion, 
neutral and cationic chemical species.

c) Condensed Atomic Fukui function employing atomic charges.34

fj
–(r) = qj(N–1) – qj(N)           (13) 

fj
+(r) = qj(N) – qj(N+1)           (14) 

fj
0(r) = ½(qj(N–1) – qj(N+1)    (15) 

qj is the atomic charge at the jth atomic site in the neutral (N),  
anionic (N+1) or cationic (N-1) chemical species

d) Condensation of Frontier Molecular Orbital to the Fukui Function.35

f ∝
∝ = Σvµc*

µh(l)cvh(l)Sµv       (16) 
Sµv is the overlap integral between the atomic orbitals χµ(r) and χν(r), 

while cνh(l) is the νth expansion coefficient for HOMO (h) or LUMO (l), 
and α = –, +.

e) Dual descriptor36

f 2(r) ≈ f +(r) – f–(r) = ρN+1(r) – 2ρN(r) + ρN–1(r)    (17) 
nucleophilic attacks f 2(r) > 0  
electrophilic attacks f 2(r) > 0

Figure 2. Chemical structures of a) IND, b) ITI, c) ICA and d) FDAT optimized at the wB97XD/6-311++G(2d,2p) level of theory in the aqueous phase employing 

the PCM solvation model. Bond distances are given in Angstroms, DA=Dihedral Angle
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different mechanisms of toxicity and the lacking information related 
to the toxicity of IND, more theoretical and experimental studies are 
required to evaluate the potential toxicity of indaziflam under laboratory 

and field conditions.14 Here, it is important to highlight that to analyze 
the toxicity of IND and its metabolites is beyond of the main scope 
of this paper.

Table 2. Global reactivity parameters evaluated at the X/6-311++G(2d,2p) (where X=B3LYP, M06, M06L and WB97XD) level of theory and in the aqueous 
phase, employing equations (1)-(6)

I / eV A / eV µ / eV η / eV χ / eV ω / eV ω+ / eV ω- / eV

IND

B3LYP 6.37 1.19 -3.78 5.18 3.78 1.38 0.60 2.49

M06 6.41 1.16 -3.79 5.25 3.79 1.37 0.58 2.48

M06L 6.11 1.05 -3.58 5.06 3.58 1.27 0.53 2.32

WB97XD 6.50 1.02 -3.76 5.48 3.76 1.29 0.52 2.40

ITI

B3LYP 6.62 2.10 -4.36 4.51 4.36 2.11 1.16 3.34

M06 6.84 2.11 -4.48 4.73 4.48 2.12 1.15 3.39

M06L 6.29 2.02 -4.15 4.27 4.15 2.02 1.11 3.19

WB97XD 6.92 1.96 -4.44 4.96 4.44 1.99 1.03 3.25

ICA

B3LYP 6.61 1.92 -4.26 4.70 4.26 1.94 1.02 3.15

M06 6.79 1.91 -4.35 4.88 4.35 1.94 1.01 3.18

M06L 6.35 1.81 -4.08 4.54 4.08 1.83 0.95 2.99

WB97XD 6.84 1.76 -4.30 5.08 4.30 1.82 0.91 3.06

FDAT

B3LYP 6.99 1.26 -4.13 5.74 4.13 1.48 0.63 2.69

M06 7.16 1.20 -4.18 5.95 4.18 1.47 0.61 2.70

M06L 6.85 1.02 -3.94 5.83 3.94 1.33 0.53 2.50

WB97XD 7.16 1.08 -4.12 6.08 4.12 1.40 0.56 2.62

Table 3. Global reactivity parameters evaluated at the X/6-311++G(2d,2p) (where X=B3LYP, M06, M06L and WB97XD) level of theory and in the aqueous 
phase, employing the equations (1)-(6) and the Koopmans’s theorem

I / eV A / eV µ / eV η / eV χ / eV ω / eV ω+ / eV ω- / eV

IND

B3LYP 6.49 1.05 -3.77 5.44 3.77 1.31 0.53 2.42

M06 6.76 1.12 -3.94 5.65 3.94 1.37 0.57 2.54

M06L 5.78 1.42 -3.60 4.36 3.60 1.49 0.72 2.52

WB97XD 8.44 -0.97 -3.73 9.41 3.73 0.74 0.10 1.97

ITI

B3LYP 6.74 1.96 -4.35 4.78 4.35 1.98 1.04 3.22

M06 7.12 1.76 -4.44 5.36 4.44 1.84 0.90 3.12

M06L 5.88 2.41 -4.14 3.47 4.14 2.47 1.54 3.62

WB97XD 8.75 0.05 -4.40 8.70 4.40 1.11 0.29 2.49

ICA

B3LYP 6.74 1.78 -4.26 4.96 4.26 1.83 0.92 3.05

M06 7.10 1.58 -4.34 5.52 4.34 1.70 0.79 2.96

M06L 5.96 2.22 -4.09 3.74 4.09 2.23 1.33 3.37

WB97XD 8.70 -0.15 -4.28 8.85 4.28 1.03 0.24 2.38

FDAT

B3LYP 7.09 1.12 -4.11 5.97 4.11 1.41 0.57 2.63

M06 7.49 1.04 -4.26 6.44 4.26 1.41 0.55 2.68

M06L 6.34 1.49 -3.91 4.84 3.91 1.58 0.76 2.71

WB97XD 9.11 -0.93 -4.09 10.04 4.09 0.83 0.12 2.17
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Local reactivity parameters

In order to determine the more reactive regions of IND and 
its metabolites we used the Frozen core and the finite difference 
approximations.33 Figure 3, shows the distribution of the electrophilic 
sites on IND and its metabolites, within the frozen core approximation.33 
In all cases, it may be observed an extended HOMO’s distribution in 
the whole molecule, except on the fluoroethyl group, see Figure 3. In 
the case of nucleophilic sites for IND, the region where the LUMO 
attains its larger values is on the triazine zone. For ITI and ICA, 
LUMO‘s distributions are located on the indene region, while in FDAT 
is completely extended on the triazine ring.

The determination of the more reactive regions, employing the 
finite difference approximation and defined by equations (10)-(12), 

are depicted in Figures 4, 5, 6 and 7 for IND, ITI, ICA and FDAT 
respectively. In the case of an electrophilic attack, IND exhibits the 
more reactive sites on the benzene ring, while ITI and ICA on the 
nitrogen atom of the central section of the molecule. In the case of 
FDAT the more electrophilic active sites are located on the nitrogen 
atoms. For nucleophilic attacks the more reactive sites for IND are 
observed on the carbon atoms of triazine, for ITI on the carbonyl 
group, in the case of ICA the more reactive zone is the carboxylic 
group, and for FDAT the nitrogen atoms of triazine. For the case of 
free radical attacks, the more reactive sites for IND are located on 
the benzene and triazine rings, for ITI, on the carbonyl group, on the 
nitrogen atom of the central section of the molecule, and nitrogen 
atoms of triazine. For ICA on the carboxylic group and nitrogen 
atom of the central section, while that for FDTA, nitrogen atoms of 
triazine ring are the more reactive zones. Last results suggest that 
electrophilic and free radical attacks may cleave the N bond located 
in the central section of ITI and ICA to form FDAT, which is agree 
with the available experimental results.8

Note, that from the FMO and finite difference approximations 
is possible to identify the more reactive regions on IND and its 
metabolites, see Figures 3-7. However, CFF is more adequate to 
determine the more reactive sites or atoms on a molecular system. 
Thus, the higher values of CFF allow identifying the more reactive 
atoms in the molecule of reference. Through equations (13)-(15) 
and (16), it is possible to condense the value of FF in each atom 
to determine the pinpoint distribution of the reactive sites on the 
molecular system. In the case of equations (13)-(15), we used the 
Hirshfeld population to evaluate the values of CFF because the 
values obtained are non-negative.30,55 The values of CFF, employing 
Hirshfeld population, for IND are depicted in Figures 8, 9 and 10 for 
electrophilic, nucleophilic and free radical attacks, respectively. Figure 
8 shows, the distribution of the active sites on IND employing the 
X/6-311++G(2d,2p) (where X=B3LYP, M06, M06L and WB97XD) 
level of theory. Note that the calculations at the different levels of 
theory are predicting the same more reactive sites for electrophilic 

Figure 3. HOMO and LUMO’s distributions on IND, ITI, ICA and FDAT 

obtained at the wB97XD/6-311++G(2d,2p) level of theory in the aqueous 

phase employing the PCM solvation model. In all cases the isosurfaces were 

obtained at 0.08 e/u.a3

Figure 4. Isosurfaces of the Fukui Functions for IND according to equations (10), (11) and (12) at the wB97XD/6-311++G(2d,2p) level of theory employing 

the PCM solvation model. In the case of (a) electrophilic, b) nucleophilic and c) free radical attacks. In all cases the isosurfaces were obtained at 0.008 e/u.a.3, 

broken circles show the more reactive zones in each molecule

Figure 5. Isosurfaces of the Fukui Functions for ITI according to equations (10), (11) and (12) at the wB97XD/6-311++G(2d,2p) level of theory employing 

the PCM solvation model. In the case of (a) electrophilic, b) nucleophilic and c) free radical attacks. In all cases the isosurfaces were obtained at 0.008 e/u.a.3, 

broken circles show the more reactive zones in each molecule
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Figure 6. Isosurfaces of the Fukui Functions for ICA according to equations (10), (11) and (12) at the wB97XD/6-311++G(2d,2p) level of theory employing 

the PCM solvation model. In the case of (a) electrophilic, b) nucleophilic and c) free radical attacks. In all cases the isosurfaces were obtained at 0.008 e/u.a.3, 

broken circles show the more reactive zones in each molecule

Figure 7. Isosurfaces of the Fukui Functions for FDAT according to equations (10), (11) and (12) at the wB97XD/6-311++G(2d,2p) level of theory employing 

the PCM solvation model In the case of (a) electrophilic, b) nucleophilic and c) free radical attacks. In all cases the isosurfaces were obtained at 0.008 e/u.a.3, 

broken circles show the more reactive zones in each molecule

Figure 8. Condensed Fukui Function values for electrophilic attacks on IND at the X/6-311++G (2d,2p) (where X=B3LYP, M06, M06L and WB97XD) level of 

theory, in the aqueous phase employing Hirshfeld population and equations (13)-(15), broken circles show the more reactive zones in each molecule
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Figure 9. Condensed Fukui Function values for nucleophilic attacks on IND at the X/6-311++G (2d,2p) (where X=B3LYP, M06, M06L and WB97XD) level of 

theory, in the aqueous phase employing Hirshfeld population and equations (13)-(15), broken circles show the more reactive zones in each molecule

Figure 10. Condensed Fukui Function values for free radical attacks on IND at the X/6-311++G (2d,2p) (where X=B3LYP, M06, M06L and WB97XD) level of 

theory, in the aqueous phase employing Hirshfeld population and equations (13)-(15), broken circles show the more reactive zones in each molecule
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Figure 11. Dual descriptors evaluated at the wB97XD/6-311++G(2d,2p) level of theory employing the PCM solvation model according to equation (17). In 

all cases, the isosurfaces were obtained at 0.008 e/u.a.3 a). IND, b) ITI, c) ICA and d) FDAT

attacks and they are placed on the atoms 2C, 3C, 5C and 6C, located 
on the benzene ring. For the case of nucleophilic attacks, see Figure 9, 
the more reactive sites are located on 17C, 16N and 20N, and in the 
free radical case, see Figure 10, the more reactive sites are located 
on 17C, 5C, 2C and 3C. Note that these results are coincident with 
those derived from equations (10)-(12)), see Figures 4-7.

Also, we evaluated the values of CFF through equation (16) 
and employing the frontier molecular orbitals HOMO and LUMO, 
however we obtained negative values for CFF, which has not physical 
meaning. In this sense, it has been reported that equation (16) is 
quite reliable and stable when is calculated with small basis sets, 
but is not able to predict the correct values when diffuse functions 
are employed.56 However, diffuse functions are generally required to 
investigate nucleophilic susceptibilities.56 Therefore, we employed 
only the equations, (13)-(15) to evaluate the values of CFF of IND 
and its metabolites. Similar analysis to those reported in Figures 
8-10, are reported, as supplementary material, for ITI, ICA and FDAT 
metabolites, see Figures 1S-9S in supplementary material. In Table 4, 
it is presented a summary of the more reactive sites for the molecules 
analyzed in the present work, considering different levels of theory 
and approximations to evaluate FF and CFF values.

In addition, we analyzed the local chemical reactivity of IND and its 
metabolites by mean the dual descriptor,36 equation (17). This descriptor 
allows us to obtain simultaneously the preferably sites for nucleophilic 
and electrophilic attacks on the system.36 In Figure 11 is reported the 
distribution of the dual descriptor for IND and its metabolites. Note 
that the more nucleophilic and electrophilic active sites for IND and its 
metabolites are coincident with those reported in Table 4.

Additional to the global and local reactivity descriptors it is 
possible to analyze the chemical reactivity through maps of the 

molecular electrostatic potential (MEP).57 In Figure 12 are depicted 
the MEP for IND and its metabolites ITI, ICA and FDAT. In these 
images, areas of negative potential (red color), are characterized by an 
abundance of electrons while areas of positive potential (blue color), 
are characterized by a relative lack of electrons. In the case of IND 
and FDAT the nitrogen atoms exhibit the lowest values of potential in 
comparison to the other atoms; consequently have a higher electron 
density around it, ITI and ICA shows that the nitrogen and oxygen 
atoms as the places with the lowest potential and therefore they are 
the more electrophilic active sites.

CONCLUSIONS

In the present work, we analyzed the chemical reactivity of 
indaziflam and its metabolites in the aqueous phase. Considering 

Table 4. More reactive sites obtained for IND and its metabolites employing 
different levels of theory, and approximations to evaluate the Fukui function. 
Atomic labels are reported in Figures 4-7

f – (r) f + (r) f 0 (r)

IND
5C, 2C, 3C 

and 6C
17C, 20N, 16N 

and 18N
17C, 5C, 2C 

and 3C

ITI
14N, 18N, 16N 

and 20N
41O, 12C, 2C 

and 4C
41O, 12C, 14N 

and 4C

ICA
14N, 18N, 16N 

and 20N
42O, 1C, 5C 

and 7C
14N, 42O, 1C 

and 5C

FDAT
5N, 3N, 1N 

and 8N
4C, 7N, 5N 

and 3N
5N, 3N, 4C

and 1N
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Figure 12. Mapping of the electrostatic potentials evaluated at the wB97XD/6-311++G(2d,2p) level of theory employing the PCM solvation model, onto a 

density isosurface (value =0.002 e/a.u.3) for a) IND, b) ITI, c) ICA, and d) FDAT

the hardness values, ITI is the more reactive compound, followed 
by ICA, IND and FDAT. ITI and ICA are the metabolites with lower 
electrophilic behavior in comparison to IND and FDAT. Employing 
different levels of theory and approximations the results indicate 
that for IND, the more reactive sites for electrophilic attacks are 
located on the carbon atoms of the aromatic ring. For ITI and ICA 
are located on the nitrogen atom of the central section, and on 
the nitrogen atoms of amines for FDAT. In the nucleophilic case, 
carbon atoms on triazine rings, carbonyl group, carboxylic group, 
and nitrogen atoms of triazine, for IND, ITI, ICA and FDAT, 
respectively, are the more reactive sites. Finally, the more reactive 
sites for the case of free radical attacks, are located on the benzene 
and triazine rings for IND; on the carbonyl group, nitrogen atom of 
the central section, and nitrogen atoms of triazine for ITI. For ICA 
on the carboxylic group and nitrogen atom of the central section, 
while that for FDAT the more reactive sites are located on the 
nitrogen atoms of triazine ring.

SUPPLEMENTARY MATERIAL

Figure 1S-9S can be found at http://quimicanova.sbq.org.br in 
PDF format, with free access.
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