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#### Abstract

The wetting and contact angle hysteresis on chemically patterned surfaces in two dimensions are analyzed from a stationary phase-field model for immiscible two phase fluid. We first study the sharp interface limit of the model by the method of matched asymptotic expansions. We then justify the results rigorously by the $\Gamma$-convergence theory for the related variational problem and study the properties of the limiting minimizers. The results also provide a clear geometric picture of the equilibrium configuration of the interface. This enables us to explicitly calculate the total surface energy for the two phase systems on chemically patterned surfaces with simple geometries, namely the two phase flow in a channel and the drop spreading. By considering the quasi-static motion of the interface described by the change of volume (or volume fraction), we can follow the change of energy landscape which also reveals the mechanism for the stick-slip motion of the interface and contact angle hysteresis on the chemically patterned surfaces. As the interface passes through patterned surfaces, we observe not only stick-slip of the interface and switching of the contact angles but also the hysteresis of contact point and contact angle. Furthermore, as the size of the pattern decreases to zero, the stick-slip becomes weaker but the hysteresis becomes stronger in the sense that one observes either the advancing contact angle or the receding contact angle (when the interface is moving in the opposite direction) without the switching in between.
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1. Introduction. The study of wetting phenomenon is of critical importance for many applications and has attracted much interest in physics and applied mathematics communities, stimulated by the development of surface engineering and the studies on the superhydrophobicity property in a variety of nature and artificial objects $[1,11$, $9,18]$. The primary parameter that characterizes wetting is the static contact angle, which is defined as the measurable angle that a liquid makes with a solid. The contact angle of liquid with a flat, homogenous surface is given by Young's equation[29]

$$
\begin{equation*}
\cos \theta=\frac{\gamma_{S V}-\gamma_{S L}}{\gamma} \tag{1.1}
\end{equation*}
$$

where $\gamma_{S V}, \gamma_{S L}$ and $\gamma$ are the surface tension of the solid-vapor interface, the solidliquid interface and the liquid-vapor interface respectively. If the liquid wets the surface (referred to as wetting liquid or hydrophilic surface), the value of the static contact angle is $0 \leq \theta \leq 90^{\circ}$, whereas if the liquid does not wet the surface (referred to as nonwetting liquid or hydrophobic surface), the value of the contact angle is $90^{\circ} \leq \theta \leq 180^{\circ}$. Surfaces with a contact angle between $150^{\circ}$ and $180^{\circ}$ are called superhydrophobic.

Experimentally, the contact angle of a drop on rough surface has been observed to take a range of values. The highest (lowest) stable contact angle is termed the advancing (receding) angle $\theta_{a}\left(\theta_{r}\right)$. The observed contact angle is usually velocity dependent and the advancing (receding) contact angle is defined in the limit of contact line velocity $U \rightarrow 0$ with $U>0(U<0)$ [10]. The contact angle hysteresis (CAH) $\Delta \theta=\theta_{a}-\theta_{r}$ proves to be an important quantity that determines many properties

[^0]of the surface. The origin of CAH is attributed to several factors such as surface roughness, chemical contaminants, among others. Theoretical models of CAH have focused on roughness and heterogeneity as providing energy barriers for the system to attain the global minimum $[9,22]$.

In this paper, we study the wetting and hysteresis on chemically patterned surface based on a phase field model (2.8) (2.9) and the related variational problem. Using the method of matched asymptotic expansion, we first study the sharp interface limit of the solution to the phase field model. We show that the limit describes an interface with constant curvature that intersects the patterned surface with a contact angle $\theta_{s}$. At the border point between the strips, the value of the contact angle is not unique. The asymptotic results can be justified rigorously by the $\Gamma$-convergence theory for the related variational problem and the careful study of the sharp-interface energy minimization problem. The $\Gamma$-convergence theory for the chemically homogeneous surface have been developed in [15][17]. We generalize the results to the case with chemically inhomogeneous surface energy density and prove the convergence of the minimizers of the diffuse interface problems to that of the sharp-interface problem. We also study the geometric property of the minimizers of the sharp-interface model. The result, which is a generalization of the result in [7] with zero surface energy, justifies what we have obtained by the asymptotic expansions.

Based on the sharp interface model, we then give a detailed investigate of the stick-slip motion of the interface and the contact angle hysteresis for two cases with chemically patterned surfaces, namely the quasi-static motion of the two phase flow in a channel and the quasi-static spreading of a liquid drop. By considering motion of the interface as the volume of the drop (or volume fraction of the two fluids) is quasistatically increased or decreased, one can explicitly compute the energy functions in both cases. As the interface passes through patterned surfaces, we observe not only the stick-slip of the interface and the switching of the contact angles but also the hysteresis of contact point and contact angle. Furthermore, as the size of the pattern decreases to zero, the stick-slip becomes weaker but the hysteresis becomes stronger in the sense that one observes either the advancing contact angle or the receding contact angle (when the interface moving in the opposite direction) without the switching in between.

We remark that the dynamic hysteresis with finite interface speed (instead of quasi-static) was studied numerically in a recent work in [24]. We simulated the moving contact line in a two-dimensional chemically patterned channel using a diffuseinterface model with the generalized Navier boundary condition developed in [21]. The motion of the fluid-fluid interface in confined immiscible two-phase flows is modulated by the chemical pattern on the top and bottom surfaces, leading to a stick-slip behavior of the contact line. The advancing and receding contact angles are equal to the maximum and minimum values of static contact angels of the surfaces respectively. A critical value of the wettability contrast is identified above which the effect of diffusion becomes important, leading to the interesting behavior of fluid-fluid interface breaking, with the transport of the non-wetting fluid being assisted and mediated by rapid diffusion through the wetting fluid. Near the critical value, the time-averaged extra dissipation scales as U , the averaged displacement velocity.

The paper is organized as following. In Section 2, we introduce the stationary two-phase fluid model. We then carry out matched asymptotic analysis for the sharp interface limit in Section 3. In Section 4, we state and prove the $\Gamma$-convergence theorem for the sharp interface limit. In Section 5, we consider two explicit examples
and study the stick-slip-jump of the interface and the contact angle hysteresis.
2. The stationary two-phase fluid model. In immiscible two-phase flows, the contact line denotes the intersection of the fluid-fluid interface with the solid wall. It has been shown that the no-slip boundary condition leads to nonphysical contactline singularity, or infinite viscous dissipation near the moving contact line. Recently, a diffuse-interface model with generalized Navier boundary condition was proposed in [21] to describe the interface motion on solid surface, which involves a coupled system of the Navier-Stokes (NS) equation for the velocity field $\mathbf{u}$ in the presence of the capillary force density and the Cahn-Hilliard (CH) equation for the phase field $\phi$

$$
\left\{\begin{array}{l}
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}=-\nabla p+\nu \Delta \mathbf{u}+B \mu \nabla \phi  \tag{2.1}\\
\phi_{t}+\mathbf{u} \cdot \nabla \phi=L_{d} \Delta \mu \\
\operatorname{divu}=0 \\
\mu=-\epsilon \Delta \phi+f^{\prime}(\phi) / \epsilon
\end{array}\right.
$$

Here $p$ is the pressure, $\mu$ is the chemical potential, and $f(\phi)$ is the bulk free energy density. $\nu, B, L_{d}$ are physical parameters, and $\epsilon$ is a small parameter to characterize the width of the interface between the two fluids. In general, $f(\cdot)$ is a double well function. For simplicity, we choose it as $f(\phi)=\frac{\left(1-\phi^{2}\right)^{2}}{4}$. In this case, the states of $\phi= \pm 1$ represents the two phases of the fluid, respectively.

The boundary conditions at the solid surface are the impermeability conditions $\partial_{n} \mu=0, v_{n}=0$, the relaxational equation for $\phi$ :

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+u_{\tau} \partial_{\tau} \phi=-V_{s} L(\phi) \tag{2.2}
\end{equation*}
$$

and the generalized Navier boundary condition

$$
\begin{equation*}
L_{s}^{-1} u_{\tau}^{s l i p}=-\partial_{n} u_{\tau}+B \epsilon^{-1} L(\phi) \partial_{\tau} \phi \tag{2.3}
\end{equation*}
$$

Here $\tau$ denotes the direction tangent to the solid surface (for two-dimensional flows), $n$ denotes the outward surface normal, $V_{s}$ is a positive phenomenological parameter, $L(\phi)=\epsilon \partial_{n} \phi+\partial \gamma(\mathbf{x}, \phi) / \partial \phi$ with $\gamma(\mathbf{x}, \phi)$ being the fluid-solid interfacial free energy per unit area, $L_{s}$ is the slip length, and $L(\phi) \partial_{\tau} \phi$ is the uncompensated Young stress. Notice that $\gamma(\mathbf{x}, \phi)$ depends on the position $\mathbf{x}$ on the surface so that it also models the inhomogeneous boundaries.

It is shown that the continuum calculations based on the new model can quantitatively reproduce MD simulation results [21] which shows that the new model provides an accurate description of fluid-solid interfacial phenomena and it also provides an effective tool for performing simulations of two phase flow on rough surfaces.

To describe the stationary wetting phenomena of the fluid on the solid substrates, we let $\mathbf{u}=0$ and $\partial_{t} \phi=0$. Then the N-S-C-H systems (2.1) is reduced to the following system

$$
\left\{\begin{array}{l}
-\nabla p+B \mu \nabla \phi=0  \tag{2.4}\\
\Delta \mu=0, \\
\mu=-\epsilon \Delta \phi+f^{\prime}(\phi) / \epsilon
\end{array}\right.
$$

The boundary conditions become

$$
\left\{\begin{array}{l}
\epsilon \partial_{\mathbf{n}} \phi+\partial_{\phi} \gamma(\mathbf{x}, \phi)=0  \tag{2.5}\\
\partial_{\mathbf{n}} \mu=0
\end{array}\right.
$$

The stationary N-S-C-H equations (2.4) and (2.5) could be further simplified. From the equation for chemical potential

$$
\begin{cases}\Delta \mu=0, & \text { in } \Omega  \tag{2.6}\\ \partial_{\mathbf{n}} \mu=0 . & \text { on } \partial \Omega\end{cases}
$$

We have

$$
\begin{equation*}
\mu \equiv c \tag{2.7}
\end{equation*}
$$

with some constant $c$ to be determined. Thus, the equations for $\phi$ and $p$ are reduced to

$$
\begin{cases}-\epsilon \Delta \phi+f^{\prime}(\phi) / \epsilon=c, & \text { in } \Omega  \tag{2.8}\\ \epsilon \partial_{\mathbf{n}} \phi+\partial_{\phi} \gamma(\mathbf{x}, \phi)=0, & \text { on } \partial \Omega\end{cases}
$$

and

$$
\begin{equation*}
-\nabla p+B c \nabla \phi=0, \quad \text { in } \Omega \tag{2.9}
\end{equation*}
$$

This is the phase field model to be studied in this paper.
We remark that the equation (2.8) is the Euler-Lagrange equation of the following constraint functional minimizing problem,

$$
\begin{align*}
& \min I_{\epsilon}(\phi)=\int_{\Omega} \frac{\epsilon}{2}|\nabla \phi|^{2}+\frac{f(\phi)}{\epsilon} d x d y+\int_{\partial \Omega} \gamma(\mathbf{x}, \phi) d s \\
& \text { s.t. } \int_{\Omega} \phi=C_{0} \tag{2.10}
\end{align*}
$$

with some given constant $C_{0}$ such that $-|\Omega|<C_{0}<|\Omega|$. The constant $c$ in (2.8) is the Lagrange multiplier for the constrained minimization problem.
3. Sharp interface limit from matched asymptotic expansion. In this section, we will study the behavior of the equations (2.8) and (2.9) when the interface width parameter $\epsilon \rightarrow 0$. We use the matched asymptotic expansion method, which has been successfully used in many related free-interface problems (see for example $[20][25]$ ). Here we consider the case when the fluid-fluid interface intersects with a flat but chemically patterned surfaces. The results obtained by asymptotic analysis will be proved in the next section. From now on, we will use the notation $\phi^{\epsilon}$, $p^{\epsilon}$ and $c_{\epsilon}$ to indicate the explicit dependence of the respective quantities on the small parameter $\epsilon$.

We assume that the interface is given by the zero level set $\Gamma^{\epsilon}=\left\{\mathbf{x} \in \bar{\Omega} \mid \phi^{\epsilon}(\mathbf{x})=\right.$ $0\}$. Let $d^{\epsilon}(\mathbf{x})$ be the signed distance from the point $\mathbf{x} \in \Omega$ in the neighborhood of $\Gamma^{\epsilon}$ to the interface. The signed distance is such that $\left|\nabla d^{\epsilon}\right|=1$. Suppose that the $d^{\epsilon}(\mathbf{x})$ has the expansion that

$$
d^{\epsilon}(\mathbf{x})=\sum_{j \geq 0} \epsilon^{j} d_{j}(\mathbf{x})
$$

then we have $d_{0}(\mathbf{x})$ is the leading order spatial signed distance from the point $\mathbf{x} \in$ $\Omega^{ \pm}=\left\{\mathbf{x} \in \bar{\Omega} \mid \pm d^{0}(\mathbf{x})>0\right\}$ to $\Gamma^{0}=\left\{\mathbf{x} \in \bar{\Omega} \mid d_{0}(\mathbf{x})=0\right\}$ and $\left|\nabla d_{0}\right|=1$. The matched asymptotic analysis is based on an outer expansion away from $\Gamma^{0}$ and an inner expansion in the vicinity of $\Gamma^{0}$.
3.1. The analysis away from the solid boundary. We first study the asymptotic behavior of the solutions away from the solid surface. The analysis in this subsection is standard [4][5].

The outer expansions. We consider the following expansions on $\epsilon$,

$$
\begin{align*}
\phi^{\epsilon}(\mathbf{x}) & =\phi_{0}(\mathbf{x})+\epsilon \phi_{1}(\mathbf{x})+\epsilon^{2} \phi_{2}(\mathbf{x})+\ldots  \tag{3.1}\\
p^{\epsilon}(\mathbf{x}) & =p_{0}(\mathbf{x})+\epsilon p_{1}(\mathbf{x})+\epsilon^{2} p_{2}(\mathbf{x})+\ldots  \tag{3.2}\\
c_{\epsilon} & =c_{0}+\epsilon c_{1}+\epsilon^{2} c_{2}+\cdots \tag{3.3}
\end{align*}
$$

We substitute the expansions into the equations $(2.8)_{1}$ and (2.9). The leading order of the equation $(2.8)_{1}$ gives

$$
f^{\prime}\left(\phi_{0}\right)=0
$$

Notice that $f^{\prime}(\phi)=-\phi+\phi^{3}$, we have immediately that

$$
\begin{equation*}
\phi_{0}= \pm 1, \quad \text { in } \Omega^{ \pm} \tag{3.4}
\end{equation*}
$$

The leading order of (2.9) gives that

$$
-\nabla p_{0}+B c_{0} \nabla \phi_{0}=0, \quad \text { in } \Omega^{ \pm}
$$

This implies that $\nabla p_{0}=0$ in $\Omega^{+}$and $\Omega^{-}$, or equivalently

$$
\begin{equation*}
p_{0}=p_{0}^{ \pm}, \quad \text { in } \Omega^{ \pm} \tag{3.5}
\end{equation*}
$$

with two constants $p_{0}^{+}$and $p_{0}^{-}$.
The inner expansions. Before we do inner expansions, we first define

$$
\begin{equation*}
\mathbf{m}=\nabla d_{0}(\mathbf{x}), \kappa=\Delta d_{0}(\mathbf{x}) \tag{3.6}
\end{equation*}
$$

When $\mathbf{x} \in \Gamma^{0}, \mathbf{m}$ is the unit normal to $\Gamma^{0}$ pointing toward $\Omega^{+}$and $\kappa$ is the signed mean curvature of $\Gamma^{0}$ at $\mathbf{x}$, which is positive when the center of the curvature lies in $\Omega^{-}$. We introduce the inner variable in the vicinity of $\Gamma^{0}$,

$$
\xi=d^{0}(\mathbf{x}) / \epsilon
$$

Then we suppose that near $\Gamma^{0}, \phi^{\epsilon}$ and $p^{\epsilon}$ could be written in $(\mathbf{x}, \xi)$ as

$$
\phi^{\epsilon}(\mathbf{x})=\tilde{\phi}(\mathbf{x}, \xi), p^{\epsilon}(\mathbf{x})=\tilde{p}(\mathbf{x}, \xi)
$$

It is easy to see that

$$
\left.\begin{array}{l}
\nabla=\nabla_{\mathbf{x}}+\epsilon^{-1} \mathbf{m} \partial_{\xi}  \tag{3.7}\\
\Delta=\Delta_{\mathbf{x}}+\epsilon^{-1} \kappa \partial_{\xi}+\epsilon^{-2} \partial_{\xi \xi}
\end{array}\right\}
$$

Thus, the equations $(2.8)_{1}$ and (2.9) could be rewritten as

$$
\begin{equation*}
-\epsilon^{-1} \partial_{\xi \xi} \tilde{\phi}-\kappa \partial_{\xi} \tilde{\phi}-\epsilon \Delta_{\mathbf{x}} \tilde{\phi}+\epsilon^{-1}\left(-\tilde{\phi}+\tilde{\phi}^{3}\right)=c_{\epsilon}, \quad \text { in } \Omega \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mathbf{x}}\left(-\tilde{p}+B c_{\epsilon} \tilde{\phi}\right)+\epsilon^{-1} \mathbf{m} \partial_{\xi}\left(-\tilde{p}+B c_{\epsilon} \tilde{\phi}\right)=0, \quad \text { in } \Omega \tag{3.9}
\end{equation*}
$$

Now we suppose the following expansions of $\tilde{\phi}$ and $\tilde{p}$,

$$
\begin{align*}
\tilde{\phi}(\mathbf{x}, \xi) & =\tilde{\phi}_{0}(\mathbf{x}, \xi)+\epsilon \tilde{\phi}_{1}(\mathbf{x}, \xi)+\epsilon^{2} \tilde{\phi}_{2}(\mathbf{x}, \xi)+\cdots  \tag{3.10}\\
\tilde{p}(\mathbf{x}, \xi) & =\tilde{p}_{0}(\mathbf{x}, \xi)+\epsilon \tilde{p}_{1}(\mathbf{x}, \xi)+\epsilon^{2} \tilde{p}_{2}(\mathbf{x}, \xi)+\cdots \tag{3.11}
\end{align*}
$$

We substitute these expansions into (3.8) and (3.9). Then we have, for the leading order

$$
\begin{equation*}
-\partial_{\xi \xi} \tilde{\phi}_{0}+\left(-\tilde{\phi}_{0}+\tilde{\phi}_{0}^{3}\right)=0 \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{\xi} \tilde{p}_{0}-B c_{0} \partial_{\xi} \tilde{\phi}_{0}=0 \tag{3.13}
\end{equation*}
$$

In the next order, we have

$$
\begin{equation*}
-\kappa \partial_{\xi} \tilde{\phi}_{0}+\left(-\partial_{\xi \xi} \tilde{\phi}_{1}-\tilde{\phi}_{1}+3 \tilde{\phi}_{0}^{2} \tilde{\phi}_{1}\right)=c_{0} . \tag{3.14}
\end{equation*}
$$

Matching the inner and outer expansions. We require the following matching conditions

$$
\begin{aligned}
& \sum_{j \geq 0} \epsilon^{j} \tilde{\phi}_{j}(\mathbf{x}, \xi) \approx \sum_{j \geq 0} \epsilon^{j} \phi_{j}(\mathbf{x}) \\
& \sum_{j \geq 0} \epsilon^{j} \tilde{p}_{j}(\mathbf{x}, \xi) \approx \sum_{j \geq 0} \epsilon^{j} p_{j}(\mathbf{x})
\end{aligned}
$$

for $\xi=\frac{d^{0}(\mathbf{x})}{\epsilon}$ near $\Gamma^{0}$. Therefore, we have

$$
\begin{equation*}
\lim _{\xi \rightarrow \pm \infty} \tilde{\phi}_{0}=\phi_{0}^{ \pm}= \pm 1, \lim _{\xi \rightarrow \pm \infty} \tilde{p}_{0}=p_{0}^{ \pm} \tag{3.15}
\end{equation*}
$$

Combine with (3.12) and $\tilde{\phi}_{0}(\mathbf{x}, 0)=0$, we could conclude that

$$
\begin{equation*}
\tilde{\phi}_{0}(\mathbf{x}, \xi)=\Phi(\xi), \quad \forall \mathbf{x} \in \Gamma^{0} \cap \Omega \tag{3.16}
\end{equation*}
$$

where $\Phi$ is the unique solution of the following ordinary differential equation,

$$
\left\{\begin{array}{l}
-\Phi^{\prime \prime}(\xi)-\Phi(\xi)+\Phi(\xi)^{3}=0, \quad-\infty<\xi<+\infty  \tag{3.17}\\
\lim _{\xi \rightarrow \pm \infty} \Phi= \pm 1, \Phi(0)=0
\end{array}\right.
$$

Then from the equation (3.14), $\tilde{\phi}_{1}$ is such that

$$
\begin{equation*}
-\partial_{\xi \xi} \tilde{\phi}_{1}-\tilde{\phi}_{1}+3 \Phi^{2} \tilde{\phi}_{1}=c_{0}+\kappa \Phi^{\prime} \tag{3.18}
\end{equation*}
$$

We multiply the equation by $\Phi^{\prime}$ and integrate in $\xi$ from $(-\infty,+\infty)$. The left-hand side then vanishes and we obtain

$$
2 c_{0}+\kappa \int_{-\infty}^{\infty}\left(\Phi^{\prime}\right)^{2} d \xi=0
$$

Denote the constant $\sigma=\int_{-\infty}^{\infty}\left(\Phi^{\prime}\right)^{2} d \xi$, which represents the interface tension[4]. We are led to

$$
\begin{equation*}
\kappa=-2 c_{0} / \sigma \tag{3.19}
\end{equation*}
$$

Therefore the curvature is a constant.
Furthermore, we integrate (3.13) in $\xi$ from $-\infty$ to $+\infty$, and we have

$$
\begin{equation*}
\left[p_{0}\right]=2 B c_{0}=-B \sigma \kappa \tag{3.20}
\end{equation*}
$$

where $\left[p_{0}\right]=p_{0}^{+}-p_{0}^{-}$is the jump of pressure on the interface $\Gamma^{0}$. This is exactly the Laplace formula in fluid dynamics.
3.2. The analysis on the solid boundaries. We now study the asymptotic behavior of Equation (2.8) on the solid boundaries. We first consider the outer expansion away from the contact point. Substitute the expansion (3.1) into the equation $(2.8)_{2}$, the leading order then leads to

$$
\partial_{\phi} \gamma\left(\mathbf{x}, \phi_{0}\right)=0, \quad \text { on } \partial \Omega \cap \Omega^{ \pm} .
$$

Notice that $\phi_{0}= \pm 1$ in the field $\Omega^{ \pm}$, respectively. So we have

$$
\begin{align*}
\partial_{\phi} \gamma(\mathbf{x}, 1) & =0, \quad \mathbf{x} \in \partial \Omega \cap \Omega^{+},  \tag{3.21}\\
\partial_{\phi} \gamma(\mathbf{x},-1) & =0, \quad \mathbf{x} \in \partial \Omega \cap \Omega^{-} . \tag{3.22}
\end{align*}
$$

We then consider the inner expansion near the contact point on the solid boundary.


Fig. 3.1. The inner expansion on the solid surfaces.
Using the local coordinate $\xi$ defined in the last subsection, equation $(2.8)_{2}$ then reads

$$
\begin{equation*}
\epsilon \mathbf{n} \cdot\left(\nabla_{\mathbf{x}}+\epsilon^{-1} \mathbf{m}\right) \partial_{\xi} \tilde{\phi}+\partial_{\phi} \gamma(\mathbf{x}, \tilde{\phi})=0, \quad \text { on } \partial \Omega \tag{3.23}
\end{equation*}
$$

Here $\mathbf{n}$ is the out unit normal of the boundary $\partial \Omega$, and $\mathbf{m}$ is the unit normal of the interface $\Gamma$ pointing into $\Omega^{+}$(see Figure 3.1). Then we substitute the inner expansion (3.10) into the equation and take the leading order, we have

$$
\begin{equation*}
\mathbf{n} \cdot \mathbf{m} \partial_{\xi} \tilde{\phi}_{0}+\partial_{\phi} \gamma\left(\mathbf{x}, \tilde{\phi}_{0}\right)=0, \quad \text { on } \partial \Omega \tag{3.24}
\end{equation*}
$$

We suppose that the formula (3.16) on $\tilde{\phi}_{0}$ could be extended directly to the boundary $\partial \Omega$ by keeping the values invariant along the tangential direction of the interface $\Gamma$ (as shown in Figure 3.1). Then from the above equation, we know that

$$
\mathbf{n} \cdot \mathbf{m} \Phi^{\prime}+\partial_{\phi} \gamma(\mathbf{x}, \Phi)=0
$$

for the contact point $\mathbf{x} \in \Gamma \cap \partial \Omega$. Here $\Phi$ is given by (3.17).
We assume that the two domains $\Omega^{ \pm}$where $\phi_{0}=+1$ and $\phi_{0}=-1$ represent the liquid phase and the vapor phase, respectively. It is easy to see that $\mathbf{n} \cdot \mathbf{m}=\cos \theta_{s}$, with $\theta_{s}$ is the static contact angle of the liquid phase $\left(\phi_{0}=1\right)$ on the solid boundary. So the above equation could be rewritten as

$$
\begin{equation*}
\Phi^{\prime} \cos \theta_{s}+\partial_{\phi} \gamma(\mathbf{x}, \Phi)=0 \tag{3.25}
\end{equation*}
$$

The chemically homogeneous surface When the solid interface is homogeneous, i.e., $\gamma(\mathbf{x}, \Phi)$ is independent of $\mathbf{x}$ and $\gamma(\mathbf{x}, \Phi)=\gamma(\Phi)$. Then we multiply the equation (3.25) by $\Phi^{\prime}$ and integrate in $\xi$ from $-\infty$ to $+\infty$, we have

$$
\int_{-\infty}^{+\infty}\left(\Phi^{\prime}\right)^{2} d \xi \cos \theta_{s}+\int_{-\infty}^{+\infty} \gamma^{\prime}(\Phi) \Phi^{\prime} d \xi=0
$$

or equivalently,

$$
\int_{-\infty}^{+\infty}\left(\Phi^{\prime}\right)^{2} d \xi \cos \theta_{s}+\int_{-1}^{1} \gamma^{\prime}(\Phi) d \Phi=0 .
$$

This gives

$$
\begin{equation*}
\sigma \cos \theta_{s}+(\gamma(1)-\gamma(-1))=0 \tag{3.26}
\end{equation*}
$$

with $\sigma=\int_{-\infty}^{+\infty}\left(\Phi^{\prime}\right)^{2} d \xi$ being the surface tension. We denote $\gamma_{S V}=\gamma(-1)$ and $\gamma_{S L}=\gamma(1)$, which represent the solid-vapor and solid-liquid surface energy density, respectively. Then the above equation is

$$
\begin{equation*}
\cos \theta_{s}=\frac{\gamma_{S V}-\gamma_{S L}}{\sigma} . \tag{3.27}
\end{equation*}
$$

which is the so-called Young's equation on wetting contact angles.
For simplicity, we assume that $\gamma(\phi)$ be a function interpolating $\gamma_{S V}=\gamma(-1)$ and $\gamma_{S L}=\gamma(1)$ in the form of $\gamma(\phi)=\frac{\gamma_{S V}+\gamma_{S L}}{2}-\frac{\gamma_{S V}-\gamma_{S L}}{4}\left(3 \phi-\phi^{3}\right)$ (this is the unique formula for the equation (3.25) to be exactly correct on a planar surface[28, 30]). Then from the Young's equation (3.27), we have

$$
\begin{equation*}
\gamma^{\prime}(\phi)=-\frac{\sigma}{2} \cos \theta_{s} s_{\gamma}(\phi), \tag{3.28}
\end{equation*}
$$

with $s_{\gamma}=\frac{3}{2}\left(1-\phi^{2}\right)$. It is easy to see that such a formula for $\gamma^{\prime}(\phi)$ satisfies the equations (3.21) and (3.22).

The chemically patterned surface. We assume that the solid boundary is periodically patterned with two parts $\mathcal{A}$ and $\mathcal{B}$ with different surface energy densities $\gamma_{\mathcal{A}}(\phi)$ and $\gamma_{\mathcal{B}}(\phi)$ such that

$$
\gamma_{\mathcal{A}}^{\prime}(\phi)=-\frac{\sigma}{2} \cos \theta_{\mathcal{A}} s_{\gamma}(\phi), \gamma_{\mathcal{B}}^{\prime}(\phi)=-\frac{\sigma}{2} \cos \theta_{\mathcal{B}} s_{\gamma}(\phi),
$$

with different angles $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$. We then define the surface energy density $\gamma(\mathbf{x}, \phi)$ on each period as

$$
\gamma(\mathbf{x}, \phi)= \begin{cases}\gamma_{\mathcal{A}}(\phi), & \mathbf{x} \in \mathcal{A}  \tag{3.29}\\ \gamma_{\mathcal{B}}(\phi), & \mathbf{x} \in \mathcal{B}\end{cases}
$$

Here $\mathcal{A}$ and $\mathcal{B}$ are disjoint open sets. We denotes $\mathcal{R}$ as the set of discrete border points between $\mathcal{A}$ and $\mathcal{B}$.

Let $\tilde{\mathbf{x}}_{0}$ be a contact point (the intersection of the interface with the boundary). Similar to the derivation for the chemically homogeneous boundary, when $\tilde{\mathbf{x}}_{0} \in \mathcal{A}$, we have

$$
\theta_{s}=\theta_{\mathcal{A}},
$$

and when $\tilde{\mathbf{x}}_{0} \in \mathcal{B}$, we have

$$
\theta_{s}=\theta_{\mathcal{B}}
$$

The situation is more complicated when the contact point $\tilde{\mathbf{x}}_{0}$ is the common boundary point $\mathbf{x}_{0}$ defined above since the surface energy density function $\gamma(\mathbf{x}, \phi)$ is discontinuous at $\mathbf{x}_{0}$. To perform the asymptotic analysis in this case, we smooth out $\gamma(\mathbf{x}, \phi)$ as follows:

$$
\gamma^{\delta}(\mathbf{x}, \phi)= \begin{cases}\gamma_{\mathcal{A}}(\phi), & s\left(\mathbf{x}, \mathbf{x}_{0}\right)<-\frac{\delta}{2} \\ \gamma_{\mathcal{B}}(\phi), & s\left(\mathbf{x}, \mathbf{x}_{0}\right)>\frac{\delta}{2} \\ \left(\frac{1}{2}+\frac{s\left(\mathbf{x}, \mathbf{x}_{0}\right)}{\delta}\right) \gamma_{\mathcal{A}}(\phi)+\left(\frac{1}{2}-\frac{s\left(\mathbf{x}, \mathbf{x}_{0}\right)}{\delta}\right) \gamma_{\mathcal{B}}(\phi), & -\frac{\delta}{2} \leq s\left(\mathbf{x}, \mathbf{x}_{0}\right) \leq \frac{\delta}{2}\end{cases}
$$

Here $s\left(\mathbf{x}, \mathbf{x}_{0}\right)$ is the signed distance from $\mathbf{x}$ to $\mathbf{x}_{0}$ along the solid boundary and $\delta>0$ is a small parameter. We now assume that the contact point $\tilde{\mathbf{x}}_{0}$ is in the small neighborhood of $\mathbf{x}_{0}$ such that $-\frac{\delta}{2} \leq s\left(\tilde{\mathbf{x}}_{0}, \mathbf{x}_{0}\right) \leq \frac{\delta}{2}$. Then from the equation (3.25), we have

$$
\int_{-\infty}^{+\infty}\left(\Phi^{\prime}\right)^{2} d \xi \cos \theta_{s}+\lambda \int_{-\infty}^{+\infty} \gamma_{\mathcal{A}}^{\prime}(\Phi) \Phi^{\prime} d \xi+(1-\lambda) \int_{-\infty}^{+\infty} \gamma_{\mathcal{B}}^{\prime}(\Phi) \Phi^{\prime} d \xi=0
$$

where $\lambda=\frac{1}{2}+\frac{s\left(\tilde{\mathbf{x}_{0}}, \mathbf{x}_{0}\right)}{\delta} \in[0,1]$. This implies the contact angle on $\tilde{\mathbf{x}}_{0}$ is such that

$$
\cos \theta_{s}=\lambda \cos \theta_{\mathcal{A}}+(1-\lambda) \cos \theta_{\mathcal{B}}
$$

Then let $\delta \rightarrow 0, s\left(\tilde{\mathbf{x}}_{0}, \mathbf{x}_{0}\right) \rightarrow 0$ while $s\left(\tilde{\mathbf{x}}_{0}, \mathbf{x}_{0}\right) / \delta$ is kept fixed. We get the contact angle on $\mathbf{x}_{0}$ could be given by

$$
\begin{equation*}
\cos \theta_{s}=\lambda \cos \theta_{\mathcal{A}}+(1-\lambda) \cos \theta_{\mathcal{B}} \tag{3.30}
\end{equation*}
$$

Notice that $\lambda$ can take any value between 0 and 1 under various choice of $\tilde{\mathbf{x}}_{0}$ in above analysis. Therefore, when the contact point is exactly the meeting point between $\mathcal{A}$ and $\mathcal{B}$, the contact angle $\theta_{s}$ is not unique and can take any value in the range $\theta_{\mathcal{A}} \leq \theta_{s} \leq \theta_{\mathcal{B}}$. The exact value of $\theta_{s}$ has to be determined by other conditions. In the above analysis, it depends on how $\tilde{\mathbf{x}}_{0}$ approaches $\mathbf{x}_{\mathbf{0}}$.


Fig. 3.2. The contact angles on chemically patterned surface.

In conclusion, on the chemically patterned surface, we have that the contact angle at the contact point $\tilde{\mathbf{x}}_{0}$ in various situations as (see Figure 3.2)

$$
\theta_{s}= \begin{cases}\theta_{\mathcal{A}}, & \text { if } \tilde{\mathbf{x}}_{0} \in \mathcal{A}  \tag{3.31}\\ \theta_{\mathcal{B}}, & \text { if } \tilde{\mathbf{x}}_{0} \in \mathcal{B} \\ \theta_{\zeta}, & \text { if } \tilde{\mathbf{x}}_{0} \in \mathcal{R}\end{cases}
$$

with some $\theta_{\zeta}$ such that $\theta_{\mathcal{A}} \leq \theta_{\zeta} \leq \theta_{\mathcal{B}}$. At the borders of the patterned strips, the value of the contact angle is not unique and has to be determined by additional physical conditions.
4. Analysis of the variational problem. The results by asymptotic analysis in last section will be proved in this section. It is easy to see that the stationary problem (2.8) is equivalent to the following energy minimizing problem.

$$
\min I_{\epsilon}\left(\phi^{\epsilon}\right)= \begin{cases}\int_{\Omega} \frac{\epsilon}{2}\left|\nabla \phi^{\epsilon}\right|^{2}+\frac{f\left(\phi^{\epsilon}\right)}{\epsilon} d x d y+\int_{\partial \Omega} \gamma\left(\mathbf{x}, \phi^{\epsilon}\right) d s, & \text { if } \int_{\Omega} \phi^{\epsilon}=C_{0}  \tag{4.1}\\ +\infty, & \text { otherwise }\end{cases}
$$

with some fixed constant $-|\Omega|<C_{0}<|\Omega|$. Thus, to understand the behavior of the stable solution of (2.8), it is equivalent to study the minimizers of the problem (4.1).
4.1. Preliminary. The convergence of functional minimizing problems could be illustrated through $\Gamma$-convergence theory $[3,8]$. In this subsection, we introduce some general definitions and results on $\Gamma$-convergence. The following definition of $\Gamma$-convergence is given in [3].

Definition 4.1. Let $U$ be a metric space equipped with the distance $\rho$. We say a sequence of functionals $F_{j}: U \rightarrow \mathbb{R} \cup\{\infty\} \Gamma$-converges to $F_{0}: U \rightarrow \mathbb{R} \cup\{\infty\}$ if for all $u \in U$ we have
(i) (lower bound inequality) for every sequence $u_{j}$ converging to $u$

$$
F_{0}(u) \leq \liminf _{j \rightarrow \infty} F_{j}\left(u_{j}\right) ;
$$

(ii) (upper bound inequality) there exists a sequence $u_{j}$ converging to $u$ such that

$$
F_{0}(u) \geq \limsup _{j \rightarrow \infty} F_{j}\left(u_{j}\right)
$$

We then introduce some definitions on local minimizers([15]). We say $u$ is a local minimizer of a functional $F$, if

$$
F(u) \leq F(v), \quad \text { whenever } \rho(u, v)<\delta
$$

for some $\delta>0 . u$ is called an isolated local minimizer of the functional $F$, if

$$
F(u)<F(v), \quad \text { whenever } 0<\rho(u, v)<\delta
$$

for some $\delta>0$. Specifically, we say $u$ is a $L_{1}$-local minimizer (an isolated $L_{1}$-local minimizer) if the distance $\rho$ in above definitions is given by $\rho(u, v)=\|u-v\|_{L^{1}(\Omega)}$.

To study the convergence behavior of minimizers based on $\Gamma$-convergence theory, we need more restrictions on the functionals. A functional $F$ is said to be lower semicontinuous, if for any $u \in U$ and any sequence $u_{j}$ converging to $u$, we have

$$
F(u) \leq \liminf _{j \rightarrow \infty} F\left(u_{j}\right)
$$

A sequence of functionals $F_{j}$ are said to be equicoercive, if for any sequence $u_{j}$ such that $\sup _{j} F_{j}\left(u_{j}\right)<\infty$, there exists a subsequence of $u_{j}$ converging to some $u \in U$.

The following lemma is given by R. V. Kohn and P. Sternberg[15].
Lemma 4.1. Let $(U, \rho)$ be a complete metric space and consider a sequence of functionals $F_{j}: U \rightarrow \mathbb{R} \cup\{\infty\}$. Suppose that they are equicoercive and lower semicontinuous. Suppose also that the sequence $F_{j} \Gamma$-converges to $F_{0}$ as $j \rightarrow \infty$. If $u_{0}$ is a isolated local minimizer of $F_{0}$, then there is a sequence $\left\{u_{j}\right\}$ of local minimizers of $F_{j}$, such that $\rho\left(u_{j}, u_{0}\right) \rightarrow 0$ as $j \rightarrow \infty$.
4.2. The $\Gamma$-convergence result. We now study the limiting behavior of the problem (4.1) as $\epsilon$ goes to 0 . A similar problem with chemically homogeneous boundary has been analyzed by L. Modica[17]. The following proposition is a direct generalization of the result in [17].

Proposition 4.1. In the bounded variational function space $B V(\Omega)$, the functional $I_{\epsilon} \Gamma$-converges to $\tilde{I}_{0}$ in $L^{1}(\Omega)$ sense as $\epsilon$ goes to 0 , with $\tilde{I}_{0}$ being defined as
$\tilde{I}_{0}(\phi)=\left\{\begin{array}{lr}\tilde{\sigma}\left|\partial \Omega_{1} \cap \Omega\right|+\int_{\partial \Omega_{1} \cap \partial \Omega} \tilde{\gamma}(\mathbf{x}, 1) d s+\int_{\partial \Omega \backslash \partial \Omega_{1}} \tilde{\gamma}(\mathbf{x},-1) d s, & \text { if } \phi(x)= \pm 1, \text { a.e. } \\ +\infty, & \text { and } \int_{\Omega} \phi=C_{0} ; \\ \text { otherwise } .\end{array}\right.$
Here $\Omega_{1}=\{\mathbf{x} \in \Omega: \phi(\mathbf{x})=1\}$, the surface energy density is

$$
\tilde{\gamma}(\mathbf{x}, t)=\inf _{s}\left\{\gamma(\mathbf{x}, s)+\left|\int_{s}^{t}(2 f(r))^{1 / 2} d r\right|\right\}
$$

and interface energy density is

$$
\tilde{\sigma}=\int_{-1}^{1}(2 f(r))^{1 / 2} d r
$$

REmark 4.1. The difference of the above result from that of Modica[17] is that we allow an inhomogeneous boundary energy density $\gamma(\mathbf{x}, \phi)$. The proof of the proposition is similar to that of Theorem 2.1 in [17] and is given in the Appendix.

For a specific choice of the bulk free energy density $f(\phi)=\frac{\left(1-\phi^{2}\right)^{2}}{4}$, we have the following proposition.

Proposition 4.2. In the bounded variational function space $B V(\Omega)$, the functional $I_{\epsilon} \Gamma$-converges to $I_{0}$ in $L^{1}(\Omega)$ sense as $\epsilon$ goes to 0 , with $I_{0}$ being defined as
$I_{0}(\phi)=\left\{\begin{array}{lr}\sigma\left|\partial \Omega_{1} \cap \Omega\right|+\int_{\partial \Omega_{1} \cap \partial \Omega} \gamma(\mathbf{x}, 1) d s+\int_{\partial \Omega \backslash \partial \Omega_{1}} \gamma(\mathbf{x},-1) d s, & \text { if } \phi(x)= \pm 1 \text { a.e. } \\ & \text { and } \int_{\Omega} \phi=C_{0} ; \\ +\infty, & \text { otherwise. }\end{array}\right.$

Here $\Omega_{1}=\{x \in \Omega: \phi(x)=1\}$, and the interface energy density is given by

$$
\sigma=\int_{-\infty}^{+\infty}\left(\Phi^{\prime}\right)^{2} d \xi
$$

with $\Phi(\xi)$ defined by (3.17).
Proof. We only need to show that $I_{0}$ is the same as $\tilde{I}_{0}$ under the special choice of $f(\phi)=\frac{\left(1-\phi^{2}\right)^{2}}{4}$.

First, we show that $\sigma=\tilde{\sigma}$. Notice that from (3.17), we have

$$
\Phi^{\prime \prime}(\xi)=f^{\prime}(\Phi)
$$

Multiplying by $\Phi^{\prime}$ we get,

$$
\frac{d}{d \xi} \frac{\Phi^{\prime 2}}{2}=\frac{d}{d \xi} f(\Phi(\xi))
$$

From the boundary conditions that $\Phi \rightarrow \pm 1$ and $\Phi^{\prime} \rightarrow 0$ as $\xi \rightarrow \pm \infty$, we have

$$
\frac{\Phi^{\prime 2}}{2}=f(\Phi(\xi))
$$

Since $f$ is a nonnegative function, and $\Phi$ is a monotonic increasing function, we have $\Phi^{\prime}=(2 f(\Phi))^{1 / 2}$ and

$$
\begin{equation*}
\sigma=\int_{-\infty}^{\infty}\left(\Phi^{\prime}\right)^{2} d \xi=\int_{-\infty}^{\infty}(2 f(\Phi))^{1 / 2} \Phi^{\prime} d \xi=\int_{-1}^{1}(2 f(\Phi))^{1 / 2} d \Phi=\tilde{\sigma} \tag{4.3}
\end{equation*}
$$

In addition, we could compute that

$$
\sigma=\tilde{\sigma}=\frac{1}{\sqrt{2}} \int_{-1}^{1}\left(1-r^{2}\right) d r=\frac{2 \sqrt{2}}{3} .
$$

Now we consider the value $\tilde{\gamma}(\mathbf{x}, \pm 1)$. We need the exact form of $\gamma(\mathbf{x}, s)$. From (3.28), we have

$$
\gamma(\mathbf{x}, s)=C-\frac{\sigma}{4} \cos \theta(\mathbf{x})\left(3 s-s^{3}\right)=C-\frac{\sqrt{2}}{6} \cos \theta(\mathbf{x})\left(3 s-s^{3}\right) .
$$

for some constant $C$, which is independent on $s$. Then we could get, for $-1 \leq s, t \leq 1$,

$$
\begin{aligned}
F(\mathbf{x}, t, s) & =\gamma(\mathbf{x}, s)+\frac{\sqrt{2}}{2}\left|\int_{s}^{t}(2 f(r))^{1 / 2} d r\right| \\
& =C-\frac{\sqrt{2}}{6} \cos \theta(\mathbf{x})\left(3 s-s^{3}\right)+\frac{\sqrt{2}}{2}\left|\int_{s}^{t}\left(1-r^{2}\right) d r\right|
\end{aligned}
$$

Direct computation shows that

$$
\begin{equation*}
\tilde{\gamma}(\mathbf{x}, 1)=\min _{s} F(\mathbf{x}, 1, s)=F(\mathbf{x}, 1,1)=\gamma(\mathbf{x}, 1) \tag{4.4}
\end{equation*}
$$

and aslo

$$
\begin{equation*}
\tilde{\gamma}(\mathbf{x},-1)=\min _{s} F(\mathbf{x},-1, s)=F(\mathbf{x},-1,-1)=\gamma(\mathbf{x},-1) . \tag{4.5}
\end{equation*}
$$

This completes the proof.
4.3. The convergence of the minimizers. Using Lemma 4.1 and Proposition 4.2 , we can prove the following theorem,

THEOREM 4.1. If $\phi_{0} \in B V(\Omega)$ is the isolated $L^{1}$-local minimizer of $I_{0}$, then there exists a sequence $\phi_{\epsilon_{j}} \in B V(\Omega)$ of the $L^{1}$-local minimizers of $I_{\epsilon_{j}}$, such that

$$
\lim _{j \rightarrow \infty}\left\|\phi_{\epsilon_{j}}-\phi_{0}\right\|_{L^{1}}=0
$$

as $\epsilon_{j} \rightarrow 0$.
Proof. We only need to show the lower semicontinuous and equicoercive of the functional $I_{\epsilon}$ in $L^{1}$ norm. The proof of the theorem is then standard.

First, we prove the lower semicontinuity. For some $\phi_{\infty} \in B V(\Omega)$, suppose a sequence $\phi_{j} \in H^{1}(\Omega)$ converge to $\phi_{\infty}$ in $L^{1}(\Omega)$, we would like to show that

$$
\begin{equation*}
I_{\epsilon}\left(\phi_{\infty}\right) \leq \operatorname{liminin}_{j \rightarrow \infty} I_{\epsilon}\left(\phi_{j}\right) . \tag{4.6}
\end{equation*}
$$

Without loss of generality, we assume that there exists a constant $M_{1}$ such that

$$
\lim _{j \rightarrow \infty} I_{\epsilon}\left(\phi_{j}\right)=M_{1}<\infty .
$$

Since $f(\cdot) \geq 0$ and $\gamma(\cdot, \cdot) \geq 0$, then we could know that $\left|\phi_{j}\right|_{H^{1}(\Omega)}<M_{1} / \epsilon$. Thus, there exists a subsequence of $\phi_{j}$, without loss of generality, still denoted by $\phi_{j}$, such that

$$
\phi_{j} \rightharpoonup \phi_{\infty} \text { in } H^{1}(\Omega) \text {, and } \phi_{j}(\mathbf{x}) \rightarrow \phi_{\infty}(\mathbf{x}), \text { a.e. } \mathbf{x} \in \Omega .
$$

Then, applying Fatou's lemma, (4.6) can be obtained by the weakly lower semicontinuity of the functional $\epsilon \int_{\Omega}|\nabla \phi|^{2} d x$ (see [12]) and the continuity of $f(\cdot)$ and $\gamma(\mathbf{x}, \cdot)$.

Next, we show the equicoercivity of $I_{\epsilon}$. We need to prove that, for any sequences $\epsilon_{j} \rightarrow 0$ and $\phi_{j}$ such that $\sup _{j} I_{\epsilon_{j}}\left(\phi_{j}\right)<\infty$, there exists a subsequence of $\phi_{j}$ converging to some function $\phi$ in $L^{1}$ norm.

We suppose that there exists a constant $M_{2}$ such that $I_{\epsilon_{j}}\left(\phi_{j}\right)<M_{2}$, then we have

$$
\int_{\Omega} \frac{\left(1-\phi_{j}^{2}\right)^{2}}{4} d x=\int_{\Omega} f\left(\phi_{j}\right) d x<M_{2} \epsilon_{j} \rightarrow 0, \quad \text { as } j \rightarrow \infty
$$

This implies that there exists a subsequence of $\phi_{j}$, without loss of generality, still denoted by $\phi_{j}$, converges in measure to some piecewise constant function $\phi$. It is also easy to see that $\phi_{j}$ are uniformly bounded in $L^{\infty}$, and hence from the convergence in measure, we have, up to a subsequence, $\phi_{j}$ converge to the function $\phi$ in $L^{1}$ norm. $\square$
4.4. The properties of the limiting minimizers. Now we study the geometric properties of the minimizers for the limiting functional $I_{0}$ in (4.2). The following theorem is a generalization of the results by X. Chen and M.Kowalczyk $[7]$.

We assume that the patterned boundary $\partial \Omega=\mathcal{A} \cup \mathcal{B} \cup \mathcal{R}$, with $\mathcal{A}$ and $\mathcal{B}$ being two disjoint open subsets of $\partial \Omega, \mathcal{R}=\left\{\mathbf{x}_{i}\right\}$ composed by some discrete points, we suppose the surface energy density function is defined as

$$
\gamma(\mathbf{x}, \phi)= \begin{cases}\gamma_{\mathcal{A}}(\phi), & \mathbf{x} \in \mathcal{A} ; \\ \gamma_{\mathcal{B}}(\phi), & \mathbf{x} \in \mathcal{B} .\end{cases}
$$

Here $\gamma_{\mathcal{A}}(\phi)$ and $\gamma_{\mathcal{B}}(\phi)$ are such that

$$
\gamma_{\mathcal{A}}^{\prime}(\phi)=-\frac{\sigma}{2} \cos \theta_{\mathcal{A}} s_{\gamma}(\phi), \gamma_{\mathcal{B}}^{\prime}(\phi)=-\frac{\sigma}{2} \cos \theta_{\mathcal{B}} s_{\gamma}(\phi),
$$

with $s_{\gamma}(\phi)=\frac{3}{2}\left(1-\phi^{2}\right)$. Without loss of generality, we assume that $0<\theta_{\mathcal{A}}<\theta_{\mathcal{B}}<\pi$.
Theorem 4.2. Let $\phi_{0} \in B V(\Omega)$ be a $L^{1}$-local minimizer of $I_{0}$. Then, we have

- $\phi_{0}(\mathbf{x})= \pm 1$, a.e. $\mathbf{x} \in \Omega$;
- the interface $\Gamma=\partial \Omega_{1} \cap \Omega$, with $\Omega_{1}=\left\{\mathbf{x} \in \Omega: \phi_{0}(\mathbf{x})=1\right\}$, is of constant curvature;
- the contact angle of the phase $\left(\phi_{0}=1\right)$ at some contact point $\mathbf{x}_{0}$ is

$$
\theta_{s}= \begin{cases}\theta_{\mathcal{A}}, & \text { if } \mathbf{x}_{0} \in \mathcal{A}  \tag{4.7}\\ \theta_{\mathcal{B}}, & \text { if } \mathbf{x}_{0} \in \mathcal{B} \\ \theta_{\zeta}, & \text { if } \mathbf{x}_{0} \in \mathcal{R}\end{cases}
$$

with some $\theta_{\zeta}$ such that $\theta_{\mathcal{A}} \leq \theta_{\zeta} \leq \theta_{\mathcal{B}}$.
Proof. We firstly prove that the interface $\Gamma=\partial \Omega_{1} \cap \Omega$ is of constant curvature. For simplicity, we suppose that $\left|\Omega_{1}\right|$ is samll, and $\Gamma$ is composed of a simple connected curve, which intersects with $\partial \Omega$ on two points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$.

Suppose that the curvature of $\Gamma$ is not constant. Then there exists a domain $\Omega_{2} \subset \Omega$, such that $\left|\Omega_{2}\right|=\left|\Omega_{1}\right|, \tilde{\Gamma}=\partial \Omega_{2} \cap \Omega$ is a circular arc that intersects with $\partial \Omega$ at the two points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. Then we extend $\Omega_{2}$ outside of $\Omega$ to a full circular disk $D$. From the geometric fact that a disk has the smallest circumference among all shapes with the same area, we have

$$
|\tilde{\Gamma}|<|\Gamma|
$$

This implies that, for $\tilde{\phi}=\chi_{\Omega_{2}}-\chi_{\Omega \backslash \Omega_{2}}$, with $\chi_{\Omega_{2}}$ and $\chi_{\Omega \backslash \Omega_{2}}$ being the characteristic function of the domains $\Omega_{2}$ and $\Omega \backslash \Omega_{2}$, respectively,

$$
I_{0}(\tilde{\phi})<I_{0}(\phi)
$$

One can define a homotopic mapping $H(s, \lambda), 0 \leq \lambda \leq 1$, with $H(s, 0)$ and $H(s, 1)$ representing the curves $\Gamma$ and $\tilde{\Gamma}$ respectively, such that the length of the curve $H(s, \lambda)$ is strictly monotonic decreasing with respect to $\lambda$ while the area $\Omega_{\lambda}$ bounded by the curve $H(s, \lambda)$ and $\partial \Omega$ keeps constant for any $\lambda$. Thus, the functions $\phi_{\lambda}=\chi_{\Omega_{\lambda}}-\chi_{\Omega \backslash \Omega_{\lambda}}$ converges to $\phi_{0}$ in $L^{1}$ norm when $\lambda \rightarrow 0$, and

$$
I_{0}\left(\phi_{\lambda}\right)<I_{0}(\phi), \quad 0<\lambda<1 .
$$

This contradicts with the fact that $\phi$ is a $L^{1}$-local minimizer of $I_{0}$. Thus, $\Gamma$ is of constant curvature.

Next, we study the contact angles of the phase $\phi_{0}(\mathbf{x})=1$ with respect to a local minimizer $\phi_{0}$. We follow the procedure used in [7]. We identify the points in $\Omega$ with complex numbers. Suppose that $z(\tau): \mathbb{R}^{1} \rightarrow \mathbb{C}$ is the counterclockwise oriented arclength parameterization of $\partial \Omega$. Then, $z^{\prime}(\tau)$ is the tangential direction of $\partial \Omega$ at the point $z(\tau)$. We then define the following complex function

$$
\begin{equation*}
w(t, \tau, \kappa, \theta)=z(\tau)+z^{\prime}(\tau) e^{i \theta} \int_{0}^{t} e^{i \kappa \tau} d \tau \tag{4.8}
\end{equation*}
$$

It is easy to see that $w(\cdot, \tau, \kappa, \theta)$ is an arclength parameterization of circular arc that intersects $\partial \Omega$ at $z(\tau)$, with a contact angle $\theta$ and has curvature $\kappa$. Here the increasing direction of $w(t, \tau, \kappa, \theta)$ with respect to $t$ indicates the counterclockwise orientation. $\theta$ is defined as the angle of the counterclockwise rotation from $z^{\prime}(\tau)$ to $w_{t}(0, \tau, \kappa, \theta)$ (see figure 4.1). Furthermore, one can show that (see [7]), for any positive constant $0<A<|\Omega|$, there exists a pair $(\tau, \varsigma)$, a positive curvature $\kappa$, an angle $\theta \in[0,2 \pi)$ and a constant $L \in(0,2 \pi /|\kappa|)$, such that

$$
\begin{align*}
z(\varsigma) & =w(L, \tau, \kappa, \theta)  \tag{4.9}\\
A & =\frac{1}{2} \operatorname{Im}\left\{\int_{0}^{L} \bar{w}(t, \tau, \kappa, \theta) w_{t}(t, \tau, \kappa, \theta) d t+\int_{\varsigma}^{\tau} \bar{z}(t) z^{\prime}(t) d t\right\} \tag{4.10}
\end{align*}
$$



FIg. 4.1. the definition of $\theta$ and $\vartheta$.

This means that there exists a circular arc which intersects $\partial \Omega$ at $z(\tau)$ and $z(\varsigma)$, with the arc length $L$ and enclosed area $A$. Here $\theta, \kappa$, and $L$ are functions of $(\tau, \varsigma)$. Furthermore, we have

$$
\begin{equation*}
\frac{\partial L}{\partial \tau}=-\cos \theta(\tau, \varsigma), \quad \frac{\partial L}{\partial \varsigma}=-\cos \vartheta(\tau, \varsigma) \tag{4.11}
\end{equation*}
$$

where $\vartheta$ is the contact angle of the circular arc at $z(\varsigma)$, defined as the angle of the counterclockwise rotation from $\partial \Omega$ to the arc (see Figure 4.1).

Now we compute the derivative of $I_{0}\left(\phi_{0}\right)$ with respect to $\tau$ and $\varsigma$. For simplicity, we consider only the derivative in $\tau$. Suppose that the point $z(\tau)$ is in $\mathcal{A}$, then we have

$$
\begin{align*}
\frac{\partial I_{0}}{\partial \tau} & =\sigma \frac{\partial L}{\partial \tau}+\frac{\partial}{\partial \tau}\left(\int_{\partial \Omega_{1} \cap \partial \Omega} \gamma(\mathbf{x}, 1) d s\right)+\frac{\partial}{\partial \tau}\left(\int_{\partial \Omega \backslash \partial \Omega_{1}} \gamma(\mathbf{x},-1) d s\right) \\
& =-\sigma \cos \theta+\gamma_{\mathcal{A}}(1)-\gamma_{\mathcal{A}}(-1) \tag{4.12}
\end{align*}
$$

Since $\phi_{0}$ is a local minimizer, we have $\frac{\partial I_{0}}{\partial \tau}=0$, which means

$$
-\sigma \cos \theta+\gamma_{\mathcal{A}}(1)-\gamma_{\mathcal{A}}(-1)=0
$$

Notice again that the contact angle of phase $\left(\phi_{0}=1\right)$ on the point $z(\tau)$ is $\theta_{s}=\pi-\theta$, we have

$$
\begin{equation*}
\cos \theta_{s}=-\cos \theta=\frac{\gamma_{\mathcal{A}}(-1)-\gamma_{\mathcal{A}}(1)}{\sigma}=\cos \theta_{\mathcal{A}} \tag{4.13}
\end{equation*}
$$

This implies that $\theta_{s}=\theta_{\mathcal{A}}$.
Similar analysis shows that, if the contact point is in $\mathcal{B}$, the local contact angle will be $\theta_{s}=\theta_{\mathcal{B}}$.

Now we consider the case when the contact point is in $\mathcal{R}$. In this case, the energy $I_{0}$ is not smooth in $\tau$ and we could only compute the left and right derivative of $I_{0}$. Suppose that the material on the left of $z(\tau)$ is $\mathcal{A}$, and the material on the right is $\mathcal{B}$.

Then we could compute the left derivative as

$$
\begin{align*}
\left.\frac{\partial I_{0}}{\partial \tau}\right|_{-} & =\sigma \frac{\partial L}{\partial \tau}+\left.\frac{\partial}{\partial \tau}\right|_{-}\left(\int_{\partial \Omega_{1} \cap \partial \Omega} \gamma(\mathbf{x}, 1) d s\right)+\left.\frac{\partial}{\partial \tau}\right|_{-}\left(\int_{\partial \Omega \backslash \partial \Omega_{1}} \gamma(\mathbf{x},-1) d s\right) \\
& =-\sigma \cos \theta+\gamma_{\mathcal{A}}(1)-\gamma_{\mathcal{A}}(-1) \\
& =\cos \theta_{s}-\cos \theta_{\mathcal{A}} \tag{4.14}
\end{align*}
$$

and the right derivative as

$$
\begin{align*}
\left.\frac{\partial I_{0}}{\partial \tau}\right|_{+} & =\sigma \frac{\partial L}{\partial \tau}+\left.\frac{\partial}{\partial \tau}\right|_{+}\left(\int_{\partial \Omega_{1} \cap \partial \Omega} \gamma(\mathbf{x}, 1) d s\right)+\left.\frac{\partial}{\partial \tau}\right|_{+}\left(\int_{\partial \Omega \backslash \partial \Omega_{1}} \gamma(\mathbf{x},-1) d s\right) \\
& =-\sigma \cos \theta+\gamma_{\mathcal{B}}(1)-\gamma_{\mathcal{B}}(-1) \\
& =\cos \theta_{s}-\cos \theta_{\mathcal{B}} \tag{4.15}
\end{align*}
$$

Since $I_{0}$ is a minimizer, we must have

$$
\begin{equation*}
\left.\frac{\partial I_{0}}{\partial \varsigma}\right|_{-} \leq 0,\left.\quad \frac{\partial I_{0}}{\partial \varsigma}\right|_{+} \geq 0 \tag{4.16}
\end{equation*}
$$

This implies the following condition for the contact angles,

$$
\begin{equation*}
\theta_{\mathcal{A}} \leq \theta_{s} \leq \theta_{\mathcal{B}} \tag{4.17}
\end{equation*}
$$

The situation for $z(\varsigma)$ can be proved in a similar way. This completes our proof. $\square$

REMARK 4.2. In the proof of the theorem, we did not consider the situation when the material on the left of $z(\tau)$ is $\mathcal{B}$, and the material on the right is $\mathcal{A}$. In fact, for $a \phi$ corresponding to such a configuration, we always have

$$
\left.\frac{\partial I_{0}(\phi)}{\partial \tau}\right|_{-}=\cos \theta_{s}-\cos \theta_{\mathcal{B}}>\cos \theta_{s}-\cos \theta_{\mathcal{A}}=\left.\frac{\partial I_{0}(\phi)}{\partial \tau}\right|_{+}
$$

This means that the function $\phi$ can not be a local minimizer in this case. As we will see in the examples in next section, the contact line jumps at such point.
5. Some examples for wetting hysteresis. The results in the previous sections provide a clear geometric picture of the equilibrium configuration in two dimensions. This enables us to explicitly calculate and minimize the total surface energy for some two-phase fluid systems with simple geometry. By considering the quasi-static motion of the interface on the patterned surfaces, described by the change of volume (or volume fraction), we can follow the change of the energy landscape, the change of contact angles and contact angle hysteresis. In this section, we study two explicit examples: the Poiseuille type flow on a patterned surface and a drop spreading on a patterned surface.
5.1. Quasi-static flow in a chemically patterned channel. We first consider a two phase quasi-static flow in a channel as shown in figure 5.1. The height of the channel is $2 h$. The length of the channel is $2 L$ with the lower side denoted by $A C$ and the middle point denoted by $B$. In the following examples, we always choose $h=4, L=10$. The channel is patterned with two materials with equal length $A B$ and $B C$ with contact angles $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$ respectively. The fluid interface energy density is given by $\gamma$. Denote the domain occupied by fluid 1 as $\Omega_{1}$, and the domain occupied


Fig. 5.1. The channel consists of two materials.
by fluid 2 as $\Omega_{2}$. The results from the previous sections show that the interface is part of a circle with a contact point $D$ on the lower side and a contact angle of fluid 2 on the solid surface $\theta$. The length of the interval $A D$ is denoted by $x$. The difference of the areas are measured by a parameter $\alpha$ defined as following:

$$
\begin{equation*}
\left|\Omega_{1}\right|-\left|\Omega_{2}\right|=\alpha \cdot(2 L) \cdot(2 h) \tag{5.1}
\end{equation*}
$$

so that $-1<\alpha<1$. From (5.1), it is easy to show that $x$ is related to $\theta$ as,

$$
x=L-\frac{1}{2} \frac{h}{\cos ^{2} \theta}\left(\left(\frac{\pi}{2}-\theta\right)-\cos \theta \sin \theta\right)+\alpha L .
$$

or equivalently

$$
\begin{equation*}
\hat{x}=\frac{x-L}{h}=-\frac{1}{2 \cos ^{2} \theta}\left(\frac{\pi}{2}-\theta-\cos \theta \sin \theta\right)+\alpha \frac{L}{h} . \tag{5.2}
\end{equation*}
$$

Notice that for any fixed $\alpha, \hat{x}$ is monotone-increasing function of $\theta$.
We denote $\Sigma_{0}, \Sigma_{1}$ and $\Sigma_{2}$ the fluid-fluid interface, solid-fluid1 interface and solidfluid2 interface, respectively. Notice that $\cos \theta_{\mathcal{A}}=\frac{\gamma_{1, \mathcal{A}}-\gamma_{2, \mathcal{A}}}{\gamma}$ and $\cos \theta_{\mathcal{B}}=\frac{\gamma_{1, \mathcal{B}}-\gamma_{2, \mathcal{B}}}{\gamma}$. Then, the normalized total surface energy of the system can then be calculated in terms of $\theta$ and $\alpha$ :

$$
\begin{equation*}
\hat{E}(\theta, \alpha)=\frac{E}{\gamma h}=\frac{\gamma\left|\Sigma_{0}\right|+\gamma_{1}\left|\Sigma_{1}\right|+\gamma_{2}\left|\Sigma_{2}\right|}{\gamma h}=\frac{(\pi-2 \theta)}{\cos \theta}+2 \hat{x} \beta+e_{0} \tag{5.3}
\end{equation*}
$$

where $e_{0}$ is a constant independent of $\theta$ and $\alpha, \hat{x}$ is given by (5.2) and

$$
\beta= \begin{cases}\cos \theta_{\mathcal{A}} & \text { if } \hat{x}<0 \\ \cos \theta_{\mathcal{B}} & \text { if } \hat{x}>0\end{cases}
$$

To understand the stick-slip motion of the interface and the contact angle hysteresis, we consider quasi-static motion of the interface as $\alpha$ changes. The increasing or decreasing of parameter $\alpha$ then correspond to the right or left motion of the interface. For each fixed $\alpha$, the stable configurations can be obtained from locally minimizing the normalized total surface energy (5.3) with respect to $\theta$. The corresponding contact point $\hat{x}$ and contact angle $\theta_{s}$ are also obtained. We study separately the stick $\left(\theta_{\mathcal{A}}>\theta_{\mathcal{B}}\right)$ and $\operatorname{slip}\left(\theta_{\mathcal{A}}<\theta_{\mathcal{B}}\right)$ cases.

Contact line slip. We first consider the case when $\theta_{\mathcal{A}}<\theta_{\mathcal{B}}$. In the upper row of the Figure 5.2, we plot $\hat{E}(\theta, \alpha)$ as a function of $\theta$ for different values of $\alpha$. It is easy to show that there are two critical $\alpha$ values

$$
\alpha_{-}=\frac{h}{2 L}\left(\frac{\pi / 2-\theta_{\mathcal{B}}}{\cos ^{2}\left(\theta_{\mathcal{B}}\right)}-\tan \left(\theta_{\mathcal{B}}\right)\right), \quad \alpha_{+}=\frac{h}{2 L}\left(\frac{\pi / 2-\theta_{\mathcal{A}}}{\cos ^{2}\left(\theta_{\mathcal{A}}\right)}-\tan \left(\theta_{\mathcal{A}}\right)\right)
$$

such that the normalized energy $\hat{E}(\theta, \alpha)$ experiences a transition from a single well function (in $\theta$ ) to a double well function (or vise versa) at $\alpha_{-}$and $\alpha_{+}$. For $\alpha<\alpha_{-}$, $\hat{E}$ has a unique minimum at $\theta_{\mathcal{A}}$. For $\alpha_{-}<\alpha<\alpha_{+}, \hat{E}$ has two local minimums at $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$. For $\alpha>\alpha_{+}, \hat{E}$ has a unique minimum at $\theta_{\mathcal{B}}$. The existence of multiple local minimum for $\hat{E}$ for $\alpha_{-}<\alpha<\alpha_{+}$(i.e when the interface is close to the transition point of the pattern) is the origin for the contact angle hysteresis. In the lower row of the Figure 5.2, we plot the stable contact angle $\theta_{s}$ and the contact point $\hat{x}$ as the functions of $\alpha$. As $\alpha$ increases (or interface moves from left to right) and passes $\alpha_{-}$, the system chooses to stay in the same local minimum at the contact angle $\theta_{\mathcal{A}}$ since it costs energy to switch to the other minimum. When $\alpha$ passes $\alpha_{+}, \theta_{\mathcal{A}}$ is no longer a local minimum and the contact angle has to switch instantly to $\theta_{\mathcal{B}}$ (which is now the only local minimum) as the contact point jumps a distance $\Delta l$ where

$$
\begin{equation*}
\Delta l=\frac{h}{2}\left|\left(\frac{\pi / 2-\theta_{\mathcal{A}}}{\cos ^{2} \theta_{\mathcal{A}}}-\frac{\pi / 2-\theta_{\mathcal{B}}}{\cos ^{2} \theta_{\mathcal{B}}}\right)+\left(\tan \theta_{\mathcal{B}}-\tan \theta_{\mathcal{A}}\right)\right| . \tag{5.4}
\end{equation*}
$$

On the other hand, when the interface moves from right to left, the stable contact angle chooses to stay at $\theta_{\mathcal{B}}$ before it has to switch to $\theta_{\mathcal{A}}$ at $\alpha=\alpha_{-}$. We therefore observe hysteresis in both
Contact line pinning. The case when $\theta_{\mathcal{A}}>\theta_{\mathcal{B}}$ corresponds to the pinning (stick) of the interface. In Figure 5.3, we plot the energy $\hat{E}(\theta, \alpha)$ for different values of $\alpha$ in the upper row and stable contact angle $\theta_{s}$ and contact point $\hat{x}$ in the lower row. It is easy to see that $\hat{E}(\theta, \alpha)$ always has a unique minimum at $\theta_{s}$ for all $\alpha$ and

$$
\theta_{s}= \begin{cases}\theta_{\mathcal{A}} & \text { if } \alpha \leq \alpha_{-} \\ \theta_{s} \text { determined by (5.2) with } \hat{x}=0, & \text { if } \alpha_{-}<\alpha<\alpha_{+} \\ \theta_{\mathcal{B}}, & \text { if } \alpha \geq \alpha_{+}\end{cases}
$$

Here $\alpha_{-}$and $\alpha_{+}$are now given by

$$
\alpha_{-}=\frac{h}{2 L}\left(\frac{\pi / 2-\theta_{\mathcal{A}}}{\cos ^{2}\left(\theta_{\mathcal{A}}\right)}-\tan \left(\theta_{\mathcal{A}}\right)\right), \quad \alpha_{+}=\frac{h}{2 L}\left(\frac{\pi / 2-\theta_{\mathcal{B}}}{\cos ^{2}\left(\theta_{\mathcal{B}}\right)}-\tan \left(\theta_{\mathcal{B}}\right)\right)
$$

As $\alpha$ increases (or as the interface moves from left to right) and reaches $\alpha_{-}$, the interface is pinned at point $B(\hat{x}=0)$ as $\alpha$ continues to increase from $\alpha_{-}$to $\alpha_{+}$and the contact angle switches gradually from $\theta_{\mathcal{A}}$ to $\theta_{\mathcal{B}}$. As $\alpha$ decreases (or the interface goes back from right to left), it follows exactly the same path. The contact point is pinned at the same position and the contact angle switches gradually from $\theta_{\mathcal{B}}$ to $\theta_{\mathcal{A}}$. No hysteresis is observed in this case.

We next consider a channel periodically patterned with materials with different contact angles $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$ on the solid boundary ( Figure 5.4). We assume there are $k$ periodic patterns in the interval $\left[\frac{L}{2}, \frac{L}{2}\right]$. In each period, the two materials occupies


Fig. 5.2. Contact angle hysteresis and contact line slipping. Upper row: The normalized energy (5.3) as functions of $\theta$ for different $\alpha$. The solid lines are $\hat{E}(\theta)$ at $\alpha_{-}$and $\alpha_{+}$. Lower row: contact angle (left) and contact point(right) as functions of $\alpha$. Here $\theta_{\mathcal{A}}=\frac{\pi}{5}, \theta_{\mathcal{B}}=\frac{7 \pi}{10}$, $\alpha_{-}=-0.088$ and $\alpha_{+}=0.143$
the same area $\Delta x=\frac{L}{2 k}$. The normalized energy can be computed as the following:

$$
\hat{E}=e_{0}+ \begin{cases}\frac{\pi-2 \theta}{\cos \theta}+2 \hat{x} \cos \theta_{\mathcal{A}}, & \hat{x} \leq-\frac{L}{2 h}  \tag{5.5}\\ \frac{\pi-2 \theta}{\cos \theta}-\frac{(L-2 \Delta x) \cos \theta_{\mathcal{A}}}{h}+\frac{2 I_{x} \Delta x\left(\cos \theta_{\mathcal{A}}+\cos \theta_{\mathcal{B}}\right)}{h} & \\ \quad+2\left(\hat{x}-\frac{\left(2 I_{x}+1\right) \Delta x}{h}+\frac{L}{2 h}\right) \hat{\beta}, & -\frac{L}{2 h} \leq \hat{x} \leq \frac{L}{2 h} \\ \frac{\pi-2 \theta}{\cos \theta}+2 \hat{x} \cos \theta_{\mathcal{B}}, & \hat{x} \geq \frac{L}{2 h}\end{cases}
$$

where $I_{x}=\left[\frac{2 \hat{x} h+L}{4 \Delta x}\right]$ is the integer part of the number $\frac{2 \hat{x} h+L}{4 \Delta x}=\frac{x-L / 2}{2 \Delta x}$, representing the number of complete periods occupied by fluid 1 , and

$$
\hat{\beta}= \begin{cases}\cos \theta_{\mathcal{A}} & \text { if } \frac{2 \hat{x} h+L}{4 \Delta x}-I_{x} \leq \frac{1}{2} \\ \cos \theta_{\mathcal{B}}, & \text { otherwise }\end{cases}
$$

In the examples below, we take $\theta_{\mathcal{A}}=\frac{\pi}{5}$ and $\theta_{\mathcal{B}}=\frac{7 \pi}{10}$.
We now study the behavior of the quasistatic motion of the interface as the period $k$ increases (or as the size of the pattern $\Delta x$ decreases). Three different cases


FIG. 5.3. Contact line pinning. Upper row: The normalized energy as functions of $\theta$ (5.3) for different $\alpha$. Lower row: contact angle (left) and contact point(right) as functions of $\alpha$. Here $\theta_{\mathcal{A}}=\frac{7 \pi}{10}, \theta_{\mathcal{B}}=\frac{\pi}{5}, \alpha_{-}=-0.088$ and $\alpha_{+}=0.143$


FIG. 5.4. The chemically patterned channels
are shown in Figure $5.5(k=2)$, Figure $5.6(k=5)$ and Figure $5.7(k=15)$ where the
contact angle $\theta_{s}$ and the contact point $\hat{x}$ are plotted as a function of $\alpha$. For $k=2$, the behavior of the interface is a simple repeat of the stick-slip behavior described in Fig. 5.3. For $k=5,15$, we see that the amplitude of the stick-slip becomes weaker as the size of the pattern $\Delta x$ decreases. When $\Delta x<\Delta l$, the contact angle cannot switch completely between $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$ because there is no room for such a switching. In fact, as $\Delta x$ becomes smaller and smaller, the contact angle oscillates around $\theta_{\mathcal{B}}$ ( or $\theta_{\mathcal{A}}$ ) as the interface moves to the left (or to the right), displaying apparent advancing (or receeding) contact angle (Figure 5.6 5.7) .


Fig. 5.5. The contact angle and contact point as functions of $\alpha$ with $k=2$. A simple repeat of the stick-slip motion and contact angle switching and contact angle hysteresis. $\theta_{\mathcal{A}}=$ $\frac{\pi}{5}, \theta_{\mathcal{B}}=\frac{7 \pi}{10}$.


Fig. 5.6. The contact angle and contact point as functions of $\alpha$ with $k=5$. Here the pattern size $\Delta x<\Delta l$ so that contact angle will not switch. $\theta_{\mathcal{A}}=\frac{\pi}{5}, \theta_{\mathcal{B}}=\frac{7 \pi}{10}$.
5.2. A drop spreading on a patterned surface. We now study the hysteresis behavior of a drop spreading on a patterned surface. We assume that the surface is periodically patterned in the interval $(-R, R)$ as shown in Figure 5.8. We assume that the interval $(-R, R)$ is divided into $k+\frac{1}{2}$ periods with equal partition of two materials. The half period in the center is occupied by the material $\mathcal{B}$. Let $\Delta x=\frac{2 R}{4 k+1}$


Fig. 5.7. The contact angle and contact point as functions of $\alpha$ with $k=15$. Here the pattern size is small enough so that one observes clear advancing and receding contact angles. $\theta_{\mathcal{A}}=\frac{\pi}{5}, \theta_{\mathcal{B}}=\frac{7 \pi}{10}$.

(a) advancing angle

(b) advancing angle

Fig. 5.8. Drop spreading and receding on patterned surface
denote the length of a half period. Let $r$ be the radius of the drop on the solid surface and $\theta$ be the contact angle. Then for any fixed drop volume $V, r$ will be a function of the contact angle $\theta$ and the total surface energy $E$ will also be a function of $r(\theta)$ and $\theta$. We then compute the normalized radius $\hat{r}$,

$$
\begin{equation*}
\hat{r}=\frac{r}{R}=\frac{\sqrt{V} \sin \theta}{R \sqrt{\theta-\sin \theta \cos \theta}}, \tag{5.6}
\end{equation*}
$$

The total normalized energy can be computed as
$\hat{E}(\theta, V)=\frac{E}{2 \gamma R}=e_{1}+\frac{\hat{r} \theta}{\sin \theta}+ \begin{cases}-\hat{r} \cos \theta_{\mathcal{B}}, & \hat{r}<\frac{\Delta x}{2 R} ; \\ -\left(\hat{r}-\frac{\left(4 I_{r}+3\right) \Delta x}{2 R}\right) \beta-\frac{\left(\cos \theta_{\mathcal{A}}+\cos \theta_{\mathcal{B}}\right)\left(1+2 I_{r}\right) \Delta x}{2 R} & \\ -\frac{\Delta x \cos \theta_{\mathcal{A}}}{2 R}, & \frac{\Delta x}{2 R} \leq \hat{r} \leq 1 ; \\ -\hat{r} \cos \theta_{\mathcal{A}}+\frac{2 \hat{r}+\Delta x / R}{4}\left(\cos \theta_{\mathcal{A}}-\cos \theta_{\mathcal{B}}\right), & \hat{r} \geq 1 .\end{cases}$
where $e_{1}$ is a constant independent of $V$ and $\theta, I_{r}=\left[\frac{2 r-\Delta x}{4 \Delta x}\right]$ is the integer part of the number $\frac{r-\Delta x / 2}{2 \Delta x}$, representing the number of complete periods contained in the distance $r$, and

$$
\beta= \begin{cases}\cos \theta_{\mathcal{A}}, & \text { if } \frac{2 r-\Delta x}{4 \Delta x}-I_{r} \leq \frac{1}{2} \\ \cos \theta_{\mathcal{B}}, & \text { otherwise }\end{cases}
$$

In Figure $5.9(k=1)$ and Figure $5.10(k=15)$, we plot the contact angle $\theta_{s}$ and the contact point $\hat{x}$ as functions of the volume $V$ (in log scale). In both cases, we take $\theta_{\mathcal{A}}=\frac{\pi}{5}$ and $\theta_{\mathcal{B}}=\frac{7 \pi}{10}$. The phenomena here are similar to that described in the previous section for the channel flow. For $k=1$, the contact point goes through stickslip motion and the contact angle switches between $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$ displaying hysteresis. When the scale of the pattern is small (for $k=15$ ), we observe weaker stick-slip but stronger hysteresis displaying the advancing contact angle $\theta_{\mathcal{B}}$ when the volume of the drop is increasing, and the receding contact angle $\theta_{\mathcal{A}}$ when the volume of the drop is decreasing. However, in the drop spreading case, the amount of the contact point jump $\Delta l$ (when experiencing a complete switching between $\theta_{\mathcal{A}}$ and $\theta_{\mathcal{B}}$ ) is volume dependent and is given by

$$
\begin{equation*}
\Delta l=\sqrt{V}\left|\frac{\sin \theta_{\mathcal{B}}}{\sqrt{\theta_{\mathcal{B}}-\sin \theta_{\mathcal{B}} \cos \theta_{\mathcal{B}}}}-\frac{\sin \theta_{\mathcal{A}}}{\sqrt{\theta_{\mathcal{A}}-\sin \theta_{\mathcal{A}} \cos \theta_{\mathcal{A}}}}\right| \tag{5.8}
\end{equation*}
$$

Therefore the oscillations near the advancing and receding angles not only decrease with size of the pattern $\Delta x$ but also decrease with volume of the drop $V$.


Fig. 5.9. The contact angle hysteresis and stick-slip motion of a drop with $k=1 . \theta_{\mathcal{A}}=\frac{\pi}{5}$, $\theta_{\mathcal{B}}=\frac{7 \pi}{10}$.
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Appendix. Proof of Proposition 4.1. We only need to prove the following two lemmas for the lower-bound and upper-bound inequalities of $\Gamma$-convergence $[3,8]$.


Fig. 5.10. The contact angle hysteresis displaying advancing and receding contact angles. Here $k=15 . \theta_{\mathcal{A}}=\frac{\pi}{5}, \theta_{\mathcal{B}}=\frac{7 \pi}{10}$

Lemma A.1.(The lower-bound inequality) For any $\phi_{\epsilon} \in B V(\Omega)$, if $\phi_{\epsilon} \rightarrow \phi_{0}$ in $L^{1}(\Omega)$ and $\lim \inf _{\epsilon \rightarrow 0} I_{\epsilon}\left(\phi_{\epsilon}\right)<\infty$, then we have: $\phi_{0} \in B V(\Omega), \phi_{0}= \pm 1$, a.e., $\int_{\Omega} \phi=C_{0}$ and

$$
\begin{equation*}
\tilde{I}_{0}\left(\phi_{0}\right) \leq \liminf _{\epsilon \rightarrow 0} I_{\epsilon}\left(\phi_{\epsilon}\right) \tag{A.1}
\end{equation*}
$$

Proof. Since $\phi_{\epsilon} \rightarrow \phi_{0}$ in $L^{1}$, we can choose a subsequence (still denoted by $\phi_{\epsilon}$ ) such that $\phi_{\epsilon} \rightarrow \phi$ almost everywhere $x \in \Omega$. So $f\left(\phi_{\epsilon}\right) \rightarrow f(\phi)$, a.e. $x \in \Omega$. By Fatou's lemma, we have

$$
\int_{\Omega} f\left(\phi_{0}\right) d x \leq \liminf _{\epsilon \rightarrow 0} \int_{\Omega} f\left(\phi_{\epsilon}\right) \leq \liminf _{\epsilon \rightarrow 0} \epsilon I\left(\phi_{\epsilon}\right)=0 .
$$

Notice that $f\left(\phi_{0}\right) \geq 0$, we have $f\left(\phi_{0}(x)\right)=0$, a.e. $x \in \Omega$. This implies that $\phi_{0}=$ $\pm 1, x \in \Omega$.

Notice that $I_{\epsilon}\left(\phi_{\epsilon}\right)<\infty$, from the definition of the $I_{\epsilon}$, we know that $\int_{\Omega} \phi_{\epsilon}=C_{0}$, notice again $\phi_{\epsilon} \rightarrow \phi_{0}$ in $L^{1}(\Omega)$, we have $\int_{\Omega} \phi_{0}=C_{0}$.

To prove the lower-bound inequality (A.1), we define the function

$$
F(t)=\int_{-1}^{t}(2 f(r))^{\frac{1}{2}} d r
$$

We then have

$$
\begin{aligned}
\int_{\Omega}\left|D F\left(\phi_{\epsilon}\right)\right| d x & \leq \int_{\Omega}\left|F^{\prime}\left(\phi_{\epsilon}\right)\right|\left|\nabla \phi_{\epsilon}\right| d x \\
& =\int_{\Omega}\left(2 f\left(\phi_{\epsilon}\right)\right)^{\frac{1}{2}}\left|\nabla \phi_{\epsilon}\right| d x \\
& \leq \int_{\Omega} \epsilon f\left(\phi_{\epsilon}\right)+\frac{\left|\nabla \phi_{\epsilon}\right|^{2}}{2 \epsilon} d x .
\end{aligned}
$$

Using the inequality $\tilde{\gamma}(x, \phi) \leq \gamma(x, \phi)$, we have

$$
\int_{\Omega}\left|D F\left(\phi_{\epsilon}\right)\right| d x+\int_{\partial \Omega} \tilde{\gamma}\left(x, \phi_{\epsilon}\right) d s \leq I_{\epsilon}\left(\phi_{\epsilon}\right)<\infty
$$

In addition, similar to Proposition 1.4 in [17], we can show that $F\left(\phi_{0}\right) \in B V(\Omega)$ and

$$
\int_{\Omega}\left|D F\left(\phi_{0}\right)\right| d x+\int_{\partial \Omega} \tilde{\gamma}\left(x, \phi_{0}\right) d s \leq \liminf _{\epsilon \rightarrow 0} \int_{\Omega}\left|D F\left(\phi_{\epsilon}\right)\right| d x+\int_{\partial \Omega} \tilde{\gamma}\left(x, \phi_{\epsilon}\right) d s \leq \liminf _{\epsilon \rightarrow 0} I_{\epsilon}\left(\phi_{\epsilon}\right) .
$$

Notice also that

$$
\int_{\Omega}\left|D F\left(\phi_{0}\right)\right| d x=\int_{-\infty}^{+\infty} P_{\Omega}\left(\left\{x \in \Omega: F\left(\phi_{0}(x)\right)>t\right\}\right) d t=\int_{F(-1)}^{F(1)} P_{\Omega_{1}} d t=\tilde{\sigma}\left|\partial \Omega_{1} \cap \Omega\right|
$$

$\underset{\sim}{\text { with }} P_{\Omega}(\tilde{\Omega})=|\partial \tilde{\Omega} \cap \Omega|$ and $\Omega_{1}=\left\{x \in \Omega: \phi_{0}(x)=1\right\}$. We have $\phi_{0} \in B V(\Omega)$ and $\tilde{I}_{0}\left(\Omega_{0}\right) \leq \lim _{\inf }^{\epsilon \rightarrow 0} 10 I_{\epsilon}\left(\phi_{\epsilon}\right)$.

Remark A.1 The original version of Proposition 1.4 in [17] is for the homogeneous boundary condition. This is

$$
\int_{\Omega}\left|D F\left(\phi_{0}\right)\right| d x+\int_{\partial \Omega} \tilde{\gamma}\left(\phi_{0}\right) d s \leq \liminf _{\epsilon \rightarrow 0} \int_{\Omega}\left|D F\left(\phi_{\epsilon}\right)\right| d x+\int_{\partial \Omega} \tilde{\gamma}(\phi) d s
$$

However, this result is also true for the inhomogeneous boundary condition $\tilde{\gamma}(x, \phi)$. The reason is that the proof is Proposition 1.4 in [17] is based on Proposition 1.2 in the same paper, which is originally for the general boundary condition $\tilde{\gamma}(x, \phi)$.

Lemma A.2.(The upper-bound inequality) For any $\phi_{0} \in B V(\Omega), \phi_{0}= \pm 1$, a.e. $x \in$ $\Omega, \int_{\Omega} \phi_{0} d x=C_{0}$, such that $I_{0}\left(\phi_{0}\right)<\infty$, we have

$$
\limsup _{\epsilon \rightarrow 0^{+}} \inf _{\phi \in U_{r}\left(\phi_{0}\right)} I_{\epsilon}(\phi) \leq I_{0}\left(\phi_{0}\right)
$$

with

$$
U_{r}\left(\phi_{0}\right)=\left\{\phi \in H^{1}(\Omega):\left\|\phi-\phi_{0}\right\|_{L^{2}(\Omega)}<r, \int_{\Omega} \phi d x=\int_{\Omega} \phi_{0} d x\right\}
$$

Proof. For any $\phi_{0} \in B V(\Omega), \phi_{0}= \pm 1$, a.e. $x \in \Omega, \int_{\Omega} \phi_{0} d x=C_{0}$, we set $\Omega_{1}=\{x \in$ $\Omega: \phi(x)=1\}$. As in [17], we could construct a sequence $\tilde{\phi}_{\epsilon}$, which is also shown in Figure A.1. Let $\Gamma=\partial \Omega_{1} \cap \Omega, \Omega_{2}=\Omega \backslash \Omega_{1}$. The domain $\Omega$ is divided into several parts:
$A_{1}=\Omega_{1} \cap\left\{x \in \Omega, d(x, \partial \Omega)>C_{1} \epsilon\right\} ;$
$A_{2}=\left(\Omega_{2} \cap\left\{x \in \Omega, d(x, \partial \Omega)>C_{1} \epsilon\right\} \cap\left\{x \in \Omega, d(x, \Gamma)>C_{1} \epsilon\right\}\right) \backslash B_{\epsilon} ;$
with $B_{\epsilon}=\left\{x \in \Omega_{2}:\left|x-x_{0}\right|<\epsilon^{1 / 2}\right\}$ for some $x_{0} \in \Omega_{2}, d\left(x_{0}, \partial \Omega\right)>\epsilon^{\frac{1}{2}}$;
and other boundary layers.


Figure A.1. The construction of $\phi_{\epsilon}$ in [17].
The $\phi_{\epsilon}$ is defined as

$$
\phi_{\epsilon}(x)= \begin{cases}1 & x \in A_{1} \\ -1 & x \in A_{2} \\ L & x \in \partial \Omega_{1} \cap \partial \Omega \\ M & x \in \partial \Omega_{2} \cap \partial \Omega \cap\left\{x \in \partial \Omega: d(x, \Gamma)>C_{1} \epsilon\right\}\end{cases}
$$

$\phi_{\epsilon}$ is set to some functions continuous to boundary in the boundary layers and in $B_{\epsilon}$. For simplicity, we do not give the exact definition of these continuous functions. Readers who are interested are referred to the definitions in [17]. The constructed functions $\phi_{\epsilon}$ are such that the following conditions(see in[17]):

$$
\lim _{\epsilon \rightarrow 0} \int_{\Omega}\left|\phi_{\epsilon}-\phi_{0}\right|^{2} d x=1, \int_{\Omega} \phi_{\epsilon} d x=C_{0}
$$

and

$$
\begin{aligned}
\limsup _{\epsilon \rightarrow 0} \int_{\Omega} \epsilon\left|\nabla \phi_{\epsilon}\right|^{2}+\frac{2}{\epsilon} f\left(\phi_{\epsilon}\right) d x \leq & 2\left|\partial \Omega_{1} \cap \Omega\right| \int_{-1}^{1}(\delta+2 f(t))^{1 / 2} d t \\
& +2\left|\partial \Omega_{2} \cap \partial \Omega\right|\left|\int_{-1}^{M}(\delta+2 f(t))^{1 / 2} d t\right| \\
& +2\left|\partial \Omega_{1} \cap \partial \Omega\right|\left|\int_{1}^{L}(\delta+2 f(t))^{1 / 2} d t\right|
\end{aligned}
$$

Here $\delta>0$ is a number independent of $L$ and $M$.

Thus, we have: for any $r>0$,

$$
\begin{aligned}
& \limsup _{\epsilon \rightarrow 0} \inf _{\phi \in U_{r}\left(\phi_{0}\right)} I_{\epsilon}(\phi) \leq \limsup _{\epsilon \rightarrow 0} I_{\epsilon}\left(\phi_{\epsilon}\right) \\
& =\limsup _{\epsilon \rightarrow 0} \int_{\Omega} \frac{\epsilon}{2}\left|\nabla \phi_{\epsilon}\right|^{2}+\frac{f\left(\phi_{\epsilon}\right)}{\epsilon} d x+\int_{\partial \Omega} \gamma\left(x, \phi_{\epsilon}\right) d s \\
& \leq\left|\partial \Omega_{1} \cap \Omega\right| \int_{-1}^{1}(\delta+2 f(t))^{1 / 2} d t \\
& +\left|\partial \Omega_{2} \cap \partial \Omega\right|\left|\int_{-1}^{M}(\delta+2 f(t))^{1 / 2} d t\right|+\int_{\partial \Omega_{2} \cap \partial \Omega} \gamma(x, M) d s \\
& +\left|\partial \Omega_{1} \cap \partial \Omega\right|\left|\int_{1}^{L}(\delta+2 f(t))^{1 / 2} d t\right|+\int_{\partial \Omega_{1} \cap \partial \Omega} \gamma(x, L) d s . \\
& =\left|\partial \Omega_{1} \cap \Omega\right| \int_{-1}^{1}(\delta+2 f(t))^{1 / 2} d t \\
& +\int_{\partial \Omega_{2} \cap \partial \Omega}\left|\int_{-1}^{M}(\delta+2 f(t))^{1 / 2} d t\right|+\gamma(x, M) d s \\
& +\int_{\partial \Omega_{1} \cap \partial \Omega}\left|\int_{1}^{L}(\delta+2 f(t))^{1 / 2} d t\right|+\gamma(x, L) d s .
\end{aligned}
$$

Notice the left of the above inequality is independent of $\delta, M$ and $L$, we could take infimum with respect to these parameters on the right. Notice also the definition of $\tilde{\gamma}(x, \pm 1)$, we get that

$$
\begin{aligned}
\limsup _{\epsilon \rightarrow 0} \inf _{\phi \in U_{r}\left(\phi_{0}\right)} I_{\epsilon}(\phi) \leq & \left|\partial \Omega_{1} \cap \Omega\right| \int_{-1}^{1}(2 f(t))^{1 / 2} d t+\int_{\partial \Omega_{2} \cap \partial \Omega} \tilde{\gamma}(x,-1) d s \\
& +\int_{\partial \Omega_{1} \cap \partial \Omega} \tilde{\gamma}(x, 1) d s \\
= & I_{0}\left(\phi_{0}\right)
\end{aligned}
$$

We have proved the upper-bound inequality.
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