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## Chapter 1

## Geometry of Self Similar Sets

In this chapter, we will review basics on geometry of self-similar sets which will be needed later. Namely, we will explain what is a self-similar set (in §1.1), how we can understand the structure of a self-similar set (in $\S 1.2$ and $\S 1.3$ ) and how to calculate the Hausdorff dimension of a self-similar set (in §1.5). The key notion is "self-similar structure" introduced in $\S 1.3$, which is a description of a self-similar set from a purely topological viewpoint. As we will explain in §1.3, topological structure of a self-similar set is essential in constructing analytical structure like Laplacians and Dirichlet forms. More precisely, if two self-similar sets are topologically same (i.e. homeomorphic), then analytical structure on one self-similar set can be transferred to another self-similar set through the homeomorphism.

## §1.1 Construction of self similar sets

In this section, we will formulate self-similar sets on a metric space and show an existence and uniqueness theorem for self-similar sets. First we will introduce the notion of contractions on a metric space.

Notation. Let $(X, d)$ be a metric space. For $x \in X$ and $r>0$,

$$
B_{r}(x)=\{y: y \in X, d(x, y) \leq r\}
$$

Definition 1.1.1. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces. A map $f: X \rightarrow Y$ is said to be (uniformly) Lipschitz continuous on $X$ with respect to $d_{X}, d_{Y}$ if

$$
L=\sup _{x, y \in X, x \neq y} \frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)}<\infty .
$$

The above constant $L$ is called the Lipschitz constant of $f$ and denoted by $L=\operatorname{Lip}(f)$.

Obviously by the above definition, a Lipschitz continuous map is continuous.
Definition 1.1.2 (Contraction). Let $(X, d)$ be a metric space. If $f: X \rightarrow X$ is Lipschitz continuous on $X$ with respect to $d, d$ and $\operatorname{Lip}(f)<1$, then $f$ is called a contraction with respect to the metric $d$ with a contraction ratio $\operatorname{Lip}(f)$. In particular, a contraction $f$ with a contraction ratio $r$ is called a similitude if $d(f(x), f(y))=r d(x, y)$ for all $x, y \in X$.

Remark. If $f$ is a similitude on $\left(\mathrm{R}^{n}, d_{E}\right)$, then there exist $a \in \mathrm{R}^{n}, U \in O(n)$ and $r>0$ such that $f(x)=r U x+a$ for all $x \in \mathbf{R}^{n}$. (Exercise 1.1)

The following theorem is called the "contractive mapping theorem".
Theorem 1.1.3. Let $(X, d)$ be a complete metric space and let $f: X \rightarrow X$ be a contraction with respect to the metric d. Then there exists a unique fixed point of $f$, in other words, there exists a unique solution of an equation $f(x)=x$. Moreover if $x_{*}$ is the fixed point of $f$, then $\left\{f^{n}(a)\right\}_{n \geq 0}$ converges to $x_{*}$ for all $a \in X$ where $f^{n}$ is the $n$-th iteration of $f$.

Proof. If $r$ is the ratio of contraction of $f$, then for $m>n$,

$$
\begin{aligned}
d\left(f^{n}(a), f^{m}(a)\right) & \leq d\left(f^{n}(a), f^{n+1}(a)\right)+\cdots+d\left(f^{m-1}(a), f^{m}(a)\right) \\
& \leq\left(r^{n}+\cdots+r^{m-1}\right) d(a, f(a)) \leq \frac{r^{n}}{(1-r)} d(a, f(a))
\end{aligned}
$$

Hence $\left\{f^{n}(a)\right\}_{n \geq 0}$ is a Cauchy sequence. As $(X, d)$ is complete, there exists $x_{*} \in X$ such that $f^{n}(a) \rightarrow x_{*}$ as $n \rightarrow \infty$. Using the fact that $f^{(n+1)}(a)=$ $f\left(f^{n}(a)\right)$, we can easily deduce that $x_{*}=f\left(x_{*}\right)$.

Now, if $f(x)=x$ and $f(y)=y$, then $d(x, y)=d(f(x), f(y)) \leq r d(x, y)$. Therefore $d(x, y)=0$ and $x=y$. So we have uniqueness of fixed points.

Remark. In general, for a self mapping $f$ from an set to itself, a solution of $f(x)=x$ is called a fixed point or an equilibrium point of $f$.

We now state the main theorem of this section, which ensures uniqueness and existence of self-similar sets.

Theorem 1.1.4. Let $(X, d)$ be a complete metric space. If $f_{i}: X \rightarrow X$ is a contraction with respect to the metric $d$ for $i=1,2, \cdots, N$, then there exists $a$ unique non-empty compact subset $K$ of $X$ that satisfies

$$
K=f_{1}(K) \cup \cdots \cup f_{N}(K) .
$$

$K$ is called the self-similar set with respect to $\left\{f_{1}, f_{2}, \cdots, f_{N}\right\}$.
Remark. In other literature, the word "self-similar set" is used in a more restricted sense. For example, Huchinson [57] uses the word "self-similar set" only if all the contractions are similitudes. Also, in case all the contractions are affine function on $\mathbf{R}^{n}$, the associated set may be called a self-affine set.

The contractive mapping theorem is a special case of Theorem 1.1.4 where $N=1$.

In the rest of this section, we will give a proof to Theorem 1.1.4. Define

$$
F(A)=\bigcup_{1 \leq j \leq N} f_{j}(A)
$$

for $A \subseteq X$. The main idea is to show existence of a fixed point of $F$. In order to do so, first we choose a good domain for $F$, which is defined by

$$
\mathcal{C}(X)=\{A: A \text { is a non-empty compact subset of } X\} .
$$

Obviously $F$ is a mapping from $\mathcal{C}(X)$ to itself. Next we define a metric $\delta$ on $\mathcal{C}(X)$, which is called the Hausdorff metric on $\mathcal{C}(X)$.

Proposition 1.1.5. For $A, B \in \mathcal{C}(X)$, define

$$
\delta(A, B)=\inf \left\{r>0: U_{r}(A) \supseteq B \text { and } U_{r}(B) \supseteq A\right\}
$$

where $U_{r}(A)=\{x \in X: d(x, y) \leq r$ for some $y \in A\}=\cup_{y \in A} B_{r}(y)$. Then $\delta$ is a metric on $\mathcal{C}(X)$. Moreover if $(X, d)$ is complete, then $(\mathcal{C}(X), \delta)$ is also complete.

Before giving a proof of the above proposition, we recall some standard definitions in general topology.

Definition 1.1.6. Let $(X, d)$ be a metric space and let $K$ be a subset of $X$.
(1) A finite set $A \subset K$ is called an $r$-net of $K$ for $r>0$ if and only if $\cup_{x \in A} B_{r}(x) \supseteq$ $K$.
(2) $K$ is said to be totally bounded if and only if there exists an $r$-net of $K$ for any $r>0$

It is well-known that a metric space is compact if and only if it is complete and totally bounded.

Proof of Proposition 1.1.5. Obviously $\delta(A, B)=\delta(B, A) \geq 0$ and $\delta(A, A)=0$.
$\delta(A, B)=0 \Rightarrow A=B$ : For any $n, U_{1 / n}(B) \supseteq A$. Therefore for any $x \in A$, we can choose $x_{n} \in B$ such that $d\left(x, x_{n}\right) \leq 1 / n$. As $B$ is closed, $x \in B$. Hence we have $A \subseteq B$. One can obtain $B \subseteq A$ in exactly the same way.
Triangle inequality : If $r>\delta(A, B)$ and $s>\delta(B, C)$, then $U_{r+s}(A) \supseteq C$ and $U_{r+s}(C) \supseteq A$. Hence $r+s \geq \delta(A, C)$. This implies $\delta(A, B)+\delta(B, C) \geq \delta(A, C)$.

Next we proof that $(\mathcal{C}(X), \delta)$ is complete if $(X, d)$ is complete. For a Cauchy sequence $\left\{A_{n}\right\}_{n \geq 1}$ in $(\mathcal{C}(X), \delta)$, define $B_{n}=\overline{\cup_{k \geq n} A_{k}}$. First we will show that $B_{n}$ is compact. As $B_{n}$ is a monotonically decreasing sequence of closed sets, it is enough to show that $B_{1}$ is compact. For any $r>0$, we can choose $m$ so that $U_{r / 2}\left(A_{m}\right) \supseteq A_{k}$ for all $k \geq m$. As $A_{m}$ is compact, there exists a $r / 2$-net $P$ of $A_{m}$. We can immediately verify that $\cup_{x \in P} B_{r}(x) \supseteq U_{r / 2}\left(A_{m}\right) \supseteq \cup_{k \geq m} A_{k}$. As $\cup_{x \in P} B_{r}(x)$ is closed, it is easy to see that $P$ is a $r$-net of $B_{m}$. Adding $r$-nets
of $A_{1}, A_{2}, \cdots, A_{m-1}$ to $P$, we can obtain an $r$-net of $B_{1}$. Hence $B_{1}$ is totally bounded. Also, $B_{1}$ is complete because it is a closed subset of the complete metric space $X$. Thus it follows that $B_{n}$ is compact.

Now as $\left\{B_{n}\right\}$ is a monotonically decreasing sequence of non-empty compact sets, $A=\cap_{n \geq 1} B_{n}$ is compact and non-empty. For any $r>0$, we can choose $m$ so that $U_{r}\left(A_{m}\right) \supseteq A_{k}$ for all $k \geq m$. Then $U_{r}\left(A_{m}\right) \supseteq B_{m} \supseteq A$. On the other hand, we see that $U_{r}(A) \supseteq B_{m} \supseteq A_{m}$ for sufficiently large $m$. Thus we have $\delta\left(A, A_{m}\right) \leq r$ for sufficiently large $m$. Hence $A_{m} \rightarrow A$ as $m \rightarrow \infty$ in the Hausdorff metric. So we can see that $(\mathcal{C}(X), \delta)$ is complete.

Now, Theorem 1.1.4 can be stated in the following way using the Hausdorff metric $(\mathcal{C}(X), \delta)$.

Theorem 1.1.7. Let $(X, d)$ be a complete metric space. Define $F: \mathcal{C}(X) \rightarrow$ $\mathcal{C}(X)$ by $F(A)=\cup_{1 \leq i \leq N} f_{i}(A)$, where $f_{i}: X \rightarrow X$ is a contraction for every $i=$ $1,2, \cdots, N$. Then $F$ has a unique fixed point $K$. Moreover, for any $A \in \mathcal{C}(X)$, $F^{n}(A)$ converges to $K$ as $n \rightarrow \infty$ in the sense of the Hausdorff metric.

Lemma 1.1.8. For $A_{1}, A_{2}, B_{1}, B_{2} \in \mathcal{C}(X)$,

$$
\delta\left(A_{1} \cup A_{2}, B_{1} \cup B_{2}\right) \leq \max \left\{\delta\left(A_{1}, B_{1}\right), \delta\left(A_{2}, B_{2}\right)\right\}
$$

Proof. If $r>\max \left\{\delta\left(A_{1}, B_{1}\right), \delta\left(A_{2}, B_{2}\right)\right\}$, then $U_{r}\left(A_{1}\right) \supseteq B_{1}$ and $U_{r}\left(A_{2}\right) \supseteq B_{2}$. Hence $U_{r}\left(A_{1} \cup A_{2}\right) \supseteq B_{1} \cup B_{2}$. A similar argument implies $U_{r}\left(B_{1} \cup B_{2}\right) \supseteq A_{1} \cup A_{2}$. Hence $r \geq \delta\left(A_{1} \cup A_{2}, B_{1} \cup B_{2}\right)$. This completes the proof.

Lemma 1.1.9. If $f$ is a contraction with a contraction ratio $r$, then $\delta(f(A), f(B)) \leq$ $r \delta(A, B)$ for any $A, B \in \mathcal{C}(X)$.

Proof. If $U_{s}(A) \supseteq B$ and $U_{s}(B) \supseteq A, U_{s r}(f(A)) \supseteq f\left(U_{s}(A)\right) \supseteq f(B)$. Also the same discussion implies $U_{s r}(f(B)) \supseteq f(A)$. Therefore, $\delta(f(A), f(B)) \leq r s$ and this completes the proof.

Proof of Theorem 1.1.7. Using Lemma 1.1.8 repeatedly, we obtain

$$
\delta(F(A), F(B))=\delta\left(\cup_{1 \leq j \leq N} f_{j}(A), \cup_{1 \leq j \leq N} f_{j}(B)\right) \leq \max _{1 \leq j \leq N} \delta\left(f_{j}(A), f_{j}(B)\right)
$$

By Lemma 1.1.9, $\delta\left(f_{i}(A), f_{i}(B)\right) \leq r_{i} \delta(A, B)$, where $r_{i}$ is the contraction ratio of $f_{i}$. Define $r=\max _{1 \leq i \leq N} r_{i}$, it follows that $\delta(F(A), F(B)) \leq r \delta(A, B)$. Therefore $F$ turns out to be a contraction with respect to the Hausdorff metric. By Proposition 1.1.5, we see that $(\mathcal{C}(X), \delta)$ is complete. Now the contractive mapping theorem (Theorem 1.1.3) implies Theorem 1.1.7 immediately.

## §1.2 Shift space and self similar sets

In this section, we will introduce the shift space, which is the key to understand topological structures of self-similar sets. In fact, Theorem 1.2.3 will show that every self-similar set is a quotient space of a shift space.

Definition 1.2.1. Let $N$ be a natural number.
(1) For $m \geq 1$, we define

$$
W_{m}^{N}=\{1,2, \cdots, N\}^{m}=\left\{w_{1} w_{2} \cdots w_{m}: w_{i} \in\{1,2, \cdots, N\}\right\}
$$

$w=w_{1} w_{2} \cdots w_{m} \in W_{m}^{N}$ is called a word of length $m$ with symbols $\{1,2, \cdots, N\}$. Also, for $m=0$, we define $W_{0}^{N}=\{\emptyset\}$ and call $\emptyset$ the empty word. Moreover, set $W_{*}^{N}=\cup_{m \geq 0} W_{m}^{N}$ and denote the length of $w \in W_{*}^{N}$ by $|w|$.
(2) The collection of one-sided infinite sequence of symbols $\{1,2, \cdots, N\}$ is denoted by $\Sigma^{N}$, which is called the shift space with $N$-symbols. More precisely,

$$
\Sigma^{N}=\{1,2, \cdots, N\}^{\mathbb{N}}=\left\{\omega_{1} \omega_{2} \omega_{3} \cdots: \omega_{i} \in\{1, \cdots, N\} \text { for } i \in \mathbb{N}\right\} .
$$

For $k \in\{1,2, \cdots, N\}$, define a map $\sigma_{k}: \Sigma^{N} \rightarrow \Sigma^{N}$ by $\sigma_{k}\left(\omega_{1} \omega_{2} \omega_{3} \cdots\right)=$ $k \omega_{1} \omega_{2} \omega_{3} \cdots$. Also define $\sigma: \Sigma^{N} \rightarrow \Sigma^{N}$ by $\sigma\left(\omega_{1} \omega_{2} \omega_{3} \cdots\right)=\omega_{2} \omega_{3} \omega_{4} \cdots . \sigma$ is called the shift map.
Remark. The two sided infinite sequence of $\{1,2, \cdots, N\}$,

$$
\{1,2, \cdots, N\}^{\mathbb{Z}}=\left\{\cdots \omega_{-2} \omega_{-1} \omega_{0} \omega_{1} \omega_{2} \cdots: \omega_{i} \in\{1,2, \cdots, N\} \text { for } i \in \mathbf{Z}\right\}
$$

may also called the shift space with $N$-symbols. If one want to distinguish those two, the above $\Sigma^{N}$ should be called the one-sided shift space with $N$-symbols. In this book, however, we will not treat the two-sided symbol space.

For ease of notation, we write $W_{m}, W_{*}$ and $\Sigma$ instead of $W_{m}^{N}, W_{*}^{N}$ and $\Sigma^{N}$
It is obvious that $\sigma_{k}$ is a branch of the inverse of $\sigma$ for any $k \in\{1,2, \cdots, N\}$. If we take an adequate distance, it turns out that $\sigma_{k}$ is a contraction and the shift space $\Sigma$ is the self-similar set with respect to $\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}\right\}$.

Theorem 1.2.2. For $\omega, \tau \in \Sigma$ with $\omega \neq \tau$ and $0<r<1$, define $\delta_{r}(\omega, \tau)=$ $r^{s(\omega, \tau)}$, where $s(\omega, \tau)=\min \left\{m: \omega_{m} \neq \tau_{m}\right\}-1$. (i.e. $n=s(\omega, \tau)$ if and only if $\omega_{i}=\tau_{i}$ for $1 \leq i \leq n$ and $\omega_{n+1} \neq \tau_{n+1}$.) Also define $\delta_{r}(\omega, \tau)=0$ if $\omega=\tau$. $\delta_{r}$ is a metric on $\Sigma$ and $\left(\Sigma, \delta_{r}\right)$ is a compact metric space. Furthermore, $\sigma_{k}$ is a similitude with $\operatorname{Lip}\left(\sigma_{k}\right)=r$ and $\Sigma$ is the self-similar set with respect to $\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}\right\}$.

Proof. It is obvious by the definition that $\delta_{r}(\omega, \tau) \geq 0$ and $\delta_{r}(\omega, \tau)=0$ implies $\omega=\tau$. As $\min \{s(\omega, \tau), s(\tau, \kappa)\} \leq s(\omega, \kappa)$ for $\omega, \tau, \kappa \in \Sigma$, we can see that $\delta_{r}(\omega, \tau)+\delta_{r}(\tau, \kappa) \geq \delta_{r}(\omega, \kappa)$.

Now for every $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$, we define

$$
\Sigma_{w}=\left\{\omega=\omega_{1} \omega_{2} \omega_{3} \cdots \in \Sigma: \omega_{1} \omega_{2} \cdots \omega_{m}=w_{1} w_{2} \cdots w_{m}\right\}
$$

Let $\left\{\omega^{n}\right\}_{n \geq 1}$ be a sequence in $\Sigma$. By using an induction on $m$, we can choose $\tau \in \Sigma$ so that $\left\{n \geq 1:\left(\omega^{n}\right)_{j}=\tau_{j}\right.$ for $\left.j=1,2, \cdots, m\right\}$ becomes a infinite set for any $m \geq 1$. So there exists a subsequence of $\left\{\omega^{n}\right\}$ that converges to $\tau$ as $n \rightarrow \infty$. Hence $\left(\Sigma, \delta_{r}\right)$ is compact.

Finally it is obvious that $\sigma_{k}$ is a similitude with $\operatorname{Lip}\left(\sigma_{k}\right)=r$. Also we can easily see that $\Sigma=\sigma_{1}(\Sigma) \cup \cdots \cup \sigma_{N}(\Sigma)$. This implies that $\Sigma$ is the self-similar set with respect to $\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}\right\}$.
$\Sigma$ is called the (topological) Cantor set with $N$-symbols. See Example 1.2.6. For the rest of this section, we assume that $(X, d)$ is a complete metric space, $f_{i}: X \rightarrow X$ is a contraction with respect to $(X, d)$ for every $i \in\{1,2, \cdots, N\}$ and that $K$ is the self-similar set with respect to $\left\{f_{1}, f_{2}, \cdots, f_{N}\right\}$.

The following theorem shows that every self-similar set is a quotient space of a shift space by a certain equivalence relation.

Theorem 1.2.3. For $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$, set $f_{w}=f_{w_{1}} \circ f_{w_{2}} \circ \cdots \circ f_{w_{m}}$ and $K_{w}=f_{w}(K)$. Then for any $\omega=\omega_{1} \omega_{2} \omega_{3} \cdots \in \Sigma, \cap_{m \geq 1} K_{\omega_{1} \omega_{2} \cdots \omega_{m}}$ contains only one point. If we define $\pi: \Sigma \rightarrow K$ by $\{\pi(\omega)\}=\cap_{m \geq 1} K_{\omega_{1} \omega_{2} \cdots \omega_{m}}$, then $\pi$ is a continuous surjective map. Moreover, for any $i \in\{1,2, \cdots, N\}, \pi \circ \sigma_{i}=f_{i} \circ \pi$.
Proof. Note that

$$
K_{\omega_{1} \omega_{2} \cdots \omega_{m} \omega_{m+1}}=f_{\omega_{1} \omega_{2} \cdots \omega_{m}}\left(f_{\omega_{m+1}}(K)\right) \subseteq f_{\omega_{1} \omega_{2} \cdots \omega_{m}}(K)=K_{\omega_{1} \omega_{2} \cdots \omega_{m}}
$$

As $K_{\omega_{1} \omega_{2} \cdots \omega_{m}}$ is compact, $\cap_{m \geq 1} K_{\omega_{1} \omega_{2} \cdots \omega_{m}}$ is a non-empty compact set. For $A \subseteq$ $X$, the diameter of $A$, $\operatorname{diam}(\bar{A})$, is defined by $\operatorname{diam}(A)=\sup _{x, y \in A} d(x, y)$. Set $R=\max _{1 \leq i \leq N} \operatorname{Lip}\left(f_{i}\right)$. Then it follows that $\operatorname{diam}\left(f_{i}(A)\right) \leq R \operatorname{diam}(A)$. Hence $\operatorname{diam}\left(K_{\omega_{1} \omega_{2} \cdots \omega_{m}}\right) \leq R^{m} \operatorname{diam}(K)$. So $\operatorname{diam}\left(\cap_{m \geq 1} K_{\omega_{1} \omega_{2} \cdots \omega_{m}}\right)=0$. Therefore $\cap_{m \geq 1} K_{\omega_{1} \omega_{2} \cdots \omega_{m}}$ should contain only one point.

If $\delta_{r}(\omega, \tau) \leq r^{m}$, then $\pi(\omega), \pi(\tau) \in K_{\omega_{1} \omega_{2} \cdots \omega_{m}}=K_{\tau_{1} \tau_{2} \cdots \tau_{m}}$. Therefore $d(\pi(\omega), \pi(\tau)) \leq R^{m} \operatorname{diam}(K)$. This immediately implies that $\pi$ is continuous.

By using

$$
\left\{\pi\left(\sigma_{i}(\omega)\right)\right\}=\cap_{m \geq 1} K_{i \omega_{1} \omega_{2} \cdots \omega_{m}}=\cap_{m \geq 1} f_{i}\left(K_{\omega_{1} \omega_{2} \cdots \omega_{m}}\right)=\left\{f_{i}(\pi(\omega))\right\},
$$

we can easily verify that $\pi \circ \sigma_{i}=f_{i} \circ \pi$.
Finally we would show that $\pi$ is surjective. Note that $\pi(\Sigma)=\pi\left(\sigma_{1}(\Sigma) \cup \cdots \cup\right.$ $\left.\sigma_{N}(\Sigma)\right)=\pi\left(\sigma_{1}(\Sigma)\right) \cup \cdots \cup \pi\left(\sigma_{N}(\Sigma)\right)=f_{1}(\pi(\Sigma)) \cup \cdots \cup f_{N}(\pi(\Sigma))$. As $\pi(\Sigma)$ is a non-empty compact set, uniqueness of self-similar sets (Theorem 1.1.4) implies that $\pi(\Sigma)=K$.

Proposition 1.2.4. Define $\dot{w}=w w w \cdots$ if $w \in W_{*}$ and $w \neq \emptyset$. Then $\pi(\dot{w})$ is the unique fixed point of $f_{w}$.

Proof. As $f_{w}$ is a contraction, it has a unique fixed point. By Theorem 1.2.3, $\pi(\dot{w})=\pi(w \cdot \dot{w})=f_{w}(\pi(\dot{w}))$. Hence $\pi(\dot{w})$ is the fixed point of $f_{w}$.

By using the above proposition, we can see that $\pi\left(v_{1} v_{2} \cdots v_{k} \dot{w}\right)=f_{v}\left(p_{w}\right)$ where $w \in W_{*}, w \neq \emptyset, v=v_{1} v_{2} \cdots v_{k} \in W_{*}$ and $p_{w}$ is the fixed point of $f_{w}$. This relation helps us to understand $\pi$ in many examples. Moreover, since periodic sequences are dense in $\Sigma$, we have

$$
K=\overline{\left\{p_{w}: w \in W_{*}, w \neq \emptyset\right\}} .
$$

In fact, $\pi$ determines a topological structure on a self-similar sets.
Proposition 1.2.5. Suppose $f_{i}$ is injective for every $i \in\{1,2, \cdots, N\}$. Then, $\pi(\omega)=\pi(\tau)$ for $\omega \neq \tau \in \Sigma$ if and only if $\pi\left(\sigma^{m} \omega\right)=\pi\left(\sigma^{m} \tau\right)$, where $m=s(\omega, \tau)$.

Proof. If $w=\omega_{1} \omega_{2} \cdots \omega_{m}=\tau_{1} \tau_{2} \cdots \tau_{m}$, then $\pi(\omega)=f_{w}\left(\pi\left(\sigma^{m} \omega\right)\right)$ and $\pi(\tau)=$ $f_{w}\left(\pi\left(\sigma^{m} \tau\right)\right)$. As $f_{w}$ is injective, we have $\pi(\omega)=\pi(\tau)$ for $\omega, \tau \in \Sigma$ if and only if $\pi\left(\sigma^{m} \omega\right)=\pi\left(\sigma^{m} \tau\right)$. The other direction is obvious.

Note that if $\pi(\omega)=\pi(\tau)$, then $\pi\left(\sigma^{m}(\omega)\right)=\pi\left(\sigma^{m}(\tau)\right) \in C_{K}$, where $m=$ $s(\omega, \tau)$ and $C_{K}=\cup_{1 \leq i<j \leq N}\left(K_{i} \cap K_{j}\right)$.

Example 1.2.6 (Cantor set). Let $X=[0,1]$. Choose positive real numbers $a$ and $b$ so that $a+b<1$. Define $f_{1}(x)=a x$ and $f_{2}(x)=b(x-1)+1$. If $K$ is the self-similar set with respect to $\left\{f_{1}, f_{2}\right\}, K_{1} \subset[0, a]$ and $K_{2} \subset[1-b, 1]$. Hence $C_{K}=K_{1} \cap K_{2}=\emptyset$. Therefore $\pi: \Sigma \rightarrow K$ is injective. By Theorem 1.2.3, $\pi$ is also surjective and hence it is a homeomorphism between $\Sigma$ and $K$. In particular, if $a=b=1 / 3, K$ is called the Cantor's ternary set or the Cantor's middle third set.

Example 1.2.7 (Koch curve). Let $X=$ C. Suppose that $a \in\left\{z:|z|^{2}+\right.$ $\left.|1-z|^{2}<1\right\}$. Set $f_{1}(z)=\alpha \bar{z}$ and $f_{2}(z)=(1-\alpha)(\bar{z}-1)+1$. Let $D$ be a triangle domain with vertices $\{0, \alpha, 1\}$, including the boundary. Then it follows that $f_{1}(D) \cup f_{2}(D) \subseteq D$ and $f_{1}(D) \cap f_{2}(D)=\{\alpha\}$. Hence $K(\alpha) \subseteq D$, where $K(\alpha)$ is the self-similar set with respect to $\left\{f_{1}, f_{2}\right\}$. Also note that $f_{1}(0)=0$, $f_{2}(1)=1$ and $f_{2}(0)=f_{1}(1)=\alpha$. These facts imply that $\pi_{\alpha}(\dot{1})=0, \pi_{\alpha}(\dot{2})=1$ and $\pi_{\alpha}(1 \dot{2})=\pi_{\alpha}(2 \dot{1})=\alpha$. Moreover, $C_{K}=K_{1} \cap K_{2}=\{\alpha\}$. Hence we can deduce that $\pi_{\alpha}(\omega)=\pi_{\alpha}(\tau)$ and $\omega \neq \tau$ if and only if there exists $w \in W_{*}$ such that $\{\omega, \tau\}=\{w 1 \dot{2}, w 2 \dot{1}\}$. In particular, $K(1 / 2)=[0,1]$ and $K(\alpha)$ is called the Koch curve if $\alpha=\frac{1}{2}+\frac{i}{2 \sqrt{3}}$. Note that $\pi_{\alpha} \circ \pi_{1 / 2}^{-1}$ is a homeomorphism between $[0,1]$ and $K(\alpha)$.

Example 1.2.8 (Sierpinski gasket). Let $X=\mathrm{C}$ and let $\left\{p_{1}, p_{2}, p_{3}\right\}$ be a set of vertices of a regular triangle. Define $f_{j}(z)=1 / 2\left(z-p_{j}\right)+p_{j}$ for $j=1,2,3$. The self-similar set with respect to $\left\{f_{1}, f_{2}, f_{3}\right\}$ is called the Sierpinski gasket. It is easy to see that $\pi(\dot{j})=p_{j}$ for $j=1,2,3$. Let $T$ be the regular triangle with vertices $\left\{p_{1}, p_{2}, p_{3}\right\}$, including the boundary. Then $f_{1}(T) \cup f_{2}(T) \cup f_{3}(T) \subseteq T$. Hence $K \subset T$. Also $f_{1}(K) \cap f_{2}(K)=f_{1}(T) \cap f_{2}(T)$ and this set contains only one point, which is denoted by $\left\{q_{3}\right\}$. Then $\pi^{-1}\left(q_{3}\right)=\{2 \dot{1}, 1 \dot{1}\}$. In the same way, if $f_{2}(K) \cap f_{3}(K)=\left\{q_{1}\right\}$ and $f_{3}(K) \cap f_{1}(K)=\left\{q_{2}\right\}$ then $\pi^{-1}\left(q_{1}\right)=\{2 \dot{3}, 3 \dot{2}\}$ and $\pi^{-1}\left(q_{2}\right)=\{3 \dot{1}, 1 \dot{3}\}$. By those facts, if $\pi(\omega)=\pi(\tau)$ and $\omega \neq \tau$, there exists $w \in W_{*}$ such that $\{\omega, \tau\}=\{w 1 \dot{2}, w 2 \dot{1}\}$ or $\{w 2 \dot{3}, w 3 \dot{2}\}$ or $\{w 3 \dot{1}, w 1 \dot{3}\}$.
Example 1.2.9 (Hata's tree-like set). Let $X=$ C. Set $f_{1}(z)=c \bar{z}, f_{2}(z)=$ $\left(1-|c|^{2}\right) \bar{z}+|c|^{2}$, where $|c|,|1-c| \in(0,1)$. The self-similar set with respect to $\left\{f_{1}, f_{2}\right\}$ is called Hata's tree-like set. Let $A=\{t: 0 \leq t \leq 1\} \cup\{t c, 0 \leq t \leq 1\}$. Then it follows that $f_{1}(A) \cup f_{2}(A) \supset A$. Hence if $A_{m}=\cup_{w \in W_{m}} f_{w}(A)$, then $\left\{A_{m}\right\}_{m \geq 0}$ is an increasing sequence and $K=\overline{\cup_{m \geq 0} A_{m}}$. Also we can easily observe that $f_{1}(K) \cap f_{2}(K)=\left\{|c|^{2}\right\}, f_{1}(0)=0, \bar{f}_{2}(1)=1$ and $f_{1}\left(f_{1}(1)\right)=$ $f_{2}(0)=|c|^{2}$. Hence $\pi^{-1}(0)=\{\dot{1}\}, \pi^{-1}(1)=\{\dot{2}\}, \pi^{-1}(\bar{c})=\{1 \dot{2}\}$ and $\pi^{-1}\left(|c|^{2}\right)=$ $\{11 \dot{2}, 2 \dot{1}\}$. Moreover, if $\pi(\omega)=\pi(\tau)$ and $\omega \neq \tau$, there exists $w \in W_{*}$ such that $\{\omega, \tau\}=\{w 11 \dot{2}, w 2 \dot{2}\}$.

## §1.3 Self similar structure

From the viewpoint of analysis, only the topological structure of a self-similar set is important. For example, suppose you want to know what is analysis on the Koch curve. Recall Example 1.2.7, there exists a natural homeomorphism between $[0,1]$ and the Koch curve. Through this homeomorphism, any kind of analytical structure on $[0,1]$ can be translated to its counterpart on the Koch curve. So it is easy to construct analysis on the Koch curve.

The notion of self-similar structure has been introduced to give a topological description of self-similar sets.

Definition 1.3.1. Let $K$ be a compact metrizable topological space and let $S$ be a finite set. Also, let $F_{i}$ be a continuous injection from $K$ to itself for any $i \in S$. Then, $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is called a self-similar structure if there exists a continuous surjection $\pi: \Sigma \rightarrow K$ such that $F_{i} \circ \pi=\pi \circ \sigma_{i}$ for every $i \in S$, where $\Sigma=S^{\mathbb{N}}$ is the one-sided shift space and $\sigma_{i}: \Sigma \rightarrow \Sigma$ is defined by $\sigma_{i}\left(w_{1} w_{2} w_{3} \cdots\right)=i w_{1} w_{2} w_{3} \cdots$ for each $w_{1} w_{2} w_{3} \cdots \in \Sigma$.
$\Sigma$ is called the shift space with symbols $S$. We will define $W_{m}=S^{m}$, $W_{*}=\cup_{m \geq 0} W_{m}, \sigma: \Sigma \rightarrow \Sigma$ and so on in exactly the same way as in $\S 1.2$. Also the topology of $\Sigma$ is given by exactly the same way as in $\S 1.2$. If we need to specify the symbols $S$, we use $\Sigma(S), W_{m}(S)$ and $W_{*}(S)$ in place of $\Sigma, W_{m}$ and $W_{*}$ respectively. In many cases, we think of $S=\{1,2, \cdots, N\}$.

Obviously if $K$ is the self-similar set with respect to injective contractions $\left\{f_{1}, f_{2}, \cdots, f_{N}\right\}$, then $\left(K,\{1,2, \cdots, N\},\left\{f_{i}\right\}\right)$ is a self-similar structure. It is possible that two different self-similar sets have same topological structure. For example, the self-similar structures corresponding to the self-similar sets $K(\alpha)$ in Example 1.2.7 are all essentially same. More precisely, they are isomorphic in the following sense.

Definition 1.3.2. Let $\mathcal{L}_{1}=\left(K_{1}, S_{1},\left\{F_{i}\right\}_{i \in S_{1}}\right)$ and $\mathcal{L}_{2}=\left(K_{2}, S_{2},\left\{G_{i}\right\}_{i \in S_{2}}\right)$ be self-similar structures. Also let $\pi_{i}: \Sigma\left(S_{i}\right) \rightarrow K_{i}$ be the continuous surjection associated with $\mathcal{L}_{i}$ for $i=1,2$. We say that $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are isomorphic if there exists a bijective map $\rho: S_{1} \rightarrow S_{2}$ such that $\pi_{2} \circ \iota_{\rho} \circ \pi_{1}{ }^{-1}$ becomes a welldefined homeomorphism between $K_{2}$ and $K_{1}$, where $\iota_{\rho}$ is the natural bijective map induced by $\gamma$, i.e. $\iota\left(\omega_{1} \omega_{2} \cdots\right)=\rho\left(\omega_{1}\right) \rho\left(\omega_{2}\right) \cdots$.

We say that two self-similar structures are same if they are isomorphic.
Proposition 1.3.3. If $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a self-similar structure, then $\pi$ is unique. In fact,

$$
\{\pi(\omega)\}=\bigcap_{m \geq 0} F_{\omega_{1} \omega_{2} \cdots \omega_{m}}(K)
$$

for any $\omega=\omega_{1} \omega_{2} \cdots \in \Sigma$.
Proof. By the above definition, we have $F_{w_{1} w_{2} \cdots w_{m}} \circ \pi=\pi \circ \sigma_{w_{1} w_{2} \cdots w_{m}}$ for any $w \in W_{*}$. Hence, $\pi(\omega) \in \cap_{m \geq 0} F_{\omega_{1} \omega_{2} \cdots \omega_{m}}(K)$. For $x \in \cap_{m \geq 0} F_{\omega_{1} \omega_{2} \cdots \omega_{m}}(K)$,
there exists $x_{m} \in \Sigma_{\omega_{1} \omega_{2} \cdots \omega_{m}}$ such that $\pi\left(x_{m}\right)=x$. Note that $\pi$ is continuous. Since $x_{m} \rightarrow \omega$ as $m \rightarrow \infty$, it follows that $x=\pi\left(x_{m}\right) \rightarrow \pi(\omega)$ as $m \rightarrow \infty$. Hence $x=\pi(\omega)$.

Definition 1.3.4. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. We define $C_{\mathcal{L}}=\cup_{i, j \in S, i \neq j}\left(F_{i}(K) \cap F_{j}(K)\right), \mathcal{C}_{\mathcal{L}}=\pi^{-1}\left(C_{\mathcal{L}}\right)$ and $\mathcal{P}_{\mathcal{L}}=\cup_{n \geq 1} \sigma^{n}\left(\mathcal{C}_{\mathcal{L}}\right)$. $\mathcal{C}_{\mathcal{L}}$ is called the critical set of $\mathcal{L}$ and $\mathcal{P}_{\mathcal{L}}$ is called the post critical set of $\mathcal{L}$. Also we define $V_{0}(\mathcal{L})=\pi\left(\mathcal{P}_{\mathcal{L}}\right)$.

For ease of notations, we use $\mathcal{C}, \mathcal{P}$ and $V_{0}$ instead of $\mathcal{C}_{\mathcal{L}}, \mathcal{P}_{\mathcal{L}}$ and $V_{0}(\mathcal{L})$ as far as it may not cause any confusion.

The critical set and the post critical set play an important role in determining the topological structure of a self-similar set. For example, if $\mathcal{C}=\emptyset$, (and hence $\mathcal{P}, V_{0}$ are all empty sets), then $K$ is homeomorphic to the (topological) Cantor set $\Sigma$.

Also $V_{0}$ is thought as a "boundary" of $K$. For example, define $F_{1}(x)=\frac{1}{2} x$ and $F_{2}(x)=\frac{1}{2} x+\frac{1}{2}$ and recall Example 1.2.7. Then we find that $\mathcal{C}=\{1 \dot{2}, 2 \dot{1}\}$ and $\mathcal{P}=\{\dot{1}, \dot{2}\}$. Hence $V_{0}=\{0,1\}$. See also Exercise 1.3 for another example.

Proposition 1.3.5. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Then
(1) $\pi^{-1}\left(V_{0}\right)=\mathcal{P}$.
(2) If $\Sigma_{w} \cap \Sigma_{v}=\emptyset$ for $w, v \in W_{*}$, then $K_{w} \cap K_{v}=F_{w}\left(V_{0}\right) \cap F_{v}\left(V_{0}\right)$, where $K_{w}=F_{w}(K)$.
(3) $\mathcal{C}=\emptyset$ if and only if $\pi$ is injective.

Proof. (1) If $\pi(\omega) \in V_{0}$, then there exist $\tau \in \mathcal{C}$ and $m \geq 1$ such that $\sigma^{m} \tau=\omega$. Set $\omega^{\prime}=\tau_{1} \tau_{2} \cdots \tau_{m} \cdot \omega$, then $\pi\left(\omega^{\prime}\right)=F_{\tau_{1} \tau_{2} \cdots \tau_{m}}(\pi(\omega))=F_{\tau_{1} \tau_{2} \cdots \tau_{m}}\left(\pi\left(\sigma^{m} \tau\right)\right)=$ $\pi(\tau) \in C_{\mathcal{L}}$. Hence $\omega^{\prime} \in \mathcal{C}$ and $\omega \in \mathcal{P}$.
(2) It is obvious that $F_{w}\left(V_{0}\right) \cap F_{v}\left(V_{0}\right) \subseteq K_{w} \cap K_{v}$. For $x \in K_{w} \cap K_{v}$, we can choose $\omega, \tau \in \Sigma$ so that $x=\pi(w \omega)=\pi(v \tau)$. As $\Sigma_{w} \cap \Sigma_{v}=\emptyset$, there exists $k<\min \{|w|,|v|\}$ such that $w_{1} w_{2} \cdots w_{k}=v_{1} v_{2} \cdots v_{k}$ and $w_{k+1} \neq v_{k+1}$. As $F_{w_{1} w_{2} \cdots w_{k}}$ is injective, it follows that $\pi\left(\sigma^{k}(w \omega)\right)=\pi\left(\sigma^{k}(v \tau)\right)$ Hence we can conclude that $\sigma^{k}(w \omega), \sigma^{k}(v \tau) \in \mathcal{C}$ and therefore $\omega, \tau \in \mathcal{P}$.
(3) If $\pi$ is injective, then $K$ is homeomorphic to $\Sigma$ and hence $\mathcal{C}=\emptyset$. Conversely, if $\pi$ is not injective, we can use the same discussion as in Proposition 1.2.5 to show that $\mathcal{C} \neq \emptyset$.

A self-similar structure ( $K, S,\left\{F_{i}\right\}_{i \in S}$ ) may contain an unnecessary symbol. For example, let $K=[0,1]$ and define $S=\{1,2,3\}, F_{1}(x)=\frac{1}{2} x, F_{2}(x)=\frac{1}{2} x+\frac{1}{2}$ and $F_{3}(x)=\frac{1}{2} x+\frac{1}{4}$. Then obviously $K=F_{1}(K) \cup F_{2}(K)$ and we don't need $F_{3}$ to describe $K$. This example may be a little artificial but there are more natural examples. To explain such examples, we need to introduce some notations.

Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Let $W$ be a finite subset of $W_{*} \backslash W_{0}$. Then $\Sigma(W)=W^{\mathbb{N}}$ can be identified as a subset of $\Sigma(S)=S^{N}$ in the natural manner. Set $K(W)=\pi(\Sigma(W))$. Then $\left(K(W), W,\left\{F_{w}\right\}_{w \in W}\right)$ becomes a new self-similar structure. We denote this self-similar structure by $\mathcal{L}(W)$.

By using these notations, we can rephrase the above example as $K(\{1,2\})=$ $K(S)$. The following is a more natural example.

Example 1.3.6. Let $K=[0,1]$ and define $S=\{1,2\}, F_{1}(x)=\frac{3}{4} x$ and $F_{2}(x)=$ $\frac{3}{4} x+\frac{1}{4}$. Then $\mathcal{L}=\left(K, S,\left\{F_{1}, F_{2}\right\}\right)$ is a self-similar structure. Set $W=\{11,22\}$, then $K(W)=K$ because $K=F_{11}(K) \cup F_{22}(K)$. This means that to describe $K$, we don't need the words $\{12,21\}$.

You may notice that this kind of unnecessary symbols (or words) occurs when the overlap set $C_{\mathcal{L}}$ (or equivalently $\mathcal{C}_{\mathcal{L}}$ ) is "large". The following theorem justifies such an intuition.

Theorem 1.3.7. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. The following conditions are equivalent. If $\mathcal{L}$ satisfies one of the following conditions, we say that $\mathcal{L}$ is minimal.
(Mi1) If $\pi(A)=K$ for a closed set $A \subseteq \Sigma$, then $A=\Sigma$.
(Mi2) For any $w \in W_{*}, K_{w}$ is not contained in $\cup_{v \in W_{m} \backslash\{w\}} K_{v}$, where $m=|w|$.
(Mi3) If $K(W)=K$ for $W \subseteq W_{m}$, then $W=W_{m}$.
(Mi4) $K_{w}$ does not contained in $C_{\mathcal{L}}$ for any $w \in W_{*}$.
(Mi5) $\operatorname{int}\left(\mathcal{C}_{\mathcal{L}}\right)=\emptyset$.
$($ Mi6 $) \operatorname{int}\left(\mathcal{P}_{\mathcal{L}}\right)=\emptyset . \quad\left(\right.$ Mi6 $\left.^{*}\right) \quad \mathcal{P}_{\mathcal{L}} \neq \Sigma$.
$(\mathrm{Mi} 7) \operatorname{int}\left(V_{0}\right)=\emptyset . \quad\left(\mathrm{Mi}^{*}\right) \quad V_{0} \neq K$.
As we can see from (Mi3), a minimal self-similar structure does not have any unnecessary symbol (or word). It is easy to see that the self-similar structures corresponding to the self-similar sets in $\S 1.2$ are all minimal.

Proof.
(Mi1) $\Rightarrow(\mathrm{Mi} 4)$ Assume that $C \supset K_{w}$ for some $w \in W_{*}$. Let $k \in S$ be the first symbol of $w$. Then for any $x \in K_{w}$, there exists some $j \neq k$ such that $x \in K_{j}$. If $m=|w|$ and $A=\cup_{v \in W_{m} \backslash\{w\}} \Sigma_{v}$, then $A$ is closed and $\pi(A)=K$.
$(\operatorname{Mi4}) \Rightarrow($ Mi5 $)$ Assume that $\operatorname{int}(\mathcal{C}) \neq \emptyset$. Then $\mathcal{C} \supset \Sigma_{w}$ for some $w \in W_{*}$. Hence $C \supset K_{w}$.
$($ Mi5 $) \Rightarrow\left(\right.$ Mi6 $\left.^{*}\right)$ Assume that $\mathcal{P}=\Sigma$. Then as $\mathcal{P}=\cup_{m \geq 1} \sigma^{m} \mathcal{C}$, Baire's category argument shows that $\operatorname{int}\left(\sigma^{m} \mathcal{C}\right) \neq \emptyset$ for some $m$. (See, for example, [147] about Baire's category argument.) Hence, $\sigma^{m} \mathcal{C} \supseteq \Sigma_{w}$ for some $w \in W_{*}$. Therefore $\sigma^{k} \mathcal{C}=\Sigma$ for $k=m+|w|$. Now $\sigma^{k} \mathcal{C}=\cup_{v \in W_{k}} \sigma^{k}\left(\Sigma_{v} \cap \mathcal{C}\right)$. Again using Baire's category argument, it follows that $\sigma^{k}\left(\Sigma_{v} \cap \mathcal{C}\right) \supseteq \Sigma_{u}$ for some $v \in W_{k}$ and $u \in W_{*}$. Therefore $\mathcal{C} \supseteq \Sigma_{v u}$.
$\left(\mathrm{Mi}^{*}\right) \Rightarrow(\mathrm{Mi} 6)$ Assume that $\operatorname{int}(\mathcal{P}) \neq \emptyset$. Then $\mathcal{P} \supset \Sigma_{w}$ for some $w \in W_{*}$. Since $\sigma^{m} \mathcal{P} \subset \mathcal{P}$ for $m=|w|$, we have $\Sigma=\mathcal{P}$.
(Mi6) $\Rightarrow($ Mi7 $)$ As $\pi^{-1}\left(V_{0}\right)=\mathcal{P}$, we have $\pi^{-1}\left(\operatorname{int}\left(V_{0}\right)\right) \subseteq \operatorname{int}(\mathcal{P})$.
$(\mathrm{Mi} 7) \Rightarrow\left(\mathrm{Mi}^{*}\right) \Rightarrow\left(\mathrm{Mi}^{*}\right)$ This is obvious by the fact that $\pi^{-1}\left(V_{0}\right)=\mathcal{P}$.
$\left(\mathrm{Mi}^{*}\right) \Rightarrow(\mathrm{Mi} 2)$ Assume that $K_{w} \subseteq \cup_{v \in W_{m} \backslash\{w\}} K_{v}$ for some $m$ and $w \in W_{m}$. Then for any $\omega \in \Sigma$, there exist $v \in W_{m} \backslash\{w\}$ and $\tau \in \Sigma$ such that $\pi(w \omega)=$ $\pi(v \tau)$. As $w \neq v$, we can choose $k \leq m$ so that $w_{1} w_{2} \cdots w_{k-1}=v_{1} v_{2} \cdots v_{k-1}$ and $w_{k} \neq v_{k}$. Since $F_{w_{1} w_{2} \cdots w_{k-1}}$ is injective, we see that $\sigma^{k}(w \omega) \in \mathcal{C}$. Therefore $\omega \in \mathcal{P}$. So $\mathcal{P}=\Sigma$.
$(\mathrm{Mi} 2) \Rightarrow(\mathrm{Mi1})$ If there exists a closed subset $A \subset \Sigma$ with $\pi(A)=K$, then $A^{c}$ is a non-empty open set and so it should contain $\Sigma_{w}$ for some $w \in W_{*}$. Since $A \supset \cup_{v \in W_{m} \backslash\{w\}} \Sigma_{v}$, where $m=|w|$, we have $K_{w} \in \cup_{v \in W_{m} \backslash\{w\}} K_{v}$.
(Mi2) $\Rightarrow(\mathrm{Mi} 3)$ Let $W$ be a proper subset of $W_{m}$ and assume $K(W)=K$. Then for $w \in W_{m} \backslash W, K_{w} \subset K=\cup_{v \in W} K_{v}$. Hence (Mi2) does not hold.
$(\mathrm{Mi} 3) \Rightarrow(\mathrm{Mi} 2)$ If $K_{w} \subset \cup_{v \in W_{m} \backslash\{w\}} K_{v}$, where $m=|w|$, then $K=\cup_{v \in W} F_{v}(K)$, where $W=W_{m} \backslash\{w\}$. Hence, for any $x \in K$, there exists $\omega \in \Sigma(W)$ such that $\pi(\omega)=x$. Therefore $K(W)=K$.

Remark. It seems quite possible that the condition $\operatorname{int}\left(C_{\mathcal{L}}\right)=\emptyset$ is also equivalent to those conditions in Theorem 1.3.7 as well. Unfortunately this is not true. In fact, there is an example where $\operatorname{int}\left(C_{\mathcal{L}}\right)=\emptyset$ but $\operatorname{int}\left(\mathcal{C}_{\mathcal{L}}\right) \neq \emptyset$. See Exercise 1.5.

Definition 1.3.8. Let $S$ be a finite set. We say that a finite subset $\Lambda \subset W_{*}(S)$ is a partition of $\Sigma(S)$ if $\Sigma_{w} \cap \Sigma_{v}=\emptyset$ for any $w \neq v \in \Lambda$ and $\Sigma=\cup_{w \in \Lambda} \Sigma_{w}$. A partition $\Lambda_{1}$ is said to be a refinement of a partition $\Lambda_{2}$ if and only if either $\Sigma_{w} \subseteq \Sigma_{v}$ or $\Sigma_{w} \cap \Sigma_{v}=\emptyset$ for any $(w, v) \in \Lambda_{1} \times \Lambda_{2}$.
$W_{m}$ is a partition for any $m \geq 0$ and $W_{n}$ is a refinement of $W_{m}$ if (and only if) $n \geq m$.

Lemma 1.3.9. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Define $V(\Lambda, \mathcal{L})=\cup_{w \in \Lambda} F_{w}\left(V_{0}\right)$ if $\Lambda$ is a partition of $\Sigma$. Then $V\left(\Lambda_{1}, \mathcal{L}\right) \supseteq V\left(\Lambda_{2}, \mathcal{L}\right)$ if $\Lambda_{1}$ is a refinement of $\Lambda_{2}$.

Proof. Assume that $\Lambda_{1}$ is a refinement of $\Lambda_{2}$. Set $x=\pi(w \omega)$ for $w \in \Lambda_{2}$ and $\omega \in \mathcal{P}$. Then there exists $v \in \Lambda_{1}$ such that $v=w \omega_{1} \cdots \omega_{k}$. As $\omega_{k+1} \omega_{k+2} \cdots \in \mathcal{P}$, we can see that $x=\pi(w \omega) \in V\left(\Lambda_{1}, \mathcal{L}\right)$.

Lemma 1.3.10. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Define $V_{m}(\mathcal{L})=V\left(W_{m}, \mathcal{L}\right)$. Then $V_{m}(\mathcal{L}) \subseteq V_{m+1}(\mathcal{L})$ and

$$
V_{m+1}(\mathcal{L})=\cup_{i \in S} F_{i}\left(V_{m}(\mathcal{L})\right)
$$

Furthermore, set $V_{*}(\mathcal{L})=\cup_{m \geq 0} V_{m}(\mathcal{L})$. If $V_{0} \neq \emptyset$, then $V_{*}(\mathcal{L})$ is dense in $K$.
Proof. The proof of the first statement is straight forward from Lemma 1.3.9. If $x=\pi(\omega) \in K$, then for $\tau \in \mathcal{P}, x_{n}=\pi\left(\omega_{1} \cdots \omega_{n} \tau\right)$ converges to $x$ as $n \rightarrow \infty$. Hence $V_{*}(\mathcal{L})$ is dense in $K$.

We write $V_{m}$ instead of $V_{m}(\mathcal{L})$ if no confusion may occur.
Let $\Lambda$ be a partition of $\Sigma(S)$. If $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a self-similar structure, then we can define a self-similar structure $\mathcal{L}(\Lambda)=\left(K(\Lambda), \Lambda,\left\{F_{w}\right\}_{w \in \Lambda}\right)$ as before
except $\Lambda=W_{0}$. Immediately by Definition 1.3.8, it follows that $K(\Lambda)=K$ and $\Sigma(S)=\Sigma(\Lambda)$. Of course, the topological structures of $K$ and $K(\Lambda)$ should be same since they are virtually the same self-similar structures.

Proposition 1.3.11. Let $\Lambda$ be a partition of $\Sigma(S)$ and let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Then $\mathcal{P}_{\mathcal{L}} \supseteq \mathcal{P}_{\mathcal{L}(\Lambda)}$, where we identify $\Sigma(S)$ and $\Sigma(\Lambda)$ through the natural mapping. Furthermore, if $\Lambda=W_{m}(S)$ for $m \geq 1$, then $\mathcal{P}_{\mathcal{L}}=\mathcal{P}_{\mathcal{L}(\Lambda)}$.
Proof. Let $\alpha=\alpha_{1} \alpha_{2} \cdots \in \mathcal{P}_{\mathcal{L}(\Lambda)}$, where $\alpha_{i} \in \Lambda$. Then there exists $\beta_{1} \beta_{2} \cdots \beta_{m} \in$ $W_{*}(\Lambda) \backslash W_{0}(\Lambda)$ and $\gamma=\gamma_{1} \gamma_{2} \cdots \in \Sigma(\Lambda)$ such that $\pi(\beta)=\pi(\gamma)$ and $\beta_{1} \neq \gamma_{1}$, where $\beta=\beta_{1} \beta_{2} \cdots \beta_{m} \alpha \in \Sigma(\Lambda)$. Hence, if $\beta_{1}=w_{1} w_{2} \cdots w_{m} \in W_{m}(S)$ and $\gamma_{1}=v_{1} v_{2} \cdots v_{n} \in W_{n}(S)$, we can find $k$ so that $w_{1} w_{2} \cdots w_{k}=v_{1} v_{2} \cdots v_{k}$ and $w_{k+1} \neq v_{k+1}$. Therefore as elements in $\Sigma(S), \pi\left(\sigma^{k} \beta\right)=\pi\left(\sigma^{k} \gamma\right)$ and hence $\sigma^{k} \beta \in \mathcal{C}_{\mathcal{L}}$. This implies that $\alpha \in \mathcal{P}_{\mathcal{L}}$.

Next let $\Lambda=W_{m}$ for $m \geq 1$. For $\omega=\omega_{1} \omega_{2} \cdots \in \mathcal{P}_{\mathcal{L}}$, there exists $w \in$ $W_{*}(S) \backslash W_{0}(S)$ and $\tau \in \Sigma(S)$ such that $\pi(w \omega)=\pi(\tau)$ and $w_{1} \neq \tau_{1}$. Now we can choose $v \in W_{*}(S)$ so that $v w=\beta_{1} \beta_{2} \cdots \beta_{j}$ and $v \tau=\gamma_{1} \gamma_{2} \cdots$ with $\beta_{i}, \gamma_{i} \in \Lambda$ and $\beta_{1} \neq \gamma_{1}$. If $\omega=\alpha_{1} \alpha_{2} \cdots$, where $\alpha_{i} \in \Lambda$, then it follows that $\beta_{1} \beta_{2} \cdots \beta_{j} \alpha_{1} \alpha_{2} \cdots \in \mathcal{C}_{\mathcal{L}(\Lambda)}$. Therefore $\omega=\alpha_{1} \alpha_{2} \cdots \in \mathcal{P}_{\mathcal{L}(\Lambda)}$.
Even if $\Lambda \neq W_{m}(S), \mathcal{P}_{\mathcal{L}(\Lambda)}$ often coincides with $\mathcal{P}_{\mathcal{L}}$. In general, however, this is not true. See Exercise 1.6 and 1.7 for examples.

Finally, we will give the definition of post critically finite (p. c. f. for short) self-similar structure, which is one of the key notions in this book.

Definition 1.3.12. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. $\mathcal{L}$ is said to be post critically finite or p. c. f. in short if and only if the post critical set $\mathcal{P}_{\mathcal{L}}$ is a finite set.

If $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is post critically finite, $V_{m}$ is a finite set for all $m$. In particular, $K_{w} \cap K_{v}$ is a finite set for any $w \neq v \in W_{m}$. Such a self-similar set is often called a finitely ramified self-similar set. Obviously, a p. c. f. self-similar set is finitely ramified. The converse is, however, not true.

Later in Chapter 3, we will mainly study analysis on post critically finite self-similar sets.

Example 1.3.13 (Sierpinski gasket). Let $K$ be the Sierpinski gasket defined in Example 1.2.8. Then $\mathcal{L}=\left(K, S,\left\{f_{i}\right\}_{i \in S}\right)$, where $S=\{1,2,3\}$ and $f_{i}$ are the same maps as in Example 1.2.8, is a post critically finite self-similar structure. In fact, $C_{\mathcal{L}}=\left\{q_{1}, q_{2}, q_{3}\right\}, \mathcal{C}_{\mathcal{L}}=\{1 \dot{2}, 2 \dot{1}, 2 \dot{3}, 3 \dot{2}, 3 \dot{1}, 1 \dot{3}\}$ and $\mathcal{P}_{\mathcal{L}}=\{\dot{1}, \dot{2}, \dot{3}\}$. Also $V_{0}=\left\{p_{1}, p_{2}, p_{3}\right\}$.

Example 1.3.14 (Hata's tree-like set). Let $f_{1}$ and $f_{2}$ be the same as in Example 1.2.9. Also let $K$ be the Hata's tree-like set. Then $\mathcal{L}=\left(K,\{1,2\},\left\{f_{1}, f_{2}\right\}\right)$ is a p. c. f. self-similar structure. In fact, $C_{\mathcal{L}}=\left\{\left|c^{2}\right|\right\}, \mathcal{C}_{\mathcal{L}}=\{11 \dot{2}, 2 \dot{1}\}$ and $\mathcal{P}_{\mathcal{L}}=\{1 \dot{2}, \dot{2}, \dot{1}\}$. Hence $V_{0}=\{c, 0,1\}$. Note that self-similar structures are isomorphic for all $c$ with $|c|,|1-c| \in(0,1)$.

Of course there are numerous examples of non-p. c. f. self-similar structure. One easy example is the unit square. (See Exercise 1.3.) Another famous example is the Sierpinski carpet, which may be thought of as the simplest nontrivial non-p. c. f. self-similar structure.

Example 1.3.15 (Sierpinski carpet). Let $p_{1}=0, p_{2}=1 / 2, p_{3}=1, p_{4}=$ $1+\sqrt{-1} / 2, p_{5}=1+\sqrt{-1}, p_{6}=1 / 2+\sqrt{-1}, p_{7}=\sqrt{-1}$ and $p_{8}=\sqrt{-1} / 2$. Set $f_{i}(z)=\left(z-p_{i}\right) / 3+p_{i}$ for $i=1,2, \cdots, 8$. The self-similar set $K$ with respect to $\left\{f_{i}\right\}_{i=1,2, \ldots, 8}$ is called the Sierpinski carpet. Let $\mathcal{L}$ be the corresponding selfsimilar structure. The $\mathcal{L}$ is not post critically finite. In fact, $C_{\mathcal{L}}, \mathcal{C}_{\mathcal{L}}$ and $P_{\mathcal{L}}$ are infinite sets. In particular, $V_{0}$ equals to the boundary of the unit square $[0,1] \times[0,1]$.

## §1.4 Self similar measure

In this section, we will introduce an important class of measures on a self-similar structure, that is, self-similar measures. First we will recall some of fundamental definitions in measure theory.
$(X, \mathcal{M})$ is called a measurable space if $X$ is a set and $\mathcal{M}$ is a $\sigma$-algebra whose elements are subsets of $X$. A measure $\mu$ on a measurable space $(X, \mathcal{M})$ is a non-negative $\sigma$-additive function defined on $\mathcal{M}$.

Definition 1.4.1. Let $(X, d)$ be a metric space and let $\mu$ be a measure on a measurable space $(X, \mathcal{M})$.
(1) The Borel $\sigma$-algebra, $\mathcal{B}(X, d)$, is the minimal $\sigma$-algebra which contains all open subset of $X$. An element of $\mathcal{B}(X, d)$ is called a Borel set. If no confusion may occur, we write $\mathcal{B}(X)$ instead of $\mathcal{B}(X, d)$.
(2) $\mu$ is called a Borel measure if $\mathcal{M}$ contains $\mathcal{B}(X)$.
(3) $\mu$ is called a Borel regular measure if it is a Borel measure and, for any $A \in \mathcal{M}$, there exists $B \in \mathcal{B}(X)$ such that $\mu(A)=\mu(B)$ and $A \subseteq B$.
(4) We say that $\mu$ is complete if any subset of a null set is measurable, i.e. $B \in \mathcal{M}$ if $B \subseteq A \in \mathcal{M}$ and $\mu(A)=0$.
(5) $\mu$ is called a probability measure if and only if $\mu(X)=1$.

The following proposition is one of the most important fact about a Borel regular measures.

Proposition 1.4.2. Let $(X, d)$ be a metric space and let $\mu$ be a Borel regular measure on $(X, \mathcal{M})$. Assume that $\mu(X)<\infty$. Then for any $A \in \mathcal{M}$,

$$
\begin{aligned}
\mu(A) & =\inf \{\mu(U): U \text { is a open set that contains } A\} \\
& =\sup \{\mu(F): F \text { is a closed set that is contained in } A\}
\end{aligned}
$$

Proposition 1.4.3 (Bernoulli measure). Let $S$ be a finite set. If $p=\left(p_{i}\right)_{i \in S}$ satisfies that $\sum_{i \in S} p_{i}=1$ and that $0<p_{i}<1$ for any $i \in S$, then there
exists a unique complete Borel regular measure $\mu^{p}$ on $\left(\Sigma, \mathcal{M}^{p}\right)$, where $\Sigma=S^{\mathbb{N}}$, that satisfies $\mu^{p}\left(\Sigma_{w}\right)=p_{w_{1}} p_{w_{2}} \cdots p_{w_{m}}$ for any $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$. This measure $\mu^{p}$ is called the Bernoulli measure on $\Sigma$ with weight $p$.
Remark. In this book, all the measures we will encounter are supposed to be complete unless otherwise stated.

Also the Bernoulli measure with weight $p$ is characterized as the unique Borel regular probability measure on $\Sigma$ that satisfies

$$
\mu(A)=\sum_{i \in S} p_{i} \mu\left(\sigma_{i}^{-1}(A)\right)
$$

for any Borel set $A \subset \Sigma$.
Proposition 1.4.4 (Self-similar measures). Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure and let $\pi$ be the natural map from $\Sigma$ to $K$ associated with $\mathcal{L}$. If $p=\left(p_{i}\right)_{i \in S} \in \mathrm{R}^{S}$ satisfies $\sum_{i \in S} p_{i}=1$ and $0<p_{i}<1$ for any $i \in S$, then we define $\nu^{p}$ by $\nu^{p}(A)=\mu^{p}\left(\pi^{-1}(A)\right)$ for $A \in \mathcal{N}^{p}=\left\{A: A \subseteq K, \pi^{-1}(A) \in \mathcal{M}^{p}\right\}$. Then, $\nu^{p}$ is a Borel regular measure on $\left(K, \mathcal{N}^{p}\right)$. $\nu^{p}$ is called the self-similar measure on $K$ with weight $p$.

It is known that $\nu^{p}$ is the unique Borel regular probability measure on $K$ that satisfies

$$
\nu(A)=\sum_{i \in S} p_{i} \nu\left(F_{i}^{-1}(A)\right)
$$

for any Borel set $A \subset K$.
By definition, we see that

$$
\begin{equation*}
\nu^{p}\left(K_{w}\right) \geq p_{w_{1}} p_{w_{2}} \cdots p_{w_{m}} \tag{1.4.1}
\end{equation*}
$$

for any $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$. Intuitively, it seems that equality holds in (1.4.1) rather than inequality if the overlapping set $C_{\mathcal{L}}$ is small enough. Precisely we have the following theorem.
Theorem 1.4.5. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure and let $\pi$ be the natural map from $\Sigma$ to $K$ associated with $\mathcal{L}$. Also let $p=\left(p_{i}\right)_{i \in S}$ satisfy $\sum_{i \in S} p_{i}=1$ and $0<p_{i}<1$ for any $i \in S$. Then

$$
\nu^{p}\left(K_{w}\right)=p_{w_{1}} p_{w_{2}} \cdots p_{w_{m}}
$$

for any $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$ if and only if $\mu^{p}\left(\mathcal{I}_{\infty}\right)=0$, where $\mathcal{I}_{\infty}=\{\omega \in$ $\left.\Sigma: \#\left(\pi^{-1}(\pi(\omega))\right)=+\infty\right\}$.
Remark. We will show that $\mathcal{I}_{\infty} \in \mathcal{M}^{p}$.
Lemma 1.4.6. For any $A \in \mathcal{M}^{p}$, define

$$
A_{\circ}=\left\{\omega \in \Sigma: \sigma^{m} \omega \in A \text { for infinitely many } m \in \mathbf{N} .\right\}
$$

Then $A_{\circ} \in \mathcal{M}^{p}$ and $\mu^{p}\left(A_{\circ}\right) \geq \mu^{p}(A)$. In particular, if $A \in \mathcal{B}(\Sigma)$ then $A_{\circ} \in$ $\mathcal{B}(\Sigma)$.

Proof. Set $A_{m}=\cup_{w \in W_{m}} \sigma_{w}(A)$, where $\sigma_{w}=\sigma_{w_{1}} \circ \cdots \sigma_{w_{m}}$ for $w=w_{1} w_{2} \cdots w_{m} \in$ $W_{m}$. Then $A_{\circ}=\lim \sup _{m \rightarrow \infty} A_{m}$. Hence $A_{\circ} \in \mathcal{M}^{p}$ and by the Fatou's lemma, we have $\mu^{p}\left(A_{\circ}\right) \geq \limsup \operatorname{sum}_{m \rightarrow \infty} \mu^{p}\left(A_{m}\right)$. (Note that $\mu^{p}$ is a finite measure.) On the other hand, $\mu^{p}\left(A_{m}\right)=\sum_{w \in W_{m}} \mu^{p}\left(\sigma_{w}(A)\right)=\sum_{w \in W_{m}} p_{w} \mu^{p}(A)=\mu^{p}(A)$, where $p_{w}=p_{w_{1}} p_{w_{2}} \cdots p_{w_{m}}$. Hence it follows that $\mu^{p}\left(A_{\circ}\right) \geq \mu^{p}(A)$.
Lemma 1.4.7. Define $\mathcal{I}=\left\{\omega \in \Sigma: \#\left(\pi^{-1}(\pi(\omega))\right)>1\right\}$. Then $\mathcal{I} \in \mathcal{B}(\Sigma)$, $\mathcal{I}_{\infty} \in \mathcal{M}^{p}, \mathcal{I}_{\circ} \subseteq \mathcal{I}_{\infty} \subseteq \mathcal{I}$ and $\mu^{p}\left(\mathcal{I}_{\circ}\right)=\mu^{p}\left(\mathcal{I}_{\infty}\right)=\mu^{p}(\mathcal{I})$.
Proof. Set $I_{m}=\cup_{w \neq v \in W_{m}}\left(K_{w} \cap K_{v}\right)$. Then $I_{m}$ is closed set and $\mathcal{I}=\cup_{m \geq 1} \pi^{-1}\left(I_{m}\right)$. Hence $\mathcal{I} \in \mathcal{B}(\Sigma)$. Now if $\omega \in \mathcal{I}_{0}$, by using inductive argument, we can choose $\left\{m_{k}\right\}_{k \geq 1},\left\{n_{k}\right\}_{k \geq 1}$ and $\left\{\omega^{(k)}\right\}_{k \geq 1},\left\{\tau^{(k)}\right\}_{k \geq 1} \subset \Sigma$ so that

$$
1 \leq m_{1}<n_{1}<m_{2}<n_{2}<\cdots<m_{k}<n_{k}<m_{k+1}<\cdots
$$

$\sigma^{m_{k}} \omega \in \mathcal{I}, \sigma^{m_{k}} \omega \neq \tau^{(k)}, \pi\left(\sigma^{m_{k}} \omega\right)=\pi\left(\tau^{(k)}\right), \omega^{(k)}=\omega_{1} \omega_{2} \cdots \omega_{m_{k}} \tau^{(k)}, \omega_{1} \omega_{2} \cdots \omega_{n_{k-1}}=$ $\omega^{(k)}{ }_{1} \omega^{(k)}{ }_{2} \cdots \omega^{(k)}{ }_{n_{k-1}}$ and $\omega_{n_{k}} \neq \omega^{(k)}{ }_{n_{k}}$. This implies that $\pi\left(\omega^{(k)}\right)=\pi(\omega)$ and hence $\omega \in \mathcal{I}_{\infty}$. Thus we have shown that $\mathcal{I}_{\circ} \subseteq \mathcal{I}_{\infty} \subseteq \mathcal{I}$. By Lemma 1.4.6, $\mu^{p}(\mathcal{I}) \leq \mu^{p}\left(\mathcal{I}_{0}\right)$, we can see that $\mu^{p}(\mathcal{I})=\mu^{p}\left(\mathcal{I}_{\circ}\right)$. As $\mu^{p}$ is complete, $\mathcal{I}_{\infty} \in \mathcal{M}^{p}$ and $\mu^{p}\left(\mathcal{I}_{\infty}\right)=\mu^{p}(\mathcal{I})$.

Proof of Theorem 1.4.5. By the definition of $\mathcal{I}$, we can easily see that $\mu^{p}(\mathcal{I})=0$ if and only if $\mu^{p}\left(\Sigma_{w}\right)=\nu^{p}\left(K_{w}\right)=p_{w}$ for any $w \in W_{*}$. This along with Lemma 1.4.7 implies the theorem.

Remark. It is well-known that $\mu^{p}$ is ergodic with respect to the shift map $\sigma$. This means that if $A \in \mathcal{M}^{p}$ and $\sigma^{-1}(A)=A$ then $\mu^{p}(A)=0$ or 1 . Since $\sigma^{-1}\left(\mathcal{I}_{\circ}\right)=\mathcal{I}_{\circ}, \mu^{p}\left(\mathcal{I}_{\circ}\right)=\mu^{p}\left(\mathcal{I}_{\infty}\right)=\mu^{p}(\mathcal{I})=0$ or 1 .

Corollary 1.4.8. If $\pi^{-1}(x)$ is a finite set for any $x \in K$, then $\nu^{p}\left(K_{w}\right)=p_{w}$ for all $w \in W_{*}$.

Since $\mathcal{I}=\cup_{w \in W_{*}} \sigma_{w}\left(\mathcal{C}_{\mathcal{L}}\right), \mu^{p}\left(\mathcal{C}_{\mathcal{L}}\right)>0$ implies $\mu^{p}(\mathcal{I})>0$. Hence by Theorem 1.3.7, we have the following corollary.

Corollary 1.4.9. If $\nu^{p}\left(K_{w}\right)=p_{w}$ for any $w \in W_{*}$, then $\mathcal{L}$ is minimal.
Although the next theorem does not directly related to self-similar measures, it tells us a useful fact: two Borel regular measures on a self-similar sets are comparable if they are comparable on $K_{w}$ for all $w \in W_{*}$.

Theorem 1.4.10. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. Let $\mu$ and $\nu$ be Borel regular measures on $(K, \mathcal{M}(\mu))$ and $(K, \mathcal{M}(\nu))$ respectively. Assume that $\nu(K)<\infty$ and $\nu(\mathcal{I})=0$. If there exists $c>0$ such that $\mu\left(K_{w}\right) \leq$ $c \nu\left(K_{w}\right)$ for any $w \in W_{*}$, then $\mu(A) \leq c \nu(A)$ for any $A \in \mathcal{M}(\mu) \cap \mathcal{M}(\nu)$. In particular, $\mu(\mathcal{I})=0$.

Proof. Let $U$ be an open subset of $K$. Set $W(U)=\left\{w \in W_{*}: K_{w} \subset U\right\}$. For $w, v \in W(U)$, we define $w \geq v$ if and only if $\Sigma_{w} \supseteq \Sigma_{v}$. Then $\geq$ is a partial order on $W(U)$. If $W^{+}(U)$ is the collection of maximal elements in $W(U)$ with respect to this order, then $U=\cup_{w \in W^{+}(U)} K_{w}$ and $K_{w} \cap K_{v} \subset \mathcal{I}$ for $w \neq v \in W^{+}(U)$. Therefore

$$
\mu(U) \leq \sum_{w \in W^{+}(U)} \mu\left(K_{w}\right) \leq c \sum_{w \in W^{+}(U)} \nu\left(K_{w}\right)=c \nu(U) .
$$

Now by Proposition 1.4.2, for any $A \in \mathcal{M}(\mu) \cap \mathcal{M}(\nu)$, there exists a decreasing sequence of open sets $\left\{O_{k}\right\}_{k \geq 1}$ such that $A \subseteq O_{k}$ for any $k, \mu\left(\cap_{k \geq 1} O_{k}\right)=\mu(A)$ and $\nu\left(\cap_{k \geq 1} O_{k}\right)=\nu(A)$. As $\mu\left(O_{k}\right) \leq c \nu\left(O_{k}\right)$, we have $\mu(A) \leq c \nu(A)$.

## §1.5 Dimension of self similar sets

In this section, we will introduce the notion of Hausdorff dimension of metric spaces and show how to calculate a Hausdorff dimension of self-similar sets.

Definition 1.5.1. Let $(X, d)$ be a metric space. For any bounded set $A \subset X$, we define

$$
\mathcal{H}_{\delta}^{s}(A)=\inf \left\{\sum_{i \geq 1} \operatorname{diam}\left(E_{i}\right)^{s}: A \subset \cup_{i \geq 1} E_{i}, \operatorname{diam}\left(E_{i}\right) \leq \delta\right\}
$$

where $\operatorname{diam}(E)$ is a diameter of a set $E$ defined by $\operatorname{diam}(E)=\sup _{x, y \in E} d(x, y)$. Also, we define $\mathcal{H}^{s}(A)=\lim \sup _{\delta \downarrow 0} \mathcal{H}_{\delta}^{s}(A)$.

It is well-known that $\mathcal{H}^{s}$ become a complete Borel regular measure for any $s>0 . \mathcal{H}^{s}$ is called the $s$-dimensional Hausdorff measure of $(X, d)$.

Lemma 1.5.2. Let $(X, d)$ be a metric space. For $0 \leq s<t$,

$$
\mathcal{H}_{\delta}^{t}(E) \leq \delta^{t-s} \mathcal{H}_{\delta}^{s}(E)
$$

for any $E \subseteq X$.
Proof. If $E \subseteq \cup_{i \geq 1} E_{i}$ and $\operatorname{diam}\left(E_{i}\right) \leq \delta$ for any $i$, then

$$
\sum_{i \geq 1} \operatorname{diam}\left(E_{i}\right)^{t} \leq \sum_{i \geq 1} \operatorname{diam}\left(E_{i}\right)^{t-s} \operatorname{diam}\left(E_{i}\right)^{s} \leq \delta^{t-s} \sum_{i \geq 1} \operatorname{diam}\left(E_{i}\right)^{s}
$$

By Lemma 1.5.2, we can see the following proposition.
Proposition 1.5.3. For any $E \subseteq X$,

$$
\begin{equation*}
\sup \left\{s: \mathcal{H}^{s}(E)=\infty\right\}=\inf \left\{s: \mathcal{H}^{s}(E)=0\right\} \tag{1.5.1}
\end{equation*}
$$

Proof. By Lemma 1.5.2, if $s<t$, then $\mathcal{H}^{s}(E)<\infty$ implies $\mathcal{H}^{t}(E)=0$ and also $\mathcal{H}^{t}(E)>0$ implies $\mathcal{H}^{s}(E)=\infty$. Now it is easy to see (1.5.1).

Definition 1.5.4 (Hausdorff dimension). The value given by (1.5.1) is called the Hausdorff dimension of $E$, which is denoted by $\operatorname{dim}_{\mathrm{H}} E$.
Remark. The Hausdorff measures and the Hausdorff dimension depend on a metric $d$. In this sense, if one should specify which metric we are looking at, we would use the notation of $\operatorname{dim}_{\mathrm{H}}(E, d)$ instead of $\operatorname{dim}_{\mathrm{H}} E$.

The following lemma is often useful to calculate a Hausdorff dimension of a metric space. It is often called "Frostman's lemma". See, for example, Mattila [99]. It is also called the "mass distribution principle" in Falconer [28].

Lemma 1.5.5. Let $(K, d)$ be a compact metric space. If $\mathcal{H}^{\alpha}(K)<\infty$ and there exist positive constants $c, l_{0}$ and a probability measure $\mu$ on $K$ such that

$$
\mu\left(B_{l}(x)\right) \leq c l^{\alpha}
$$

for all $x \in K$ and any $l \in\left(0, l_{0}\right)$, then

$$
\mu(A) \leq c \mathcal{H}^{\alpha}(A)
$$

for any Borel set $A \subset K$. In particular, $0<\mathcal{H}^{\alpha}(K)<\infty$.
Remark. According to the discussion of Moran [107], the converse of the above lemma is true : If $0<\mathcal{H}^{\alpha}(K)<\infty$, then there exists a probability measure $\mu$ on $K$ such that, for some $c>0$,

$$
\mu\left(B_{l}(x)\right) \leq c l^{\alpha}
$$

for all $x \in K$ and $l>0$. Moran proved this fact if $K$ was a compact subset of Eudlidean space. His argument, however, can be easily extended to this case.

Proof. For $U \subset K$ and $x \in U$, note that $U \subset B_{\operatorname{diam}(U)}(x)$. Hence, if $A \subseteq \cup_{i} U_{i}$, then

$$
\mu(A) \leq \sum_{i} \mu\left(B_{\operatorname{diam}\left(U_{i}\right)}\left(x_{i}\right)\right) \leq c \sum_{i} \operatorname{diam}\left(U_{i}\right)^{\alpha},
$$

where $x_{i} \in U_{i}$. Therefore $\mu(A) \leq c \mathcal{H}_{l}^{\alpha}(A)$. Letting $l \rightarrow 0$, it follows that $\mu(A) \leq c \mathcal{H}^{\alpha}(A)$.

Now let $\left(K,\{1,2, \cdots, N\},\left\{F_{i}\right\}_{1 \leq i \leq N}\right\}$ be a self-similar structure and let $d$ be a metric on $K$ which is compatible with the original topology of $K$. In general, it is not easy to evaluate the Hausdorff dimension $\operatorname{dim}_{\mathrm{H}}(K, d)$. Moran [107] introduced what is now called "the open set condition", which ensures that the intersections $K_{i} \cap K_{j}$ for $i \neq j \in\{1,2, \cdots, N\}$ are "small". Under this condition, he gave a formula for the Hausdorff dimension of $K$ when $K$ is a subset of $\mathbf{R}^{k}$, $d$ is the Euclidean metric on $\mathrm{R}^{k}$ and $F_{i}$ are similitudes with respect to $d$. See Proposition 1.5.8 and Corollary 1.5.9 for the Moran's result. His result is useful to calculate Hausdorff dimensions of many well-known examples of self-similar sets. See Exercise 1.9.

Remark. It was well before the notion of "fractal" when Moran published his paper [107]. Of course, he didn't use the terminology "self-similar set" but he had exactly the same notion of self-similar sets as we have today. Hutchinson [57] rediscovered Moran's result about 40 years later and introduced the name "open set condition".

Unfortunately we can apply Moran's result only when $K$ is a subset of $\mathbf{R}^{k}$, $d$ is the Euclidean metric on $\mathrm{R}^{k}$ and $F_{i}$ are similitudes with respect to $d$. Later, a metric called an effective resistance metric, which satisfies none of those requirements, will become important from the analytical point of view. Here, we will introduce an extended version of Moran's theorem (Theorem 1.5.7) that can be applied in more general situations.

Definition 1.5.6. For $\mathbf{r}=\left(r_{1}, r_{2}, \cdots, r_{N}\right)$ where $0<r_{i}<1$ and for $0<a<1$,

$$
\Lambda(\mathbf{r}, a)=\left\{w: w=w_{1} w_{2} \cdots w_{m} \in W_{*}, r_{w_{1} w_{2} \cdots w_{m-1}}>a \geq r_{w}\right\}
$$

where $r_{v}=r_{v_{1}} r_{v_{2}} \cdots r_{v_{k}}$ for $v=v_{1} v_{2} \cdots v_{k} \in W_{k}$
Remark. $\Lambda(\mathbf{r}, a)$ becomes a partition of $\Sigma$.
The following is our main theorem. This theorem was introduced in Kigami [68]. The essential ideas are, however, essentially the same as in Moran [107].

Theorem 1.5.7. Assume that there exist $\mathbf{r}=\left(r_{1}, r_{2}, \cdots, r_{N}\right)$ where $0<r_{i}<1$ and positive constants $c_{1}, c_{2}, c_{*}$ and $M$ such that

$$
\begin{equation*}
\operatorname{diam}\left(K_{w}\right) \leq c_{1} r_{w} \tag{1.5.2}
\end{equation*}
$$

for all $w \in W_{*}$ and

$$
\begin{equation*}
\#\left\{w: w \in \Lambda(\mathbf{r}, a), d\left(x, K_{w}\right) \leq c_{2} a\right\} \leq M \tag{1.5.3}
\end{equation*}
$$

for any $x \in K$ and any $a \in\left(0, c_{*}\right)$, where $d\left(x, K_{w}\right)=\inf _{y \in K_{w}} d(x, y)$. Then there exist constants $c_{3}, c_{4}>0$ such that for all $A \in \mathcal{B}(K, d)$,

$$
\begin{equation*}
c_{3} \nu(A) \leq \mathcal{H}^{\alpha}(A) \leq c_{4} \nu(A) \tag{1.5.4}
\end{equation*}
$$

where $\nu$ is a self-similar measure on $K$ with weight $\left(r_{i}{ }^{\alpha}\right)_{1 \leq i \leq N}$ and $\alpha$ is the unique positive number that satisfies

$$
\begin{equation*}
\sum_{i=1}^{N} r_{i}^{\alpha}=1 \tag{1.5.5}
\end{equation*}
$$

In particular, $0<\mathcal{H}^{\alpha}(K)<\infty$ and $\operatorname{dim}_{\mathrm{H}}(K, d)=\alpha$.
Remark. Under the assumption (1.5.3), it is easy to see that $\#\left(\pi^{-1}(x)\right) \leq M$ for any $x \in K$. Hence by Corollary 1.4.8,

$$
\nu\left(K_{w}\right)=r_{w}{ }^{\alpha}
$$

for any $w \in W_{*}$. Also $\nu(\mathcal{I})=0$.

Proof. We write $\Lambda_{a}=\Lambda(\mathbf{r}, a)$. First we will show that $\mathcal{H}^{\alpha}\left(K_{w}\right) \leq\left(c_{1}\right)^{\alpha} \nu\left(K_{w}\right)$ for all $w \in W_{*}$. For $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$, we define $\Lambda_{a}(w)=\left\{v=v_{1} v_{2} \cdots v_{k}\right.$ : $\left.w v \in \Lambda_{a}\right\}$, where $w v=w_{1} w_{2} \cdots w_{m} v_{1} v_{2} \cdots v_{k}$. Then we can see that $\Lambda_{a}(w)$ is a partition for sufficiently small $a$. Hence

$$
\begin{equation*}
r_{w}^{\alpha}=\sum_{v \in \Lambda_{a}(w)} r_{w v}^{\alpha} . \tag{1.5.6}
\end{equation*}
$$

By (1.5.2), it follows that $\operatorname{diam}\left(K_{w v}\right) \leq c_{1} r_{w v} \leq c_{1} a$ for $v \in \Lambda_{a}(w)$. Also note that $K_{w}=\cup_{v \in \Lambda_{a}(w)} K_{w v}$. Then we see that

$$
\mathcal{H}_{c_{1} a}^{\alpha}\left(K_{w}\right) \leq c_{1}^{\alpha} \sum_{v \in \Lambda_{a}(w)} r_{w v}^{\alpha}=\left(c_{1} r_{w}\right)^{\alpha} .
$$

Letting $a \rightarrow 0$, we obtain

$$
\mathcal{H}^{\alpha}\left(K_{w}\right) \leq\left(c_{1}\right)^{\alpha} r_{w}^{\alpha}=\left(c_{1}\right)^{\alpha} \nu\left(K_{w}\right) .
$$

Next we show that $\nu\left(K_{w}\right) \leq M c_{2}{ }^{-\alpha} \mathcal{H}^{\alpha}\left(K_{w}\right)$. Let $\mu$ be the Bernoulli measure on $\Sigma$ with weight $\left(r_{i}{ }^{\alpha}\right)_{1 \leq i \leq N}$. For every $x \in K$,

$$
\pi^{-1}\left(B_{c_{2} a}(x)\right) \subset \bigcup_{w \in \Lambda_{a, x}} \Sigma_{w}
$$

where $\Lambda_{a, x}=\left\{w: w \in \Lambda_{a}, d\left(x, K_{w}\right) \leq c_{2} a\right\}$. Hence it follows that

$$
\nu\left(B_{c_{2} a}(x)\right) \leq \sum_{w \in \Lambda_{a, x}} \mu\left(\Sigma_{w}\right)
$$

Since $\mu\left(\Sigma_{w}\right)=r_{w}^{\alpha} \leq a^{\alpha}$ and $\#\left(\Lambda_{a, x}\right) \leq M$ by (1.5.3), we have

$$
\nu\left(B_{c_{2} a}(x)\right) \leq M c_{2}^{-\alpha}\left(c_{2} a\right)^{\alpha} .
$$

Lemma 1.5.5 implies that

$$
\nu(A) \leq M c_{2}^{-\alpha} \mathcal{H}^{\alpha}(A)
$$

for any $A \in \mathcal{B}(K, d)$. Hence there exist $c_{3}, c_{4}>0$ such that

$$
c_{3} \nu\left(K_{w}\right) \leq \mathcal{H}^{\alpha}\left(K_{w}\right) \leq c_{4} \nu\left(K_{w}\right)
$$

By Theorem 1.4.10, we can verify (1.5.4).
In the rest of this section, we show that the open set condition implies (1.5.2) and (1.5.3) of Theorem 1.5.7.
Proposition 1.5.8. Suppose $K$ is a subset of $\mathbf{R}^{k}$, $d$ is the Euclidean metric of $\mathrm{R}^{k}$ and $F_{i}: \mathrm{R}^{k} \rightarrow \mathrm{R}^{k}$ is an $r_{i}$-similitude for $i=1,2, \cdots, N$ with respect to
d. If the open set condition holds: there exists an bounded non-empty open set $O \subset \mathrm{R}^{k}$ such that

$$
\bigcup_{i=1}^{N} F_{i}(O) \subset O \quad \text { and } \quad F_{i}(O) \cap F_{j}(O)=\emptyset \quad \text { for } i \neq j,
$$

then there exist constants $c_{1}, c_{2}, M>0$ such that

$$
\operatorname{diam}\left(K_{w}\right) \leq c_{1} r_{w}
$$

for all $w \in W_{*}$ and

$$
\#\left\{w: w \in \Lambda(\mathbf{r}, a), d\left(x, K_{w}\right) \leq c_{2} a\right\} \leq M
$$

for all $0<a<1$ and $x \in K$.
Proof. We can see that $K_{w} \subset \bar{O}_{w}$ for any $w \in W_{*}$, where $O_{w}=F_{w}(O)$. (By Exercise 1.2, it follows that $\bar{O} \supseteq K$.) Without loss of generality, we may assume that $\operatorname{diam}(O) \leq 1$. Then, for all $w \in W_{*}, \operatorname{diam}\left(K_{w}\right) \leq \operatorname{diam}\left(\bar{O}_{w}\right) \leq r_{w}$. Let m be the $k$-dimensional Lebesgue measure and let $\Lambda_{a, x}=\{w: w \in$ $\left.\Lambda(\mathbf{r}, a), d\left(x, K_{w}\right) \leq a\right\}$. Then $\cup_{w \in \Lambda_{a, x}} O_{w} \subset B_{2 a}(x)$. Since $O_{w}$ are mutually disjoint, we have $\sum_{w \in \Lambda_{a, x}} \mathrm{~m}\left(O_{w}\right) \leq \mathrm{m}\left(B_{2 a}(x)\right)$. Hence it follows that $\#\left(\Lambda_{a, x}\right) r_{w}{ }^{k} \mathrm{~m}(O) \leq 2^{k} C a^{k}$, where $C=\mathrm{m}$ (unit ball). Since $r_{w} \geq a R$ where $R=\min \left\{r_{1}, r_{2}, \cdots, r_{N}\right\}$, we see that $\#\left(\Lambda_{a, x}\right) \leq 2^{k} C R^{-k} \mathrm{~m}(O)^{-1}$.

Corollary 1.5.9 (Moran's theorem). If $K$ satisfies the open set condition, then $\operatorname{dim}_{\mathrm{H}}(K, d)=\alpha$, where $\alpha$ is given by (1.5.5) with $r_{i}=\operatorname{Lip}\left(F_{i}\right)$.

## §1.6 Connectivity of self similar sets

Let $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a self-similar structure. In this section we will give a simple condition for connectivity of $K$ and also show that $K$ is connected if and only if it is arcwise connected. For a reminder, the definition of connectivity is as follows.

Definition 1.6.1. Let $(X, d)$ be a metric space.
(1) $(X, d)$ is said to be connected if and only if any closed and open subset of $X$ is $X$ or the empty set. Also a subset $A$ of $X$ is said to be connected if and only if the metric space $\left(A,\left.d\right|_{A}\right)$ is connected.
(2) A subset $A$ of $X$ is said to be arcwise connected if and only if there exists a path between $x$ and $y$ for any $x, y \in A$ : there exists a continuous map $p$ : $[0,1] \rightarrow A$ such that $p(0)=x$ and $p(1)=y$.

Of course, arcwise connectivity implies connectivity, but the converse is not true in general. Now we come to the main theorem of this section.

Theorem 1.6.2. The followings are equivalent.
(1) For any $i, j \in S$, there exists $\left\{i_{k}\right\}_{k=0,1, \cdots, n} \subseteq S$ such that $i_{0}=i, i_{n}=j$ and $K_{i_{k}} \cap K_{i_{k+1}} \neq \emptyset$ for any $k=0,1, \cdots, n-1$.
(2) $K$ is arcwise connected.
(3) $K$ is connected.

Proof. Obviously (2) $\Rightarrow$ (3). So let us show (3) $\Rightarrow$ (1). Choose $i \in S$ and define $A \subseteq S$ by

$$
\begin{aligned}
& A=\left\{j \in S \text { : there exists }\left\{i_{k}\right\}_{k=0,1, \cdots, n} \subseteq S\right. \text { such that } \\
& \left.\qquad i_{0}=i, i_{n}=j \text { and } K_{i_{k}} \cap K_{i_{k+1}} \neq \emptyset \text { for any } k=0,1, \cdots, n-1\right\}
\end{aligned}
$$

If $U=\cup_{j \in A} K_{j}$ and $V=\cup_{j \notin A} K_{j}$, then $U \cap V=\emptyset$ and $U \cup V=K$. Also both $U$ and $V$ are closed sets because $K_{i}$ is closed and $A$ is a finite set. Hence $U$ is an open and closed set. Hence $U=K$ or $U=\emptyset$. Obviously $K_{i} \subseteq U$ and hence $U=K$. Therefore $V=\emptyset$ and hence $A=S$.

To prove $(1) \Rightarrow(2)$, we need the following lemma.
Lemma 1.6.3. For a map $u:[0,1] \rightarrow K$ and for $t \in[0,1]$, we define

$$
D(u, t)=\sup \left\{\limsup _{n \rightarrow \infty} d\left(u\left(t_{n}\right), u\left(s_{n}\right)\right): \lim _{n \rightarrow \infty} t_{n}=\lim _{n \rightarrow \infty} s_{n}=t\right\}
$$

If $f_{n}:[0,1] \rightarrow K$ is uniformly convergent to $f:[0,1] \rightarrow K$ as $n \rightarrow \infty$ and $\lim _{n \rightarrow \infty} D\left(f_{n}, s\right)=0$, then $f$ is continuous at $s$.

Proof of Lemma 1.6.3. Let $d$ be a metric on $K$ that is compatible with the original topology of $K$. If $t_{n} \rightarrow s$ and $s_{n} \rightarrow s$ as $n \rightarrow \infty$, then

$$
d\left(f\left(t_{n}\right), f\left(s_{n}\right)\right) \leq d\left(f\left(t_{n}\right), f_{m}\left(t_{n}\right)\right)+d\left(f_{m}\left(t_{n}\right), f_{m}\left(s_{n}\right)\right)+d\left(f_{m}\left(s_{n}\right), f\left(s_{n}\right)\right) .
$$

Set $r_{m}=\sup \left\{d\left(f_{m}(t), f(t)\right): 0 \leq t \leq 1\right\}$. Then the above inequality implies $D(f, s) \leq 2 r_{m}+D\left(f_{m}, s\right)$. Now letting $m \rightarrow \infty$, we can see that $D(f, s)=0$. Hence $f$ is continuous at $s$.

Now we return to the proof of $(1) \Rightarrow(2)$.
Define
$P=\left\{f: K^{2} \times[0,1] \rightarrow K: f(p, q, 0)=p\right.$ and $f(p, q, 1)=q$ for any $\left.(p, q) \in K^{2}\right\}$.
Also for $f, g \in P$, set

$$
d_{P}(f, g)=\sup \left\{d(f(p, q, t), g(p, q, t)):(p, q, t) \in K^{2} \times[0,1]\right\}
$$

Then $\left(P, d_{p}\right)$ is a complete metric space. By (1), for any $(p, q) \in K^{2}$, we can choose $n(p, q),\left\{i_{k}(p, q)\right\}_{0 \leq k \leq n(p, q)-1} \subseteq S$ and $\left\{x_{k}(p, q)\right\}_{0 \leq k \leq n(p, q)} \subseteq K$ so that $x_{0}(p, q)=p, x_{n(p, q)}(p, q)=q$ and $x_{k}(p, q), x_{k+1}(p, q) \in K_{i_{k}(p, q)}$ for $k=0, \cdots, n(p, q)-1$. For $f \in P$, define $G f \in P$ by, for $\frac{k}{n(p, q)} \leq t \leq \frac{k+1}{n(p, q)}$,

$$
(G f)(p, q, t)=F_{i_{k}(p, q)}\left(f\left(y_{k}(p, q), z_{k}(p, q), n(p, q) t-k\right)\right)
$$

where $y_{k}(p, q)=F_{i_{k}(p, q)}^{-1}\left(x_{k}(p, q)\right)$ and $z_{k}(p, q)=F_{i_{k}(p, q)}^{-1}\left(x_{k+1}(p, q)\right)$. Then it follows that $d_{P}\left(G^{m} f, G^{m} g\right) \leq r_{m}$, where $r_{m}=\max _{w \in W_{m}} \operatorname{diam}\left(K_{w}\right)$. Since $r_{m} \rightarrow 0$ as $m \rightarrow \infty$, we see that there exists $f_{*} \in P$ such that $G^{m} f \rightarrow f_{*}$ as $m \rightarrow \infty$ in $P$. Also set $D(f)=\sup \left\{D\left(f_{(p, q)}, t\right):(p, q, t) \in K^{2} \times[0,1]\right\}$ for $f \in P$, where $f_{(p, q)}(t)=f(p, q, t)$. Then $D\left(G^{m} f\right) \leq r_{m} D(f)$. Hence by Lemma 1.6.3, $f_{*}(p, q, t)$ is continuous with respect to $t$. As $f_{*}(p, q, t)$ is a continuous path between $p$ and $q$, we see that $K$ is arcwise connected.

Corollary 1.6.4. If $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is post critically finite, then $K$ is connected if and only if, for any $p, q \in V_{1}$, there exist $\left\{p_{i}\right\}_{0 \leq i \leq m} \subset V_{1}$ and $\left\{k_{i}\right\}_{0 \leq i \leq m-1} \subseteq$ $S$ such that $p_{0}=p, p_{m}=q$ and $p_{i}, p_{i+1} \in F_{k_{i}}\left(V_{0}\right)$ for $i=0, \cdots, m-1$.

In the rest of this section, we show a proposition which will be used in the following sections.

Proposition 1.6.5. Let $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a connected post critically finite selfsimilar structure. Let $p$ be the fixed point of $F_{i}$. If $J$ is a connected component of $K \backslash\{p\}$, then $J \cap V_{0} \neq \emptyset$. In particular, the number of connected components of $K \backslash\{p\}$ is finite. Moreover, let $\left\{J_{j}\right\}_{j=1, \cdots, m}$ be the collection of all connected components of $K \backslash\{p\}$. Then there exists a permutation of $\{1, \cdots, m\}, \rho$, such that $F_{i}\left(J_{k}\right)=J_{\rho(k)} \cap K_{i}$.

Proof. Suppose that $U_{1}, \cdots, U_{l}$ are connected components of $K \backslash\{p\}$. Then, we may choose $n$ so that $U_{j}$ is not contained in $F_{i}^{n}(K)$ for all $j=1, \cdots, l$. By Proposition 1.3.5-(2), $U_{j} \cap F_{i}{ }^{n}\left(V_{0}\right) \neq \emptyset$ for any $j=1, \cdots, l$. Therefore $l \leq \#\left(V_{0}\right)$. This implies that the number of connected components of $K \backslash\{p\}$ is finite.

Now, let $J_{1}, \cdots, J_{m}$ be the collection of all connected components of $K \backslash\{p\}$. Note that $F_{i}\left(J_{j}\right)$ is connected and $\cup_{j=1}^{m} F_{i}\left(J_{j}\right)=K_{i} \backslash\{p\}$. Therefore, there exits $\rho(j)$ such that $F_{i}\left(J_{j}\right) \subset J_{\rho(j)}$. Since $J_{k} \cap K_{i} \neq \emptyset$ for any $k$, we may find $j$ that satisfies $J_{j} \cap F_{i}^{-1}\left(J_{k}\right) \neq \emptyset$. This implies that $\rho$ is a permutation of $\{1,2, \cdots, m\}$. As $K_{i} \backslash\{p\}=\cup_{j=1}^{m}\left(K_{i} \cap J_{i}\right)$, we see that $K_{i} \cap J_{\rho(j)}=F_{i}\left(J_{j}\right)$ for any $j$.

Next choose $n$ so that $J_{j}$ is not contained in $F_{i}^{n}(K)$ for any $j$. Then, it follows that $J_{\rho^{n}(k)} \cap F_{i}^{n}\left(V_{0}\right) \neq \emptyset$ for any $k$. Since $J_{\rho^{n}(k)} \cap F_{i}^{n}\left(V_{0}\right)=F_{i}^{n}\left(V_{0} \cap J_{k}\right)$, we see that $J_{k} \cap V_{0} \neq \emptyset$ for any $k$.

Next proposition also concerns a connected p.c.f.self-similar structure. It gives an sufficient condition for $K \backslash V_{0}$ being connected.

Proposition 1.6.6. Let $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ be a connected post critically finite selfsimilar structure. Assume that, for any $p, q \in V_{0}$, there exists a homeomorphism $g: K \rightarrow K$ such that $g\left(V_{0}\right)=V_{0}$ and $g(p)=q$. Then $K \backslash V_{0}$ is connected.

If a connected p.c.f.self-similar structure satisfies the assumption of the above proposition, we say that the self-similar structure is weakly symmetric.

To prove the above proposition, we need the following lemmas.
Lemma 1.6.7. Assume the conditions in Proposition 1.6.6. Let $J$ be a connected component of $K \backslash V_{0}$. Then $\#\left(\bar{J} \cap V_{0}\right) \geq 2$.

Proof. Suppose that there exists a connected component of $K \backslash V_{0}$ satisfying $\#\left(\bar{J} \cap V_{0}\right)=1$. Let $p_{0}$ be the unique $p_{0} \in V_{0}$ with $p_{0} \in \bar{J}$. Then by applying $g_{x y}$ for $x \neq y \in V_{0}$, we see that, for any $p \in V_{0}$, there exists a connected component of $J_{p}$ of $K \backslash V_{0}$ such that $\bar{J}_{p} \cap V_{0}=\{p\}$. Then it follows that $J_{p}$ is a connected component of $K \backslash\{p\}$.

Now, since $\mathcal{L}$ is post critically finite, there exits $p \in V_{0}$ such that $p$ is a fixed point of $F_{w}$ for some $w \in W_{*} \backslash W_{0}$. By exchanging the self-similar structure $\mathcal{L}$ with $\mathcal{L}_{m}=\left(K, W_{m},\left\{F_{v}\right\}_{v \in W_{m}}\right)$, we can use Proposition 1.6.5 and obtain that $J_{p} \cap V_{0} \neq \emptyset$. This contradicts to the fact that $\bar{J}_{p} \cap V_{0}=\{p\}$.

Lemma 1.6.8. For $p \in V_{0}$, Define

$$
k\left(p, V_{0}\right)=\#\left\{C: C \text { is a connected component of } K \backslash V_{0}, p \in \bar{C}\right\}
$$

and $k(p)=$ the number of connected components of $K \backslash\{p\}$. Then $k\left(p, V_{0}\right)=$ $k(p)$.

Proof. First we show that $k\left(p, V_{0}\right)$ is finite. Let $\left\{C_{i}\right\}_{i \geq 1}$ be the connected components of $K \backslash V_{0}$ with $p \in \bar{C}_{i}$. Suppose that $C_{i} \neq C_{j}$ if $i \neq j$. Set $\alpha=\min \left\{|p-q|: q \in V_{0}, q \neq p\right\} / 2$. Then by Lemma 1.6.7, there exists $x_{i} \in C_{i}$ such that $\left|x_{i}-p\right|=\alpha$. Since $K$ is compact, there exists a subsequence $\left\{x_{i_{k}}\right\}_{k \geq 1}$ that converges to some $x \in K$ as $k \rightarrow \infty$. Note that $x \notin V_{0}$. Therefore, $K_{l, x}=\cup_{w \in W_{l}, x \in K_{w}} K_{w}$ is contained in $K \backslash V_{0}$ for sufficiently large $l$. Moreover $K_{l, x}$ is connected because $K_{w}$ is connected for any $w \in W_{*}$. Hence $K_{l, x}$ is a subset of a connected component of $K \backslash V_{0}$. Since $K_{l, x}$ is a neighborhood of $x$, it follows that $x_{i_{k}} \in K_{l, x}$ for sufficiently large $k$. Hence $C_{i(k)}$ equals to the connected component of $K \backslash V_{0}$ containing $x$ for sufficiently large $k$. This contradicts to the fact that $C_{i} \neq C_{j}$ if $i \neq j$. Thus we have show that $k\left(p, V_{0}\right)$ is finite.

Since $\mathcal{L}$ is an affine nested self-similar structure, we see that $k(p)$ and $k\left(p, V_{0}\right)$ is independent of the choice of $p \in V_{0}$. Hence, as in the proof of the last lemma, we may assume that $F_{w}(p)=p$ for some $w \in W_{*} \backslash W_{0}$.

Now, let $k=k\left(p, V_{0}\right)$ and let $\left\{C_{i}\right\}_{i=1, \cdots, k}$ be the collection of all the connected components of $K \backslash V_{0}$ whose closure contains $p$. Let $U=\left(\cup_{i=1,2, \cdots, k} C_{k}\right) \cup$ $\{p\}$. Then $U$ is a neighborhood of $p$. Hence, if $w(n)=\underbrace{w \cdots w}_{n \text { times }}$, then $K_{w(n)} \subset U$ for sufficiently large $n$. Therefore if $k^{\prime}$ is the number of connected components of $K_{w(n)} \backslash\{p\}$, then $k^{\prime} \geq k$. Since $k(p)=k^{\prime}$, we see that $k(p) \geq k\left(p, V_{0}\right)$.

On the other hand, a connected component of $K \backslash\{p\}$ contains at least one $C_{i}$. Hence $k(p) \leq k\left(p, V_{0}\right)$.

Proof of Proposition 1.6.6. Let $\mathcal{J}$ be the collection of connected components of $K \backslash V_{0}$. Define $V=V_{0} \cup \mathcal{J}$ and $E=\left\{(p, J): p \in V_{0}, J \in \mathcal{J}, p \in \bar{J}\right\}$. Let $G=(V, E)$ be the non-directed graph, where $V$ is the set of vertices and $E$ is the set of edges.

First we show that this graph $G$ does not contain any loop. Suppose that there exists a loop in $G$ : there exist $\left\{p_{i}\right\}_{i=1, \cdots, n} \subset V_{0}$ and $\left\{J_{i}\right\}_{i=1,2, \cdots, n} \subset \mathcal{J}$
such that $\left(p_{i}, J_{i}\right),\left(p_{i+1}, J_{i}\right) \in E$ for $i=1,2, \cdots, n$, where $p_{n+1}=p_{n}$. Then $J_{i}$ and $J_{i+1}$ are connected components of $K \backslash V_{0}$ whose closures contain $p_{i}$. On the other hand, $J_{i}$ and $J_{i+1}$ are contained in the same connected component of $K \backslash\left\{p_{i}\right\}$. This contradicts to Lemma 1.6.8.

Since $G$ does not contain any loop, $G$ is a tree : for any $x, y \in V$, there exists a unique sequence of edges from $x$ to $y$. Hence $G$ has an end point. Namely, there exists $x \in V$ such that $\#\{y \in V:(x, y) \in E$ or $(y, x) \in E\}=$.1 . By Lemma 1.6.7, we see that $x \in V_{0}$. Hence $k\left(x, V_{0}\right)=1$. Therefore, $k\left(p, V_{0}\right)=$ $k\left(x, V_{0}\right)=1$ for any $p \in V_{0}$. On the other hand, if $\# \mathcal{J} \geq 2$, then there exists $p \in V_{0}$ such that $k\left(p, V_{0}\right) \geq 2$. Hence we see that $\# \mathcal{J}=1$.

## Exercise

Exercise 1.1. Let $f: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ be a similitude with a Lipschitz constant $r$. Show that there exist $a \in \mathbf{R}^{n}$ and $U \in O(n)$ such that $f(x)=r U x+a$ for all $x \in \mathbf{R}^{n}$.
(Hint: If $g(x)=(f(x)-f(0)) / r$, one can see that $|g(x)-g(y)|=|x-y|$. This may imply that the natural inner product of $\mathrm{R}^{n}$ is invariant under $g$. Also one should show that $g$ is a linear map.)

Exercise 1.2. Let $(X, d)$ be a complete metric space and let $f_{i}: X \rightarrow X$ be a contraction for $i=1,2, \cdots, N$. For $A \subseteq X$, define $F(A)=\cup_{1 \leq i \leq N} f_{i}(A)$. Let $K$ be the self-similar set with respect to $\left\{f_{1}, f_{2}, \cdots, f_{N}\right\}$. Then
(1) Suppose $A \neq \emptyset$. Show that $A \supseteq F(A)$ implies $\bar{A} \supseteq K$.
(2) Show that for any $x \in X, B_{r}(x) \supseteq F\left(B_{r}(x)\right)$ for sufficiently large $r$.

Exercise 1.3. Define $F_{i}(z)=\frac{1}{2}\left(z-p_{i}\right)+p_{i}$ for $i \in\{1,2,3,4\}$, where $p_{1}=$ $0, p_{2}=1, p_{3}=(1+\sqrt{-1})$ and $p_{4}=\sqrt{-1}$. Let $K$ be the self-similar set with respect to $\left\{F_{1}, F_{2}, F_{3}, F_{4}\right\}$. Prove that $V_{0}$ coincides with the topological boundary of $K$.

Exercise 1.4. Let $K=[0,1]$ and let $S=\{1,2, \cdots, N\}$. Set $F_{i}(x)=a_{i} x+b_{i}$ for $i \in S$. Assume that $0<a_{i}<1$ for any $i \in S$ and that $K=\cup_{i \in S} F_{i}(K)$. Prove that $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is minimal if and only if $\sum_{i=1}^{N} a_{i}=1$.

Exercise 1.5. Define $f_{1}(x)=x / 3$ and $f_{2}(x)=x / 3+2 / 3$. Let $K$ be the selfsimilar set with respect to $\left\{f_{1}, f_{2}\right\}$. ( $K$ is the Cantor's middle third set.) Set $g_{i}=f_{i} \circ f_{i}$ for $i=1,2$. Let $K^{\prime}$ be the self-similar set with respect to $\left\{g_{1}, g_{2}\right\}$. The natural map from $\Sigma(\{1,2\}) \rightarrow K$ (resp. $\left.\Sigma(S) \rightarrow K^{\prime}\right)$ is denoted by $\pi$ (resp. $\left.\pi^{\prime}\right)$. Note that both $\pi$ and $\pi^{\prime}$ are homeomorphism. Set $f_{3}=f_{1} \circ \pi^{\prime} \circ \pi^{-1}$.
(1) Show that $f_{3}$ is a contraction on $K$.
(2) Let $\mathcal{L}=\left(K,\{1,2,3\},\left\{f_{1}, f_{2}, f_{3}\right\}\right)$. Show that $\operatorname{int}\left(\mathcal{C}_{\mathcal{L}}\right) \neq \emptyset$ and $\operatorname{int}\left(C_{\mathcal{L}}\right)=\emptyset$.

Exercise 1.6. Prove that $\mathcal{P}_{\mathcal{L}(\Lambda)}=\mathcal{P}_{\mathcal{L}}$ for any partition $\Lambda$ for the self-similar structures corresponding to Example 1.2.7, 1.2.8, 1.2.9 in the last section.

Exercise 1.7. Let $S=\{1,2,3\}$. Set $\omega \sim \tau$ if and only if $\{\omega, \tau\} \subseteq\{w 121 \dot{2}, w 3 \dot{1}\}$ for some $w \in W_{*}(S)$ or $\omega=\tau$.
(1) Let $K=\Sigma(S) / \sim$ with the quotient topology. Also define $F_{i}: K \rightarrow K$ by $F_{i}(x)=\pi\left(\sigma_{i}\left(\pi^{-1}(x)\right)\right)$ for $x \in K$. Then prove that $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a self-similar structure.
(2) Let $\Lambda=\{1,21,22,23,3\}$. Prove that $\mathcal{P}_{\mathcal{L}(\Lambda)}$ is a proper subset of $\mathcal{P}_{\mathcal{L}}$.

Exercise 1.8. Let $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a self-similar structure and let $\Lambda$ be a partition of $\Sigma(S)$. Show that $\mathcal{L}$ is post critically finite if and only if $\mathcal{L}(\Lambda)$ is post critically finite.

Exercise 1.9. Evaluate the Hausdorff dimensions of the self-similar sets introduced in Examples 1.2.6-1.2.9 under Euclidean metrics.

## Chapter 2

## Analysis on Limits of Networks

In this chapter, we will discuss limits of discrete Laplacians (or equivalently Dirichlet forms) on a increasing sequence of finite sets. The results in this chapter will play a fundamental role in constructing a Laplacian (or equivalently a Dirichlet form) on certain self-similar set in the next chapter, where we will approximate a self-similar set by a increasing sequence of finite sets and then construct a Laplacian on the self-similar set by taking a limit of Laplacians on the finite sets.

More precisely, we will define a Dirichlet form and a Laplacian on a finite set in $\S 2.1$. The key idea is that every Dirichlet form on a finite set can be associated with a electrical network consisting of resistors. From such a point of view, we will introduce an important notion of effective resistance. In $\S 2.2$, we will study a limit of a "compatible" sequence of Dirichlet forms on increasing finite sets. Roughly speaking, the word "compatible" means that Dirichlet forms appearing in the sequence induce the same effective resistance on the union of the increasing finite sets. In $\S 2.3$ and $\S 2.4$, we will present further properties of limits of compatible sequences of Dirichlet forms.

## §2.1 Dirichlet forms and Laplacians on a finite set

In this section, we give fundamental notions of analysis on a finite set, namely, Dirichlet forms, Laplacians and effective resistance.

Notation. For a set $V$, we define $\ell(V)=\{f: f: V \rightarrow \mathrm{R}\}$. If $V$ is a finite set, $\ell(V)$ is thought to be equipped with a standard inner product $(\cdot, \cdot)$ defined by $(u, v)=\sum_{p \in V} u(p) v(p)$ for any $u, v \in \ell(V)$.

First we give a definition of Dirichlet forms on a finite set $V$. In $\S A .4$, one can find a definition of Dirichlet forms for general locally compact metric space.

Definition 2.1.1 (Dirichlet forms). Let $V$ be a finite set. A symmetric bilinear form on $\ell(V), \mathcal{E}$ is called a Dirichlet form on $V$ if it satisfies
(DF1) $\mathcal{E}(u, u) \geq 0$ for any $u \in \ell(V)$,
(DF2) $\mathcal{E}(u, u)=0$ if and only if $u$ is a constant on $V$
and
(DF3) For any $u \in \ell(V), \mathcal{E}(u, u) \geq \mathcal{E}(\bar{u}, \bar{u})$, where $\bar{u}$ is defined by

$$
\bar{u}(p)= \begin{cases}1 & \text { if } u(p) \geq 1 \\ u(p) & \text { if } 0<u(p)<1 \\ 0 & \text { if } u(p) \leq 0\end{cases}
$$

We use $\mathcal{D} \mathcal{F}(V)$ to denote the collection of Dirichlet forms on $V$. Also we define $\widetilde{\mathcal{D F}}(V)=\{\mathcal{E}: \mathcal{E}$ is a symmetric bilinear form on $\ell(V)$ with (DF1) and (DF2) $\}$.

Condition (DF3) is called the Markov property. Obviously $\mathcal{D} \mathcal{F}(V) \subset \widetilde{\mathcal{D F}}(V)$.
This definition is a special case of Definition A.4.2 when $X$ is a finite set $V$ and the measure $\mu$ is the discrete measure on $V$.

Notation. Let $V$ be a finite set. The characteristic function $\chi_{U}$ of a subset $U \subseteq V$ is defined by $\chi_{U}(q)=\left\{\begin{array}{ll}1 & \text { if } q \in U, \\ 0 & \text { otherwise. }\end{array}\right.$ If $U=\{p\}$ for a point $p \in V$, we write $\chi_{p}$ instead of $\chi_{\{p\}}$. If $H: \ell(V) \rightarrow \ell(V)$ is a linear map, then we set $H_{p q}=\left(H \chi_{q}\right)(p)$ for $p, q \in V$. For $f \in \ell(V),(H f)(p)=\sum_{q \in V} H_{p q} f(q)$.

Definition 2.1.2 (Laplacians). A symmetric linear operator $H: \ell(V) \rightarrow$ $\ell(V)$ is called a Laplacian on $V$ if it satisfies
(L1) $H$ is non-positive definite,
(L2) $H u=0$ if and only if $u$ is a constant on $V$, and
(L3) $H_{p q} \geq 0$ for all $p \neq q \in V$.
We use $\mathcal{L}(V)$ to denote the collection of Laplacians on $V$. Also
$\widetilde{\mathcal{L}}(V)=\{H: H: \ell(V) \rightarrow \ell(V)$ is symmetric and linear with (L1) and (L2) $\}$.

Obviously $\mathcal{L}(V) \subset \widetilde{\mathcal{L}}(V)$.
There is a natural correspondence between $\mathcal{D} \mathcal{F}(V)$ and $\mathcal{L}(V)$. For a symmetric linear operator $H: \ell(V) \rightarrow \ell(V)$, we can define a symmetric quadratic form $\mathcal{E}_{H}(\cdot, \cdot)$ on $\ell(V)$ by $\mathcal{E}_{H}(u, v)=-(u, H v)$ for $u, v \in \ell(V)$. If we write $\pi(H)=\mathcal{E}_{H}$, it is easy to see that $\pi$ is a bijective mapping between symmetric liner operators and symmetric quadratic forms.

This correspondence between Dirichlet forms and non-negative symmetric operators is a special case of the correspondence described in Theorem A.4.4.

Proposition 2.1.3. $\pi$ is a bijective mapping between $\widetilde{\mathcal{L}}(V)$ and $\widetilde{\mathcal{D F}}(V)$. Moreover, $\pi(\mathcal{L}(V))=\mathcal{D} \mathcal{F}(V)$.

Proof. It is routine to show $\pi(\widetilde{\mathcal{L}}(V))=\widetilde{\mathcal{D} \mathcal{F}}(V)$. To show $\pi(\mathcal{L}(V))=\mathcal{D} \mathcal{F}(V)$, first note that $\mathcal{E}_{H}(u, u)=\frac{1}{2} \sum_{p, q \in V} H_{p q}(u(p)-u(q))^{2}$. By this expression, it is easy to see that $\pi(\mathcal{L}(V)) \subseteq \mathcal{D} \mathcal{F}(V)$. Now suppose $H \in \widetilde{\mathcal{L}}(V) \backslash \mathcal{L}(V)$. So there exist $p \neq q \in V$ with $H_{p q}<0$. We can assume that $H_{p q}=-1$ without loss of generality. Set $u(p)=x, u(q)=y$ and $u(a)=z$ for all $a \in V \backslash\{p, q\}$. Then we have $\mathcal{E}_{H}(u, u)=\alpha(x-z)^{2}+\beta(y-z)^{2}-(x-y)^{2}$. As $\mathcal{E}_{H}$ is non-negative definite, $\alpha$ and $\beta$ should be non-negative. If $x=1, z=0$ and $y<0$, then $\mathcal{E}_{H}(u, u)=\alpha-1+2 y+(\beta-1) y^{2}$ and $\mathcal{E}_{H}(\bar{u}, \bar{u})=\alpha-1$. If $|y|$ is small, we have $\mathcal{E}_{H}(u, u)<\mathcal{E}_{H}(\bar{u}, \bar{u})$. Hence $\mathcal{E}_{H} \notin \mathcal{D} \mathcal{F}(V)$. This shows that $\pi(H) \in \mathcal{D} \mathcal{F}(V)$ if and only if $H \in \mathcal{L}(V)$.

Example 2.1.4. Let $V$ be a set with three elements, say, $p_{1}, p_{2}, p_{3}$. Set $H=$ $\left(\begin{array}{ccc}-(1+\epsilon) & 1 & \epsilon \\ 1 & -2 & 1 \\ \epsilon & 1 & -(1+\epsilon)\end{array}\right)$. Then $\mathcal{E}_{H}(u, u)=(x-y)^{2}+(y-z)^{2}+\epsilon(x-z)^{2}$, where $x=u\left(p_{1}\right), y=u\left(p_{2}\right)$ and $z=u\left(p_{3}\right)$. Letting $X=x-y$ and $Y=y-z$, we have

$$
\begin{aligned}
\mathcal{E}_{H}(u, u) & =X^{2}+Y^{2}+\epsilon(X+Y)^{2} \\
& =(1+2 \epsilon)\left(X^{2}+Y^{2}\right)-\epsilon(X-Y)^{2}
\end{aligned}
$$

So it is clear that if $\epsilon>-\frac{1}{2}$, then $H \in \widetilde{\mathcal{L}}(V)$ and if $\epsilon \geq 0$, then $H \in \mathcal{L}(V)$.
If $V$ is a finite set and $H$ is a Laplacian on $V$, the pair $(V, H)$ is called a resistance network(an r-network, for short). In fact, we can relate an rnetwork to an actual electrical network as follows. For an r-network $(V, H)$, we will attach a resistor of resistance $r_{p q}=H_{p q}^{-1}$ to the terminals $p$ and $q$ for $p, q \in V$. Also a plus-side of a battery is connected to every terminal $p$ while its minus-side is grounded so that we can put any electrical potential on each terminal. For a given electric potential $v \in \ell(V)$, the current $i_{p q}$ between $p$ and $q$ is given by $i_{p q}=H_{p q}(v(p)-v(q))$. So the total current $i(p)$ from a terminal $p$ to the ground is obtained by $i(p)=(H v)(p)$.

Let $(V, H)$ be an r-network and let $U$ be a proper subset of $V$. We next discuss what is the proper way of restricting $H$ onto $U$ from analytical point of view.

Lemma 2.1.5. Let $V$ be a finite set and let $U$ be a proper subset of $V$. For $H \in \widetilde{\mathcal{L}}(V)$, we define $T_{U}: \ell(U) \rightarrow \ell(U), J_{U}: \ell(U) \rightarrow \ell(V \backslash U)$ and $X_{U}:$ $\ell(V \backslash U) \rightarrow \ell(V \backslash U)$ by

$$
H=\left(\begin{array}{ll}
T_{U} & { }^{t} J_{U} \\
J_{U} & X_{U}
\end{array}\right)
$$

where ${ }^{t} J_{U}$ is the transpose matrix of $J_{U}$. (When no confusion may occur, we use $T, J$ and $X$ instead of $T_{U}, J_{U}$ and $X_{U}$.) Then, $X=X_{U}$ is negative definite
and

$$
\begin{equation*}
\mathcal{E}_{H}(u, u)=\mathcal{E}_{X}\left(u_{1}+X^{-1} J u_{0}, u_{1}+X^{-1} J u_{0}\right)+\mathcal{E}_{T-t_{J} X^{-1} J}\left(u_{0}, u_{0}\right), \tag{2.1.1}
\end{equation*}
$$

where $u_{0}=\left.u\right|_{U}$ and $u_{1}=\left.u\right|_{V \backslash U}$ for $u \in \ell(V)$.
Proof. For $v \in \ell(V \backslash U)$, define $\tilde{v}$ by $\left.\tilde{v}\right|_{U}=0$ and $\left.\tilde{v}\right|_{V \backslash U}=v$. Then $\mathcal{E}_{X}(v, v)=$ $\mathcal{E}_{H}(\tilde{v}, \tilde{v}) \geq 0$. By (L2), we see that if $\mathcal{E}_{X}(v, v)=0$ then $\tilde{v}$ should be a constant on $V$. This implies $v=0$. Hence $\mathcal{E}_{X}$ is positive definite. By the definition of $\mathcal{E}_{X}$, $X$ is negative definite. Now (2.1.1) can be obtained by an easy calculation.

Theorem 2.1.6. Assume the same situation as in Lemma 2.1.5. For given $u \in \ell(U)$, define $h(u) \in \ell(V)$ by $\left.h(u)\right|_{U}=u$ and $\left.h(u)\right|_{V \backslash U}=-X^{-1} J u$. Then $h(u)$ is the unique element that attains $\min _{v \in \ell(V),\left.v\right|_{U}=u} \mathcal{E}_{H}(v, v)$. Also define $P_{V, U}(H)=T-{ }^{t} J X^{-1} J$. Then, $P_{V, U}: \widetilde{\mathcal{L}}(V) \rightarrow \widetilde{\mathcal{L}}(U)$ and

$$
\begin{equation*}
\mathcal{E}_{P_{V, U}(H)}(u, u)=\mathcal{E}_{H}(h(u), h(u))=\min _{v \in \ell(V),\left.v\right|_{U}=u} \mathcal{E}_{H}(v, v) \tag{2.1.2}
\end{equation*}
$$

Moreover, if $H \in \mathcal{L}(V)$, then $P_{V, U}(H) \in \mathcal{L}(U)$.
Proof. By (2.1.1), $\min _{v \in \ell(V),\left.v\right|_{U}=u} \mathcal{E}_{H}(v, v)$ is attained if and only if $\left.v\right|_{V \backslash U}+$ $X^{-1} J u=0$. Hence we have the first part of the theorem.

Next we show that $P_{V, U}(H)=T-^{t} J X^{-1} J \in \widetilde{\mathcal{L}}(V)$. By (2.1.1), we can verify (2.1.2). Hence, $\mathcal{E}_{P_{V, U}(H)}$ is non-negative definite. By (2.1.2), $\mathcal{E}_{P_{V, U}(H)}(u, u)=0$ implies that $h(u)$ is a constant on $V$ and therefore $u$ is a constant on $U$. Thus we can show that $P_{V, U}(H) \in \widetilde{\mathcal{L}}(U)$.

Finally, if $H \in \mathcal{L}(V)$, we have $\mathcal{E}_{P_{V, U}(H)}(u, u)=\mathcal{E}_{H}(h(u), h(u)) \geq \mathcal{E}_{H}(\overline{h(u)}, \overline{h(u)})$. As $\left.\overline{h(u)}\right|_{U}=\bar{u}$, we obtain $\mathcal{E}_{H}(\overline{h(u)}, \overline{h(u)}) \geq \mathcal{E}_{P_{V, U}(H)}(\bar{u}, \bar{u})$. Hence $\mathcal{E}_{P_{V, U}(H)}$ has the Markov property. By Proposition 2.1.3, $P_{V, U}(H) \in \mathcal{L}(U)$.

The linear operator $P_{V, U}(H)$ is thought of as the proper restriction of $H$ onto $U$ for the viewpoint of electrical circuits. In fact, $V$ and $P_{V, U}$ give exactly the same effective resistance (which will be defined in Definition 2.1.9) on $U$. When no confusion may occur, we write $[H]_{U}$ in place of $P_{V, U}(H)$.
Remark. In general, $P_{V, U}$ is not injective. For example, set $V=\left\{p_{1}, p_{2}, p_{3}\right\}$ and $U=\left\{p_{1}, p_{2}\right\}$. If $H_{\epsilon}=\left(\begin{array}{ccc}-(1+\epsilon) & 1 & \epsilon \\ 1 & -1 & 0 \\ \epsilon & 0 & -\epsilon\end{array}\right)$ for $\epsilon>0$, then $H_{\epsilon} \in \mathcal{L}(V)$ and $\left[H_{\epsilon}\right]_{U}=\left(\begin{array}{cc}-1 & 1 \\ 1 & -1\end{array}\right)$

Note that $h(u)$ is the unique solution of $\left.(H v)\right|_{V \backslash U}=0$ and $\left.v\right|_{U}=u$. Therefore if we think $U$ as a boundary of $V, h(u)$ may be called the harmonic function with a boundary value $u \in \ell(U)$. For a Laplacian $H$ on $V$, we have the following maximum principle for harmonic functions.

Proposition 2.1.7 (Maximum Principle). Let $V$ be a finite set and let $H \in$ $\mathcal{L}(V)$. Also let $U$ be a subset of $V$. For $p \in V \backslash U$, set

$$
\begin{aligned}
& U_{p}=\left\{q \in U: \text { There exist } p_{1}, p_{2}, \cdots, p_{m} \in V \backslash U \text { with } p_{1}=p\right. \\
& \left.\quad \text { such that } H_{p_{i} p_{i+1}}>0 \text { for } i=1,2, \cdots, m-1 \text { and } H_{p_{m} q}>0 .\right\} .
\end{aligned}
$$

Then if $\left.(H u)\right|_{V \backslash U}=0$,

$$
\min _{q \in U_{p}} u(q) \leq u(p) \leq \max _{q \in U_{p}} u(q)
$$

for any $p \in V \backslash U$. Moreover, $u(p)=\max _{q \in U_{p}} u(q)\left(\right.$ or $\left.u(p)=\min _{q \in U_{p}} u(q)\right)$ if and only if $u$ is constant on $U_{p}$.

Proof. For $p \in V$, set $N_{p}=\left\{q: H_{p q}>0\right\}$. Also define

$$
\begin{array}{r}
W_{p}=\left\{q \in V \backslash U: \text { There exist } p_{1}, p_{2}, \cdots, p_{m} \in V \backslash U \text { with } p_{1}=p \text { and } p_{m}=q\right. \\
\text { such that } \left.H_{p_{i} p_{i+1}}>0 \text { for } i=1,2, \cdots, m-1 .\right\}
\end{array}
$$

and $V_{p}=W_{p} \cup U_{p}$. First assume $u\left(p_{*}\right)=\max _{q \in V_{p}} u(q)$ for $p_{*} \in W_{p}$. Then $N_{p_{*}} \subseteq V_{p}$ and $(H u)\left(p_{*}\right)=\sum_{q \in N_{p_{*}}} H_{p_{*} q}\left(u(q)-u\left(p_{*}\right)\right)=0$. Since $H_{p_{*} q}>0$ and $u(q)-u\left(p_{*}\right) \leq 0$ for any $q \in N_{p_{*}}$, we have $u(q)=u\left(p_{*}\right)$ for all $q \in N_{p_{*}}$. Iterating this argument, we see that $u$ is constant on $V_{p}$. Using the same discussion, it follows that if there exists $p_{*} \in W_{p}$ such that $u\left(p_{*}\right)=\min _{q \in V_{p}} u(q)$, then $u$ is constant on $V_{p}$. Hence,

$$
\min _{q \in U_{p}} u(q)=\min _{q \in V_{p}} u(q) \leq u(p) \leq \max _{q \in V_{p}} u(q)=\max _{q \in U_{p}} u(q) .
$$

The rest of the statement is now obvious.
The following corollary of the maximum principle is called the Harnack inequality.

Corollary 2.1.8 (Harnack inequality). Let $V$ be a finite set and let $H \in$ $\mathcal{L}(V)$. Also let $U$ be a subset of $V$. Assume that $A \subseteq V \backslash U$ and that $V_{p}=V_{q}$ for any $p, q \in A$. Then there exists a positive constant $c$ such that

$$
\max _{p \in A} u(p) \leq c \min _{p \in A} u(p)
$$

for any non-negative $u \in \ell(V)$ with $\left.(H u)\right|_{V \backslash U}=0$. The above inequality is called the Harnack inequality.

Proof. Let $V^{\prime}=V_{p}$ for some $p \in A$. (Note that $V^{\prime}$ is independent of a choice of $p \in A$.) Set $\mathcal{A}=\left\{u:(H u)_{V \backslash U}=0, \min _{p \in V} u(p) \geq 0, \max _{p \in V^{\prime}} u(p)=1\right\}$. By Proposition2.1.7, we see that $\min _{p \in A} u(p)>0$ for $u \in \mathcal{A}$. If $\mathcal{A}_{0}=\left\{\left.u\right|_{V^{\prime}}: u \in\right.$ $\mathcal{A}\}$, then $\mathcal{A}_{0}$ is a compact subset of $\ell\left(V^{\prime}\right)$. Therefore, $c=\inf \left\{\min _{p \in A} u(p): u \in\right.$ $\left.\mathcal{A}_{0}\right\}>0$. By the definition of $\mathcal{A}_{0}$, it follows that $c=\inf \left\{\min _{p \in A} u(p): u \in \mathcal{A}\right\}$. This immediately implies the Harnack inequality.

Next, we define effective resistances associated with a Laplacian or, equivalently, a Dirichlet form. From the viewpoint of electrical circuits, the effective resistance between two terminals is an actual resistance considering all the resistors in the circuit.
$\underset{\sim}{\text { Definition 2.1.9 (effective resistance). Let } V \text { be a finite set and let } H \in \neq ~}$ $\widetilde{\mathcal{L}}(V)$. For $p \neq q \in V$, we define

$$
\begin{equation*}
R_{H}(p, q)=\left(\min \left\{\mathcal{E}_{H}(u, u): u \in \ell(V), u(p)=1, u(q)=0\right\}\right)^{-1} \tag{2.1.3}
\end{equation*}
$$

Also we define $R_{H}(p, p)=0$ for all $p \in V . R_{H}(p, q)$ is called the effective resistance between $p$ and $q$ with respect to $H$.

By Theorem 2.1.6, if $U=\{p, q\}$, then it follows that

$$
[H]_{U}=\frac{1}{R_{H}(p, q)}\left(\begin{array}{cc}
-1 & 1  \tag{2.1.4}\\
1 & -1
\end{array}\right)
$$

Definition 2.1.10. Let $V_{i}$ be a finite set and let $H_{i} \in \widetilde{\mathcal{L}}\left(V_{i}\right)$ for $i=1,2$. We write $\left(V_{1}, H_{1}\right) \leq\left(V_{2}, H_{2}\right)$ if and only if $V_{1} \subseteq V_{2}$ and $P_{V_{2}, V_{1}}\left(H_{2}\right)=H_{1}$.

The next proposition is obvious by the above definitions.
Proposition 2.1.11. Let $V_{i}$ be a finite set and let $H_{i} \in \widetilde{\mathcal{L}}\left(V_{i}\right)$ for $i=1,2$. If $\left(V_{1}, H_{1}\right) \leq\left(V_{2}, H_{2}\right)$, then $R_{H_{1}}(p, q)=R_{H_{2}}(p, q)$ for any $p, q \in V_{1}$.

In fact, the converse of the above proposition is also true if both $H_{1}$ and $H_{2}$ satisfies (L3). This fact is a corollary of the following theorem, which says that a Laplacian is completely determined by associated effective resistances.

Theorem 2.1.12. Let $V$ be a finite set. Suppose $H_{1}, H_{2} \in \mathcal{L}(V)$. Then $H_{1}=$ $H_{2}$ if and only if $R_{H_{1}}(p, q)=R_{H_{2}}(p, q)$ for any $p, q \in V$.

Proof. We need to show the "if" part. We use an induction on $\#(V)$. When $\#(V)=2$, the theorem follows immediately by (2.1.4). Now suppose the statement holds if $\#(V)<n$. Let $V=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\}$. We write $h_{i j}=\left(H_{1}\right)_{p_{i} p_{j}}$ and $H_{i j}=\left(H_{2}\right)_{p_{i} p_{j}}$. Also let $V_{i}=V \backslash\left\{p_{i}\right\}$ and let

$$
D_{k}^{i}=T_{k}^{i}-{ }^{t} J_{k}^{i}\left(X_{k}^{i}\right)^{-1} J_{k}^{i}
$$

for $k=1,2$, where $T_{k}^{i}: \ell\left(V_{i}\right) \rightarrow \ell\left(V_{i}\right), J_{k}^{i}: \ell\left(V_{i}\right) \rightarrow \ell\left(\left\{p_{i}\right\}\right)$ and $X_{k}^{i}: \ell\left(\left\{p_{i}\right\}\right) \rightarrow$ $\ell\left(\left\{p_{i}\right\}\right)$ are defined by

$$
H_{k}=\left(\begin{array}{cc}
T_{k}^{i} & { }^{t} J_{k}^{i} \\
J_{k}^{i} & X_{k}^{i}
\end{array}\right)
$$

As $\left(V_{i}, D_{k}^{i}\right) \leq\left(V, H_{k}\right)$, we have $R_{D_{1}^{i}}(p, q)=R_{D_{2}^{i}}(p, q)$ for all $p, q \in V_{i}$. By the induction hypothesis, $D_{1}^{i}=D_{2}^{i}$. Now define $D^{i}=D_{1}^{i}=D_{2}^{i}$ and $d_{k l}^{i}=\left(D^{i}\right)_{p_{k} p_{l}}$.

Calculating directly and then using the fact that $h_{i k}=h_{k i}$ and $H_{i k}=H_{k i}$, we obtain

$$
d_{k l}^{i}=h_{k l}-h_{i k} h_{i l} / h_{i i}=H_{k l}-H_{i k} H_{i l} / H_{i i} .
$$

In particular,

$$
\begin{equation*}
d_{k k}^{i}=h_{k k}-h_{i k}^{2} / h_{i i}=H_{k k}-H_{i k}^{2} / H_{i i} . \tag{2.1.5}
\end{equation*}
$$

Exchanging $k$ and $i$, we can show that $d_{i i}^{k} / d_{k k}^{i}=h_{i i} / h_{k k}=H_{i i} / H_{k k}$. Therefore, there exists $t>0$ such that $H_{i i}=t h_{i i}$ for $i=1,2, \cdots, N$. Again by (2.1.5), we have

$$
\left(h_{i k}\right)^{2}=h_{k k} h_{i i}-d_{k k}^{i} h_{i i}
$$

and

$$
\left(H_{i k}\right)^{2}=H_{k k} H_{i i}-d_{k k}^{i} H_{i i}=t^{2} h_{k k} h_{i i}-t d_{k k}^{i} h_{i i}
$$

As $-h_{k k}=\sum_{i: i \neq k} h_{i k}$ and $-t h_{k k}=-H_{k k}=\sum_{i: i \neq k} H_{i k}$, we have

$$
-h_{k k}=\sum_{i: i \neq k} \sqrt{h_{k k} h_{i i}-d_{k k}^{i} h_{i i}}=\sum_{i: i \neq k} \sqrt{h_{k k} h_{i i}-d_{k k}^{i} h_{i i} / t}
$$

As a function of $t$, the right-hand side of the above equation is monotonically increasing. Hence the above equality holds only for $t=1$. Therefore we obtain $H_{1}=H_{2}$.

Corollary 2.1.13. Let $V_{i}$ be a finite set and let $H_{i} \in \mathcal{L}\left(V_{i}\right)$ for $i=1,2$. Then $\left(V_{1}, H_{1}\right) \leq\left(V_{2}, H_{2}\right)$ if and only if $R_{H_{1}}(p, q)=R_{H_{2}}(p, q)$ for any $p, q \in V$.

Remark. It is reasonable to expect that Theorem 2.1.12 remains true even if we only assume $H_{1}, H_{2} \in \widetilde{\mathcal{L}}(V)$. However, the above proof cannot be extended to such a case, because it uses the fact that $H_{p q} \geq 0$. Unfortunately, we don't know whether such an extension is true or not.

One reason why effective resistance is important is that it becomes a metric on $V$ if $H \in \mathcal{L}(V)$. This metric called the effective resistance metric will play a crucial roll in the theory of Laplacians and Dirichlet forms on (post critically finite) self-similar sets.

Theorem 2.1.14. Let $V$ be a finite set and let $H \in \mathcal{L}(V)$. Then $R_{H}(\cdot, \cdot)$ is a metric on $V$. This metric $R_{H}$ is called the effective resistance metric on $V$ associated with $H$.

Remark. Not every metric on a finite set $V$ corresponds to an effective resistance metric with respect to a Laplacian $H \in \mathcal{L}(V)$. See Exercise 2.1 and Exercise 2.2.

We need the following well-known formula about electrical network to show Theorem 2.1.14.

Lemma 2.1.15 ( $\Delta$ - $\mathbf{Y}$ transform). Let $U=\left\{p_{1}, p_{2}, p_{3}\right\}$ and let $V=\left\{p_{0}\right\} \cup U$.
Set $R_{i j}=H_{p_{i} p_{j}}^{-1}$ for $H \in \mathcal{L}(U)$, where we assume that $H_{p_{i}, p_{j}}>0$. Define

$$
R_{1}=\frac{R_{12} R_{31}}{R_{12}+R_{23}+R_{31}}, R_{2}=\frac{R_{23} R_{12}}{R_{12}+R_{23}+R_{31}}, R_{3}=\frac{R_{31} R_{23}}{R_{12}+R_{23}+R_{31}}
$$

If $H^{\prime} \in \mathcal{L}(V)$ is defined by

$$
H_{p_{i} p_{j}}^{\prime}= \begin{cases}R_{j}^{-1} & \text { if } i=0 \\ 0 & \text { othewise }\end{cases}
$$

for $i<j$, then $\left[H^{\prime}\right]_{U}=H$.
A direct calculation shows this formula.
As we mentioned before, we can associate an actual electrical circuit to a Laplacian. In the above lemma, the circuit associated with $H \in \mathcal{L}(U)$ has three terminals $\left\{p_{1}, p_{2}, p_{3}\right\}$ and the terminals $p_{i}$ and $p_{j}$ are connected by a resistor of resistance $R_{i j}$. Let us call this circuit a $\Delta$-circuit, which reflects the triangular shape of the circuit. At the same time, the circuit associated with $H^{\prime} \in \mathcal{L}(V)$ consists of four terminals $\left\{p_{0}, p_{1}, p_{2}, p_{3}\right\}$ and each terminal $p_{i}$ is only connected to $p_{0}$ by a resistor of resistance $R_{i}$ for $i=1,2,3 . p_{0}$ is a kind of a focal point of the circuit. Let us call this circuit a Y-circuit because of it "upside-down Y " shape. The $\Delta$ - Y transform says that the $\Delta$-circuit and the Y-circuit are equivalent to each other as electrical networks.

Proof of Theorem 2.1.14. By Definition 2.1.9 and (2.1.4), it follows that $R_{H}(p, q) \geq$ 0 and that $R_{H}(p, q)=0$ if and only if $p=q$. Next we should show the triangle inequality. We may assume that $\#(V) \geq 3$. For $U=\left\{p_{1}, p_{2}, p_{3}\right\} \subset V$, let $H^{\prime}=[H]_{U}$. By Proposition 2.1.11, we have $R_{H^{\prime}}\left(p_{i}, p_{j}\right)=R_{H}\left(p_{i}, p_{j}\right)$.

First assume that $H_{p_{m} p_{n}}^{\prime}>0$ for any $m \neq n$. Then the $\Delta$-Y transform shows

$$
\begin{equation*}
R_{H^{\prime}}\left(p_{i}, p_{j}\right)=\frac{R_{i j}\left(R_{i k}+R_{k j}\right)}{R_{12}+R_{23}+R_{31}} \tag{2.1.6}
\end{equation*}
$$

where $R_{m n}=\left(H_{p_{m} p_{n}}^{\prime}\right)^{-1}$ and $\{i, j, k\}=\{1,2,3\}$. Hence we can easily see that

$$
R_{H}\left(p_{1}, p_{2}\right)+R_{H}\left(p_{2}, p_{3}\right) \geq R_{H}\left(p_{1}, p_{3}\right)
$$

Next, if one of $H_{p_{m} p_{n}}^{\prime}=0$, say $H_{p_{1} p_{3}}^{\prime}=0$, then $R_{H^{\prime}}\left(p_{1}, p_{2}\right)=R_{12}, R_{H^{\prime}}\left(p_{2}, p_{3}\right)=$ $R_{23}$ and $R_{H^{\prime}}\left(p_{1}, p_{3}\right)=R_{12}+R_{23}$, where $R_{i j}=\left(H_{p_{i} p_{j}}^{\prime}\right)^{-1}$. So we can verify the triangle inequality.
$R_{H}(\cdot, \cdot)$ is not a metric on $V$ for general $H \in \widetilde{\mathcal{L}}(V)$. In fact, if $\#(V)>3$, there exists $H \notin \mathcal{L}(V)$ such that $R_{H}(\cdot, \cdot)$ is not a metric on $V$. (See Exercise 2.4 and Exercise 2.5.) As we will see, however, $\sqrt{R_{H}(\cdot, \cdot)}$ always becomes a metric on $V$ for all $H \in \widetilde{\mathcal{L}}(V)$.

The following is an alternative expression of the effective resistance.

Proposition 2.1.16. Let $V$ be a finite set and let $H \in \widetilde{\mathcal{L}}(V)$. Then for any $p, q \in V$,

$$
\begin{equation*}
\left.R_{H}(p, q)=\max \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}_{H}(u, u)}: u \in \ell(V), \mathcal{E}_{H}(u, u) \neq 0\right)\right\} \tag{2.1.7}
\end{equation*}
$$

Proof. Note that $\frac{|u(p)-u(q)|^{2}}{\mathcal{E}_{H}(u, u)}=\frac{|v(p)-v(q)|^{2}}{\mathcal{E}_{H}(v, v)}$ if $v=\alpha u+\beta$ for any $\alpha, \beta \in \mathbf{R}$ with $\alpha \neq 0$. For given $u \in \ell(V)$ with $u(p) \neq u(q)$, there exist $\alpha$ and $\beta$ such that $v(p)=1$ and $v(q)=0$ where $v=\alpha u+\beta$. Hence the right-hand side of (2.1.7) equals

$$
\max \left\{\frac{1}{\mathcal{E}_{H}(v, v)}: v \in \ell(V), v(p)=1, v(q)=0\right\}
$$

Now by (2.1.3), we can verify (2.1.7).
Applying (2.1.7), we can obtain an inequality between $|u(p)-u(q)|, R_{H}(p, q)$ and $\mathcal{E}_{H}(u, u)$.

Corollary 2.1.17. Let $V$ be a finite set and let $H \in \widetilde{\mathcal{L}}(V)$. For any $p, q \in V$ and any $u \in \ell(V)$,

$$
\begin{equation*}
|u(p)-u(q)|^{2} \leq R_{H}(p, q) \mathcal{E}_{H}(u, u) \tag{2.1.8}
\end{equation*}
$$

This estimate will plays an important role when we will discuss the limit of a sequence of r-networks in the following sections.

As another application of Proposition 2.1.16, we can easily show that $\sqrt{R_{H}(\cdot, \cdot)}$ is a metric on $V$.
Theorem 2.1.18. Let $V$ be a finite set and let $H \in \widetilde{\mathcal{L}}(V)$. Set $R_{H}^{1 / 2}(p, q)=$ $\sqrt{R_{H}(p, q)}$. Then $R_{H}^{1 / 2}(\cdot, \cdot)$ is a metric on $V$.

Proof. We only need to show the triangle inequality. By (2.1.7), we see that

$$
R_{H}^{1 / 2}(p, q)=\max \left\{\frac{|u(p)-u(q)|}{\sqrt{\mathcal{E}_{H}(u, u)}}: u \in \ell(V), \mathcal{E}_{H}(u, u) \neq 0\right\} .
$$

This immediately imply the triangle inequality for $R_{H}^{1 / 2}(\cdot, \cdot)$.

## §2.2 Sequence of discrete Laplacians

In this section, we will discuss the limit of r-networks on a increasing sequence of finite sets that satisfied certain compatible condition, namely ;

Definition 2.2.1. Let $V_{m}$ be a finite set and let $H_{m} \in \widetilde{\mathcal{L}}(V)$ for each $m \geq 0$. $\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is called a compatible sequence if $\left(V_{m}, H_{m}\right) \leq\left(V_{m+1}, H_{m+1}\right)$ for
all $m \geq 0$. For a compatible sequence $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$, set $V_{*}=\cup_{m \geq 0} V_{m}$ and define

$$
\begin{align*}
\mathcal{F}(\mathcal{S}) & =\left\{u: u \in \ell\left(V_{*}\right), \lim _{m \rightarrow \infty} \mathcal{E}_{H_{m}}\left(\left.u\right|_{V_{m}},\left.u\right|_{V_{m}}\right)<+\infty\right\}  \tag{2.2.1}\\
\mathcal{E}_{\mathcal{S}}(u, v) & =\lim _{m \rightarrow \infty} \mathcal{E}_{H_{m}}\left(\left.u\right|_{V_{m}},\left.v\right|_{V_{m}}\right), \tag{2.2.2}
\end{align*}
$$

for $u, v \in \mathcal{F}(\mathcal{S})$. Also, for $p, q \in V_{*}$, define the effective resistance associated with $\mathcal{S}$ by

$$
\begin{equation*}
R_{\mathcal{S}}(p, q)=R_{H_{m}}(p, q), \tag{2.2.3}
\end{equation*}
$$

where $m$ is chosen so that $p, q \in V_{m}$.
In the next chapter, we will approximate a self-similar set by a sequence of increasing finite sets. Then we will construct Dirichlet forms and Laplacians on the self-similar set by taking a limit of a compatible sequence of r-networks.

Throughout this section, $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is assumed to be a compatible sequence.

Let us regard $V_{m}$ as a boundary of $V_{*}$. Then for any $u \in \ell\left(V_{m}\right)$, we consider a minimizing problem of $\mathcal{E}_{\mathcal{S}}(\cdot, \cdot)$ under the fixed boundary value $u$ as follows.

Lemma 2.2.2. There exists a linear map $h_{m}: \ell\left(V_{m}\right) \rightarrow \mathcal{F}(\mathcal{S})$ such that $\left.h_{m}(u)\right|_{V_{m}}=$ $u$ and

$$
\begin{equation*}
\mathcal{E}_{H_{m}}(u, u)=\mathcal{E}_{\mathcal{S}}\left(h_{m}(u), h_{m}(u)\right)=\min _{v \in \mathcal{F}(\mathcal{S}),\left.v\right|_{V_{m}}=u} \mathcal{E}_{\mathcal{S}}(v, v) \tag{2.2.4}
\end{equation*}
$$

Moreover if $v \in \mathcal{F}(\mathcal{S})$ with $\left.v\right|_{V_{m}}=u$ attains the above minimum then $v=h_{m}(u)$.
Proof. As $\left[H_{n}\right]_{V_{m}}=H_{m}$ for $n>m$, we can apply Theorem 2.1.6 with $V=$ $V_{n}, U=V_{m}$ and $H=H_{n}$. Set $h_{n, m}=h$ where $h$ is the linear map $\ell(U) \rightarrow \ell(V)$ defined in Theorem 2.1.6. Then define $\left.h_{m}(u)\right|_{V_{n}}=h_{n, m}(u)$. For any $n>m$, this definition is compatible and $h_{m}(u) \in \ell\left(V_{*}\right)$ is well-defined. By (2.1.2), we have

$$
\mathcal{E}_{H_{m}}(u, u)=\mathcal{E}_{H_{n}}\left(\left.h_{m}(u)\right|_{V_{n}},\left.h_{m}(u)\right|_{V_{n}}\right)
$$

for all $n>m$. Therefore $h_{m}(u) \in \mathcal{F}(\mathcal{S})$. Also (2.1.2) implies (2.2.4) immediately.

Let us fix $m$. Then $h_{m}(u)$ is also characterized by the unique solution of

$$
\left\{\begin{aligned}
\left.\left(H_{n} v_{n}\right)\right|_{V_{n} \backslash V_{m}} & =0 \quad \text { for all } n>m, \\
\left.v\right|_{V_{m}} & =u,
\end{aligned}\right.
$$

where $v \in \ell\left(V_{*}\right)$ and $v_{n}=\left.v\right|_{V_{n}}$. So $h_{m}(u)$ may be thought of as a harmonic function with boundary values $u \in V_{m}$. If $H_{m} \in \mathcal{L}\left(V_{m}\right)$ for all $m \geq 0$, we can show the following maximum principal for harmonic functions.

We will sometimes think $\ell\left(V_{m}\right)$ as a subset of $\mathcal{F}(\mathcal{S})$ by identifying $\ell\left(V_{m}\right)$ with $h_{m}\left(\ell\left(V_{m}\right)\right)$ through the injective map $h_{m}$. By this identification, one can write $\mathcal{E}_{H_{m}}(u, u)=\mathcal{E}_{\mathcal{S}}(u, u)$ for any $u \in \ell\left(V_{m}\right) \subset \mathcal{F}(\mathcal{S})$.

Lemma 2.2.3 (Maximum principle). Assume $H_{m} \in \mathcal{L}\left(V_{m}\right)$ for all $m \geq 0$. If $v \in \ell\left(V_{*}\right)$ satisfies $\left.\left(H_{n} v_{n}\right)\right|_{V_{n} \backslash V_{m}}=0$ for all $n>m$, where $v_{n}=\left.v\right|_{V_{n}}$, then

$$
\min _{q \in V_{m}} v(q) \leq v(p) \leq \max _{q \in V_{m}} v(q)
$$

for any $p \in V_{*}$.
Proof. This follows immediately by the maximum principle for harmonic functions on a finite set, Proposition 2.1.7.

Next we discuss the effective resistance $\mathcal{R}_{\mathcal{S}}(\cdot, \cdot)$. As in the case for finite sets, $\sqrt{R_{\mathcal{S}}(\cdot, \cdot)}$ becomes a metric on $V_{*}$.
Proposition 2.2.4. If $R_{S}^{1 / 2}(\cdot, \cdot)=\sqrt{R_{\mathcal{S}}(\cdot, \cdot)}$, then $R_{\mathcal{S}}^{1 / 2}$ is a metric on $V_{*}$. Moreover if $H_{m} \in \mathcal{L}\left(V_{m}\right)$ for all $m \geq 0$, then $R_{\mathcal{S}}$ is a metric on $V_{*}$.

Proof. This is an easy corollary of Theorem 2.1.14 and Theorem 2.1.18 along with Proposition 2.1.11

The following lemma follows immediately from its counterpart, Proposition 2.1.16.

Lemma 2.2.5. For any $p, q \in V_{*}$,

$$
\begin{align*}
R_{\mathcal{S}}(p, q) & =\left(\min \left\{\mathcal{E}_{\mathcal{S}}(u, u): u \in \mathcal{F}(\mathcal{S}), u(p)=1, u(q)=0\right\}\right)^{-1} \\
& =\max \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}_{\mathcal{S}}(u, u)}: u \in \mathcal{F}(\mathcal{S}), \mathcal{E}_{\mathcal{S}}(u, u)>0\right\} \tag{2.2.5}
\end{align*}
$$

This lemma implies that

$$
\begin{equation*}
|u(p)-u(q)|^{2} \leq R_{\mathcal{S}}(p, q) \mathcal{E}_{\mathcal{S}}(u, u) \tag{2.2.6}
\end{equation*}
$$

for any $u \in \mathcal{F}(\mathcal{S})$ and $p, q \in V_{*}$. By (2.2.6), we can see that $\mathcal{F}(\mathcal{S}) \subset C\left(V_{*}, R_{\mathcal{S}}^{1 / 2}\right)$. For a metric space $(X, d), C(X, d)$ is the collection of real-valued functions on $X$ that are uniformly continuous on $(X, d)$ and bounded on every bounded subset of $(X, d)$.

Next we present important results of the limit of compatible sequence. In the following chapter, the results will be applied in constructing Dirichlet forms and Laplacians on a self-similar set.

Theorem 2.2.6. (1) $\mathcal{F}(\mathcal{S}) \subset C\left(V_{*}, R_{\mathcal{S}}^{1 / 2}\right)$
(2) $\mathcal{E}_{\mathcal{S}}$ is a non-negative symmetric form on $\mathcal{F}(\mathcal{S})$. Moreover $\mathcal{E}_{\mathcal{S}}(u, u)=0$ if and only if $u$ is a constant on $V_{*}$.
(3) Define an equivalence relation $\sim$ on $\mathcal{F}(\mathcal{S})$ by letting $u \sim v$ if and only if $u-v$ is a constant on $V_{*}$. Then $\mathcal{E}_{\mathcal{S}}$ is naturally defined positive definite symmetric form on $\mathcal{F}(\mathcal{S}) / \sim$ and $\left(\mathcal{F}(\mathcal{S}) / \sim, \mathcal{E}_{\mathcal{S}}\right)$ is a Hilbert space.
(4) Assume that $H_{m} \in \mathcal{L}(V)$ for all $m \geq 0$. If $\bar{u}$ is defined as in (DF3) for any $u \in \mathcal{F}(\mathcal{S})$, then $\bar{u} \in \mathcal{F}(\mathcal{S})$ and $\mathcal{E}_{\mathcal{S}}(\bar{u}, \bar{u}) \leq \mathcal{E}_{\mathcal{S}}(u, u)$.

Proof. Every statement but (3) follows easily from the results and discussions in this and the previous section. We will use $\mathcal{E}$ and $\mathcal{F}$ in place of $\mathcal{E}_{\mathcal{S}}$ and $\mathcal{F}(\mathcal{S})$ respectively. To show (3), first note that $\mathcal{E}(u, u)=\mathcal{E}(v, v)$ if $u \sim v$. Hence $\mathcal{E}$ is a well-defined positive definite symmetric form on $\mathcal{F} / \sim$. Choose any $p \in V_{*}$ and set $\mathcal{F}_{p}=\{u: u \in \mathcal{F}, u(p)=0\}$. Then $(\mathcal{F} / \sim, \mathcal{E})$ is naturally isomorphic to $\left(\mathcal{F}_{p}, \mathcal{E}\right)$. Hence it suffices to show that $\left(\mathcal{F}_{p}, \mathcal{E}\right)$ is a Hilbert space. Now let $\left\{v_{n}\right\}_{n \geq 0}$ be a Cauchy sequence in $\left(\mathcal{F}_{p}, \mathcal{E}\right)$ and let $v_{n}^{m}=h_{m}\left(v_{n} \mid V_{m}\right)$. Then by Lemma 2.2.2

$$
\mathcal{E}\left(v_{k}^{m}-v_{l}^{m}, v_{k}^{m}-v_{l}^{m}\right) \leq \mathcal{E}\left(v_{k}-v_{l}, v_{k}-v_{l}\right) .
$$

Note that, $p \in V_{m}$ for sufficiently large $m$. Hence $\mathcal{E}$ becomes an inner product on $\mathcal{F}_{p} \cap \ell\left(V_{m}\right)$, where $\ell\left(V_{m}\right)$ is identified with $h_{m}\left(\ell\left(V_{m}\right)\right.$. So there exists $v^{m} \in$ $\mathcal{F}_{p} \cap \ell\left(V_{m}\right)$ such that $v_{n}^{m} \rightarrow v^{m}$ as $n \rightarrow \infty$. As $\left.v^{m+1}\right|_{V_{m}}=v^{m}$, there exists $v \in \ell\left(V_{*}\right)$ such that $\left.v\right|_{V_{m}}=v^{m}$.

On the other hand, let $C=\sup _{n \geq 0} \mathcal{E}\left(v_{n}, v_{n}\right)$. Then we have $\mathcal{E}\left(v^{m}, v^{m}\right) \leq$ $\sup _{n, m} \mathcal{E}\left(v_{n}^{m}, v_{n}^{m}\right)=C$. Hence $v \in \mathcal{F}$.

Now, we fix $\epsilon>0$. Then, we can choose $n$ so that $\mathcal{E}\left(v_{n}-v_{k}, v_{n}-v_{k}\right)<\epsilon$ for all $k>n$. Also, we can choose $m$ so that

$$
\left|\mathcal{E}\left(v_{n}-v, v_{n}-v\right)-\mathcal{E}\left(v_{n}^{m}-v^{m}, v_{n}^{m}-v^{m}\right)\right|<\epsilon .
$$

Furthermore, we can choose $k$ so that $k>n$ and

$$
\left|\mathcal{E}\left(v_{n}^{m}-v_{k}^{m}, v_{n}^{m}-v_{k}^{m}\right)-\mathcal{E}\left(v_{n}^{m}-v^{m}, v_{n}^{m}-v^{m}\right)\right|<\epsilon .
$$

As $\mathcal{E}\left(v_{n}^{m}-v_{k}^{m}, v_{n}^{m}-v_{k}^{m}\right) \leq \mathcal{E}\left(v_{n}-v_{k}, v_{n}-v_{k}\right)<\epsilon$, we have $\mathcal{E}\left(v_{n}-v, v_{n}-v\right)<3 \epsilon$. Thus we have completed the proof of (3).

Finally we show two examples. The first one is related to one of the most basic examples in probability.
Example 2.2.7 (Simple random walk on Z). Let $V_{m}=\{-m,-m+1, \cdots, 0, \cdots, m-$ $1, m\}$ and let $H_{m} \in \mathcal{L}\left(V_{m}\right)$ be defined by $\left(H_{m}\right)_{i j}=1$ if $|i-j|=1,\left(H_{m}\right)_{i j}=0$ if $|i-j|>1$. Then $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 1}$ is a compatible sequence. We can easily see that $V_{*}=\mathbf{Z}, R_{S}(i, j)=|i-j|$ and

$$
\mathcal{E}_{\mathcal{S}}(u, v)=\sum_{i \in \mathbb{Z}}(u(i+1)-u(i))(v(i+1)-v(i)) .
$$

Also we can see that $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S}) \cap L^{2}(\mathbf{Z}, \mu)\right)$ becomes a regular Dirichlet form on $L^{2}(\mathbf{Z}, \mu)$ for every Borel measure $\mu$ on $\mathbf{Z}$ that satisfies $0<\mu(\{i\})<\infty$ for all $i \in \mathbf{Z}$. (See Definition A.4.2 for the definition of regular Dirichlet form.)

Define a linear operator $\Delta_{\mu}$ on $L^{2}(Z, \mu)$ by

$$
\left(\Delta_{\mu} u\right)(i)=\mu(i)^{-1}(u(i+1)+u(i-1)-2 u(i)) .
$$

Then $\Delta_{\mu}$ is a non-positive self-adjoint operator on $L^{2}(\mathbf{Z}, \mu)$. Also $\operatorname{Dom}\left(\Delta_{\mu}\right) \subset$ $\mathcal{F}(\mathcal{S}) \cap L^{2}(\mathbf{Z}, \mu)$ and

$$
\mathcal{E}_{\mathcal{S}}(u, v)=-\int_{\mathbb{Z}} u \Delta_{\mu} v d \mu
$$

for any $u, v \in \operatorname{Dom}\left(\Delta_{\mu}\right)$. From this fact, $\Delta_{\mu}$ is identified as the self-adjoin operator associated with the closed form $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S}) \cap L^{2}(\mathbf{Z}, \mu)\right)$ on $L^{2}(\mathbf{Z}, \mu)$. (See $\S$ A. 2 about a closed form and an associated self-adjoint operator.)

Now if $\nu(i)=1$ for all $i \in \mathbf{Z}$, then $\Delta_{\nu}$ is the self-adjoint operator associated with the simple random walk on $\mathbf{Z}$ in the following sense. Let $u_{0} \in \operatorname{Dom}\left(\Delta_{\nu}\right)$ and think about the following evolution equation with discrete time $n=0,1,2, \cdots$;

$$
u_{n+1}-u_{n}=\Delta_{\nu} u / 2
$$

One can easily see that $u_{n}=\left(I+\Delta_{\nu} / 2\right)^{n} u_{0}$ for any $n$. For $i \in \mathbf{Z}$, if $u_{0}(i)=1$ and $u_{0}(k)=0$ for any $k \neq i$, then $u_{n}(j)$ is the transition probability from $i$ at time 0 to $j$ at time $n$ under the simple random walk on $\mathbf{Z}$.

Next example is an extreme case where $R_{\mathcal{S}}$ becomes a trivial metric on $V_{*}$.
Example 2.2.8 (Discrete topology). Let $V_{m}=\{1,2, \cdots, m\}$ and let $H_{m} \in$ $\mathcal{L}\left(V_{m}\right)$ be defined by $\left(H_{m}\right)_{i j}=2 / m$ for $i \neq j$. Then $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 2}$ is a compatible sequence. We can easily see that $V_{*}=\mathrm{N}$ and $R_{\mathcal{S}}(i, j)=1$ for $i \neq j$. This metric $R_{\mathcal{S}}$ induces the discrete topology on N . As $\chi_{i} \in \mathcal{F}(\mathcal{S})$ for all $i \in \mathrm{~N}$, $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ is a regular Dirichlet form on $L^{2}(\mathrm{~N}, \mu)$ for every Borel measure $\mu$ on $\mathbf{N}$ that satisfies $0<\mu(\{i\})<\infty$ for all $i \in \mathbf{N}$. See Definition A.4.2 for the definition of a regular Dirichlet form. In particular, let $\mu(\{i\})=1$ for all $i \in \mathbf{N}$, then $L^{2}(\mathbf{N}, \mu)=\ell^{2}(\mathbf{N})$. We can see that $\ell^{2}(\mathbf{N}) \cap \mathcal{F}(\mathcal{S})=\ell^{2}(\mathbf{N})$ and, for all $u, v \in \ell^{2}(\mathbf{N})$,

$$
\mathcal{E}_{S}(u, v)=2 \int_{\mathbb{N}} u v d \mu
$$

## §2.3 Resistance Form and Resistance Metric

In the previous section, we constructed a quadratic form $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ and a metric $R_{\mathcal{S}}$ from a compatible sequence of r-networks $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$. In this section, we will give characterizations of the form $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ and the metric $R_{\mathcal{S}}$ and show that there is an one-to-one correspondence between such forms and metrics.

First we give a characterization of quadratic forms.
Definition 2.3.1 (Resistance form). Let $X$ be a set. A pair $(\mathcal{E}, \mathcal{F})$ is called a resistance form on $X$ if it satisfies the following conditions (RF1) through (RF5).
(RF1) $\mathcal{F}$ is a linear subspace of $\ell(X)$ containing constants and $\mathcal{E}$ is a non-negative symmetric quadratic form on $\mathcal{F} . \mathcal{E}(u, u)=0$ if and only if $u$ is a constant on $X$.
(RF2) Let $\sim$ be an equivalent relation on $\mathcal{F}$ defined by $u \sim v$ if and only if $u-v$ is a constant on $X$. Then $(\mathcal{F} / \sim, \mathcal{E})$ is a Hilbert space.
(RF3) For any finite subset $V \subset X$ and for any $v \in \ell(V)$, there exists $u \in \mathcal{F}$ such that $\left.u\right|_{V}=v$.
(RF4) For any $p, q \in X$,

$$
\sup \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}(u, u)}: u \in \mathcal{F}, \mathcal{E}(u, u)>0\right\}
$$

is finite. The above supremum is denoted by $M(p, q)$.
(RF5) If $u \in \mathcal{F}$, then $\bar{u} \in \mathcal{F}$ and $\mathcal{E}(\bar{u}, \bar{u}) \leq \mathcal{E}(u, u)$, where $\bar{u}$ is defined in the same way as (DF3) in Definition 2.1.1.

We use $\mathcal{R} \mathcal{F}(X)$ to denote the collection of resistance forms on $X$. Also we define

$$
\widetilde{\mathcal{R F}}(X)=\{(\mathcal{E}, \mathcal{F}):(\mathcal{E}, \mathcal{F}) \text { satisfies the condtions (RF1) through (RF4). }\}
$$

The condition (RF5) is called the Markov property.
Let $V$ be a finite set. Then $(\mathcal{E}, \ell(V)) \in \widetilde{\mathcal{R F}}(V)($ or $(\mathcal{E}, \ell(V)) \in \mathcal{R} \mathcal{F}(V))$ if and only if $\mathcal{E} \in \widetilde{\mathcal{D F}}(V)$ (or $\mathcal{E} \in \mathcal{D} \mathcal{F}(V)$ respectively.) Also immediately from Theorem 2.2.6, ( $\left.\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ belongs to $\widetilde{\mathcal{R F}}\left(V_{*}\right)$ for any compatible sequence $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$. Moreover, if $H_{m} \in \mathcal{L}\left(V_{m}\right)$ for all $m$, then $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ becomes a resistance form on $V_{*}$.

Next we consider a characterization of metrics.
Definition 2.3.2 (Resistance Metric). Let $X$ be a set. A function $R: X \times$ $X \rightarrow \mathrm{R}_{+}$is called a resistance metric on $X$ if and only if, for any finite subset $V \subset X$, there exists $H_{V} \in \mathcal{L}(V)$ such that $\left.R\right|_{V \times V}=R_{H_{V}}$, where $R_{H_{V}}$ is the effective resistance with respect to $H_{V}$. The collection of resistance metrics on $X$ is denoted by $\mathcal{R} \mathcal{M}(X)$. Also we define

$$
\begin{aligned}
\mathbb{R} \mathcal{M}(X)= & \left\{R: X \times X \rightarrow \mathrm{R}_{+}: \text {For any finite subset } V \subset X,\right. \text { there exists } \\
& \left.H_{V} \in \widetilde{\mathcal{L}}(V) \text { with }\left.R\right|_{V \times V}=R_{H_{V}} \text { and } H_{V_{1}}=\left[H_{V_{2}}\right]_{V_{1}} \text { if } V_{1} \subseteq V_{2}\right\}
\end{aligned}
$$

Remark. Recall that $\left[H_{V_{2}}\right]_{V_{1}}=P_{V_{2}, V_{1}}\left(H_{V_{2}}\right)$ by definition. Notice that by Corollary 2.1.13, the condition $H_{V_{1}}=\left[H_{V_{2}}\right]_{V_{1}}$ is satisfied for a resistance metric $R$. If we could extend Theorem 2.1.12 to $\widetilde{\mathcal{L}}(V)$, which is quite likely, then we could remove the assumption $H_{V_{1}}=\left[H_{V_{2}}\right]_{V_{1}}$ from the definition of $\mathbb{\mathcal { R }} \mathcal{M}(X)$.

Since $R_{H_{V}}$ is a metric on $V$, a resistance metric $R$ is a distance on $X$. Also, for $R \in \boldsymbol{R} \mathcal{M}(X), \sqrt{R(\cdot, \cdot)}$ is a distance on $X$.

Let $V$ be a finite set. Then $R \in \mathbb{R} \mathcal{M}(V)$ (or $R \in \mathcal{R} \mathcal{M}(V)$ ) if and only if $R=R_{H}$ for some $H \in \widetilde{\mathcal{L}}(V)$ (or $H \in \mathcal{L}(V)$ respectively). Also it is natural to expect that $R_{\mathcal{S}}$ is a resistance metric. More precisely, we have the following proposition.

Proposition 2.3.3. If $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is a compatible sequence, then $R_{\mathcal{S}} \in \notin \mathcal{M}\left(V_{*}\right)$. In particular, if $H_{m} \in \mathcal{L}(V)$ for all $m$, then $R_{\mathcal{S}}$ is a resistance metric.

Proof. Let $V$ be a finite subset of $V_{*}$. Then $V \subseteq V_{m}$ for sufficiently large $m$. If $H_{V}=\left[H_{m}\right]_{V}$, then $R_{H_{V}}=\left.R_{\mathcal{S}}\right|_{V \times V}$. The rest of the conditions are obvious.

There is a natural one-to-one correspondence between resistance forms and resistance metrics. First we will construct a resistance metric from a resistance form.
Theorem 2.3.4. If $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(X)$, then

$$
\min \{\mathcal{E}(u, u): u \in \mathcal{F}, u(p)=1, u(q)=0\}
$$

exists for any $p, q \in X$ with $p \neq q$. If we define $R(p, q)^{-1}$ to be equal to the minimum value, then $R \in \mathfrak{R} \mathcal{M}(X)$ and

$$
\begin{equation*}
R(p, q)=\max \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}(u, u)}: u \in \mathcal{F}, \mathcal{E}(u, u)>0\right\} \tag{2.3.1}
\end{equation*}
$$

Moreover, if $(\mathcal{E}, \mathcal{F}) \in \mathcal{R} \mathcal{F}(X)$, then $R \in \mathcal{R} \mathcal{M}(X)$.
To prove the above theorem, we need the following lemma.
Lemma 2.3.5. If $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(X)$ and $V$ is a finite subset of $X$, then there exists a linear map $h_{V}: \ell(V) \rightarrow \mathcal{F}$ such that $\left.h_{V}(u)\right|_{V}=u$ and

$$
\begin{equation*}
\mathcal{E}\left(h_{V}(u), h_{V}(u)\right)=\min _{v \in \mathcal{F},\left.v\right|_{V}=u} \mathcal{E}(v, v) \tag{2.3.2}
\end{equation*}
$$

Furthermore $h_{V}(u)$ is the unique element that attains the above minimum. Also set $\mathcal{E}^{V}\left(u_{1}, u_{2}\right)=\mathcal{E}\left(h_{V}\left(u_{1}\right), h_{V}\left(u_{2}\right)\right)$. Then $\mathcal{E}^{V} \in \widetilde{\mathcal{D F}}(V)$. Moreover if $(\mathcal{E}, \mathcal{F})$ is a resistance form, then $\mathcal{E}^{V} \in \mathcal{D} \mathcal{F}(V)$.
Proof. For $p \in V$, let $\mathcal{F}^{p}=\left\{u: u \in \mathcal{F},\left.u\right|_{V \backslash\{p\}}=0\right\}$. Then by (RF.3), $\mathcal{F}^{p}$ is not trivial. By (RF.2), $\left(\mathcal{F}^{p}, \mathcal{E}\right)$ is a Hilbert space. Define $\Phi_{p} \mathcal{F}^{p} \rightarrow \mathrm{R}$ by $\Phi_{p}(u)=$ $u(p)$. Then by (RF.4) we have, for $q \in V \backslash\{p\},\left|\Phi_{p}(u)\right|^{2} \leq M(p, q) \mathcal{E}(u, u)$ for all $u \in \mathcal{F}^{p}$. Hence $\Phi_{p}$ is a continuous linear functional on $\left(\mathcal{F}^{p}, \mathcal{E}\right)$. Therefore there exists $g_{p} \in \mathcal{F}^{p}$ such that for all $u \in \mathcal{F}^{p}, \mathcal{E}\left(g_{p}, u\right)=\Phi_{p}(u)=u(p)$. As $\mathcal{E}\left(g_{p}, g_{p}\right)=g_{p}(p)>0$, we can define $\psi_{p}^{V}=g_{p} / g_{p}(p)$.

Now for any $u \in \ell(V)$, define $h_{V}(u)=\sum_{p \in V} u(p) \psi_{p}^{V}$. If $v \in \mathcal{F}$ with $\left.v\right|_{V}=u$, set $\tilde{v}=v-h_{V}(u)$. Then
$\mathcal{E}(v, v)=\mathcal{E}\left(\tilde{v}+h_{V}(u), \tilde{v}+h_{V}(u)\right)=\mathcal{E}(\tilde{v}, \tilde{v})+2 \mathcal{E}\left(\tilde{v}, h_{V}(u)\right)+\mathcal{E}\left(h_{V}(u), h_{V}(u)\right)$.
As $\mathcal{E}\left(\tilde{v}, h_{V}(u)\right)=\sum_{p \in V} u(p) \tilde{v}(p) / g_{p}(p)=0$, we have

$$
\mathcal{E}(v, v)=\mathcal{E}(\tilde{v}, \tilde{v})+\mathcal{E}\left(h_{V}(u), h_{V}(u)\right) \geq \mathcal{E}\left(h_{V}(u), h_{V}(u)\right) .
$$

Equality holds only when $\tilde{v}$ is constant on $X$ and so $\tilde{v} \equiv 0$ on $X$. It is easy to see that $\mathcal{E}^{V} \in \widetilde{\mathcal{D F}}(V)$. Also the Markov property (RF5) of $(\mathcal{E}, \mathcal{F})$ implies the Markov property (DF3) of $\mathcal{E}^{V}$. Thus we have completed the proof.

Proof of Theorem 2.3.4. By Lemma 2.3.5,

$$
\min \{\mathcal{E}(u, u): u \in \mathcal{F}, u(p)=1, u(q)=0\}
$$

exists for any $p, q \in X$ with $p \neq q$. Now define $H_{V} \in \widetilde{\mathcal{L}}(V)$ by $\mathcal{E}^{V}=\mathcal{E}_{H_{V}}$. If $V_{1} \subset V_{2}$, then

$$
\begin{aligned}
\mathcal{E}_{\left[H_{V_{2}}\right]_{V_{1}}}(u, u) & =\min _{v \in \ell\left(V_{2}\right),\left.v\right|_{V_{1}}=u} \mathcal{E}\left(h_{V_{2}}(v), h_{V_{2}}(v)\right) \\
& =\min _{v^{\prime} \in \mathcal{F},\left.v^{\prime}\right|_{V_{1}}=u} \mathcal{E}\left(v^{\prime}, v^{\prime}\right)=\mathcal{E}_{H_{V_{1}}}(u, u) .
\end{aligned}
$$

Hence $\left[H_{V_{2}}\right]_{V_{1}}=H_{V_{1}}$. This fact also implies $R_{H_{V}}=\left.R\right|_{V \times V}$. Therefore $R \in$ $\boldsymbol{\mathcal { L }} \mathcal{M}(X)$. If $(\mathcal{E}, \mathcal{F}) \in \mathcal{R} \mathcal{F}(X)$, then $H_{V} \in \mathcal{D} \mathcal{F}(V)$ and hence $R \in \mathcal{R} \mathcal{M}(X)$. The same argument as the proof of Proposition 2.1.16 implies (2.3.1).

Theorem 2.3.4 says that each $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(X)$ is associated with $R \in$ $\boldsymbol{\mathcal { R }} \mathcal{M}(X)$. So we can define a map $F M_{X}: \widetilde{\mathcal{R F}}(X) \rightarrow \boldsymbol{\mathcal { R }} \mathcal{M}(X)$, which is called the "form to metric" map, by $R=F M_{X}((\mathcal{E}, \mathcal{F}))$. This form to metric map is, in fact, bijective. Namely, we can construct the inverse of $F M_{X}$.
Theorem 2.3.6. For $R \in \mathbb{R} \mathcal{M}(X)$, there exists a unique $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(X)$ that satisfies (2.3.1). Moreover if $R \in \mathcal{R} \mathcal{M}(X)$, then $(\mathcal{E}, \mathcal{F}) \in \mathcal{R} \mathcal{F}(X)$.

Assuming the above theorem, we can define the "metric to form" map $M F_{X}$ : $\mathfrak{R} \mathcal{M}(X) \rightarrow \widetilde{\mathcal{R F}}(X)$. It is easy to see that $M F_{X}$ is the inverse of $F M_{X}$.

We will only present the proof of a special case of Theorem 2.3.6, namely Theorem 2.3.7. Theorem 2.3.6 can proven by using routine and tedious discussions about limiting procedure from the special case.

If $R \in \boldsymbol{R} \mathcal{M}(X), R^{1 / 2}(\cdot, \cdot)=\sqrt{R(\cdot, \cdot)}$ is a metric on $X$. Assume that the metric space ( $X, R^{1 / 2}$ ) is separable. Equivalently, there exists a family of finite subsets $\left\{V_{m}\right\}_{m \geq 0}$ of $X$ that satisfies $V_{m} \subset V_{m+1}$ for $m \geq 0$ and $V_{*}=\cup_{m \geq 0} V_{m}$ is dense in $X$. Set $H_{m}=H_{V_{m}}$. Then $H_{m} \in \widetilde{\mathcal{L}}\left(V_{m}\right)$ and $\left[H_{m+1}\right]_{V_{m}}=H_{m}$ by definition. Hence $\left(V_{m}, H_{m}\right) \leq\left(V_{m+1}, H_{m+1}\right)$ and so $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is a compatible sequence. We know that $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \widetilde{\mathcal{R F}}\left(V_{*}\right)$. Also it is obvious that $R=R_{\mathcal{S}}$ on $V_{*}$. Now as $\mathcal{F}(\mathcal{S}) \in C\left(V_{*}, R_{\mathcal{S}}^{1 / 2}\right), u \in \mathcal{F}(\mathcal{S})$ has a natural extension to a function in $C\left(X, R^{1 / 2}\right)$. We will think $\mathcal{F}(\mathcal{S})$ as a subset of $C\left(X, R^{1 / 2}\right)$ in this way. Then it is easy to see that $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ satisfies (RF1) and (RF2). This $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ is the candidate for $(\mathcal{E}, \mathcal{F})$ in Theorem 2.3.6. The problem is to show (RF3) and (2.3.1) for any $p, q \in X$. (We already know that (2.3.1) holds for $p, q \in V_{*}$ by Lemma 2.2.5.) We do this in the next theorem.

Theorem 2.3.7. For $R \in \mathcal{R} \mathcal{M}(X)$, assume that $\left(X, R^{1 / 2}\right)$ is separable. Let $\left\{V_{m}\right\}_{m \geq 0}$ be a family of finite subsets of $X$ such that $V_{m} \subset V_{m+1}$ for any $m \geq 0$ and that $V_{*}=\cup_{m \geq 0} V_{m}$ is dense in $X$. Set $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ where $H_{m}=H_{V_{m}}$. Then $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \widetilde{\mathcal{R F}}(X)$ and

$$
\begin{equation*}
R(p, q)=\max \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}_{\mathcal{S}}(u, u)}: u \in \mathcal{F}(\mathcal{S}), \mathcal{E}_{\mathcal{S}}(u, u)>0\right\} \tag{2.3.3}
\end{equation*}
$$

for all $p, q \in X$. Moreover, $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ is independent of the choice of $\left\{V_{m}\right\}_{m \geq 0}$. Also if $R \in \mathcal{R} \mathcal{M}(X)$, then $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \mathcal{R} \mathcal{F}(X)$.

Before proving the theorem, we need two lemmas.
Lemma 2.3.8. Let $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(X)$ and let $\left\{V_{m}\right\}$ be a sequence of finite subsets of $X$ such that $V_{m} \subset V_{m+1}$ for $m \geq 0$ and that $V_{*}=\cup_{m \geq 0} V_{m}$ is dense in $\left(X, R^{1 / 2}\right)$, where $R=F M_{X}((\mathcal{E}, \mathcal{F}))$. If $\overline{\mathcal{S}}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ where $H_{m}=H_{V_{m}}$, then $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)=(\mathcal{E}, \mathcal{F})$.

Remark. In this lemma, again we think $\mathcal{F}(\mathcal{S})$ as a subset of $C\left(X, R^{1 / 2}\right)$ because $R=R_{\mathcal{S}}$ on $V_{*}$ and $\mathcal{F}(\mathcal{S}) \subset C\left(V_{*}, R_{\mathcal{S}}^{1 / 2}\right)$.

Proof. First we show that $\mathcal{F}(\mathcal{S}) \subseteq \mathcal{F}$ and $\mathcal{E}_{\mathcal{S}}(u, u)=\mathcal{E}(u, u)$ for $u \in \mathcal{F}(\mathcal{S})$. Let $u \in \mathcal{F}(\mathcal{S})$. Set $u_{m}=h_{V_{m}}\left(\left.u\right|_{V_{m}}\right)$, where $h_{V_{m}}$ is defined in Lemma 2.3.5. As $\mathcal{E}_{H_{m}}\left(\left.u\right|_{V_{m}},\left.u\right|_{V_{m}}\right)=\mathcal{E}\left(u_{m}, u_{m}\right)$, we obtain $\mathcal{E}\left(u_{m}, u_{m}\right) \leq \mathcal{E}\left(u_{m+1}, u_{m+1}\right) \leq$ $\mathcal{E}_{\mathcal{S}}(u, u)$. Now without loss of generality we may assume that $u(p)=0$ for some $p \in V_{0}$. (We can just replace $u$ by $u-u(p)$.) Note that $\left.\left(u_{m}-u_{n}\right)\right|_{V_{n}}=0$ for $m \geq n$. Then recalling the definition of $h_{V}$ in the proof of Lemma 2.3.5, it follows that

$$
\mathcal{E}\left(u_{m}-u_{n}, u_{n}\right)=\sum_{p \in V_{n}}\left(u_{m}(p)-u_{n}(p)\right) u(p) / g_{p}(p)=0
$$

for $m \geq n$. Hence $\mathcal{E}\left(u_{m}-u_{n}, u_{m}-u_{n}\right)=\mathcal{E}\left(u_{m}, u_{m}\right)-\mathcal{E}\left(u_{n}, u_{n}\right) \rightarrow 0$ as $m, n \rightarrow \infty$. Therefore $\left\{u_{m}\right\}_{m \geq 0}$ is a Cauchy sequence in $\left(\mathcal{F}_{p}, \mathcal{E}\right)$. As $\left(\mathcal{F}_{p}, \mathcal{E}\right)$ is complete by (RF2), there exists $u_{*} \in \mathcal{F}_{p}$ such that $\mathcal{E}\left(u_{*}-u_{m}, u_{*}-u_{m}\right) \rightarrow 0$ as $m \rightarrow \infty$. So $\mathcal{E}\left(u_{*}, u_{*}\right)=\lim _{m \rightarrow \infty} \mathcal{E}\left(u_{m}, u_{m}\right)=\mathcal{E}_{\mathcal{S}}(u, u)$. For $q \in V_{*}$, we have

$$
\left|u_{*}(q)-u_{m}(q)\right|^{2} \leq R(p, q) \mathcal{E}\left(u_{*}-u_{m}, u_{*}-u_{m}\right) .
$$

Letting $m \rightarrow \infty$, we obtain that $\left.u\right|_{V_{*}}=\left.u_{*}\right|_{V_{*}}$. As $u$ and $u_{*}$ is continuous on $X$ with respect to $R^{1 / 2}$, we can see that $u=u_{*}$. Thus we have shown that $u \in \mathcal{F}$ and $\mathcal{E}(u, u)=\mathcal{E}_{\mathcal{S}}(u, u)$.

Secondly, for $u \in \mathcal{F}$, define $u_{m}$ exactly same as before. Then $\mathcal{E}\left(u_{m}, u_{m}\right)=$ $\min _{v \in \mathcal{F},\left.v\right|_{V_{m}}=\left.u\right|_{V_{m}}} \mathcal{E}(v, v) \leq \mathcal{E}(u, u)$. Hence $u \in \mathcal{F}(\mathcal{S})$. Now use the discussion of the latter half of this proof, we can see that $\mathcal{E}_{\mathcal{S}}(u, u)=\mathcal{E}(u, u)$.

Lemma 2.3.9. Let $(\mathcal{E}, \mathcal{F}) \in \widetilde{\mathcal{R F}}(Y)$. Let $\left(\bar{Y}, \bar{R}^{1 / 2}\right)$ be the completion of $\left(Y, R^{1 / 2}\right)$, where $R=F M_{Y}((\mathcal{E}, \mathcal{F}))$. Then for any $p, q \in \bar{Y}$,

$$
\bar{R}(p, q)=\max \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}(u, u)}: u \in \mathcal{F}, \mathcal{E}(u, u)>0\right\} .
$$

Proof. First we will show that

$$
\begin{equation*}
\bar{R}(p, q)=\sup \left\{\frac{|u(p)-u(q)|^{2}}{\mathcal{E}(u, u)}: u \in \mathcal{F}, \mathcal{E}(u, u)>0\right\} . \tag{2.3.4}
\end{equation*}
$$

We will denote the right-hand side of (2.3.4) by $M(p, q)$. Choose $\left\{p_{n}\right\},\left\{q_{n}\right\} \subset Y$ so that $p_{n} \rightarrow p$ and $q_{n} \rightarrow q$ as $n \rightarrow \infty$. Note that,

$$
\begin{equation*}
R\left(p_{n}, q_{n}\right)=\max \left\{\frac{\left|u\left(p_{n}\right)-u\left(q_{n}\right)\right|^{2}}{\mathcal{E}(u, u)}: u \in \mathcal{F}, \mathcal{E}(u, u)>0\right\} \tag{2.3.5}
\end{equation*}
$$

Hence, we have $\left|u\left(p_{n}\right)-u\left(q_{n}\right)\right|^{2} \leq R\left(p_{n}, q_{n}\right) \mathcal{E}(u, u)$ for any $u \in \mathcal{F}$. Letting $n \rightarrow \infty$, we obtain $|u(p)-u(q)|^{2} \leq \bar{R}(p, q) \mathcal{E}(u, u)$. Hence $M(p, q) \leq \bar{R}(p, q)$.

Suppose $M(p, q)<\bar{R}(p, q)$. Then we can choose $\epsilon$ so that for all $u \in \mathcal{F}$,

$$
|u(p)-u(q)|<(\sqrt{\bar{R}(p, q)}-5 \epsilon) \sqrt{\mathcal{E}(u, u)}
$$

On the other hand, since $R\left(p_{n}, q_{n}\right) \rightarrow \bar{R}(p, q)$ as $n \rightarrow \infty$, using (2.3.5), there exists $\left\{u_{n}\right\}$ such that $\mathcal{E}\left(u_{n}, u_{n}\right)=1$ and $\left|u_{n}\left(p_{n}\right)-u_{n}\left(q_{n}\right)\right|^{2} \rightarrow \bar{R}(p, q)$ as $n \rightarrow \infty$. For sufficiently large $n$, we have

$$
\left|u_{n}\left(p_{n}\right)-u_{n}\left(q_{n}\right)\right|>(\sqrt{\bar{R}(p, q)}-\epsilon)
$$

and $R\left(p_{n}, p_{m}\right), R\left(q_{n}, q_{m}\right)<\epsilon^{2}$ for all $m>n$. Furthermore we can choose $m$ so that $m>n$ and

$$
\left|u_{n}\left(p_{m}\right)-u_{n}(p)\right|<\epsilon \quad \text { and } \quad\left|u_{n}\left(q_{m}\right)-u_{n}(q)\right|<\epsilon .
$$

Now we have

$$
\begin{aligned}
\left|u_{n}\left(p_{n}\right)-u_{n}\left(q_{n}\right)\right| \leq & \left|u_{n}\left(p_{n}\right)-u_{n}\left(p_{m}\right)\right|+\left|u_{n}\left(p_{m}\right)-u_{n}(p)\right|+\left|u_{n}(p)-u_{n}(q)\right|+ \\
& \left|u_{n}(q)-u_{n}\left(q_{m}\right)\right|+\left|u_{n}\left(q_{m}\right)-u_{n}\left(q_{n}\right)\right| \\
\leq & \left|u_{n}\left(p_{n}\right)-u_{n}\left(p_{m}\right)\right|+\left|u_{n}\left(q_{n}\right)-u_{n}\left(q_{m}\right)\right|+(\sqrt{\bar{R}(p, q)}-3 \epsilon) .
\end{aligned}
$$

Hence $\left|u_{n}\left(p_{n}\right)-u_{n}\left(p_{m}\right)\right| \geq \epsilon$ or $\left|u_{n}\left(q_{n}\right)-u_{n}\left(q_{m}\right)\right| \geq \epsilon$. This contradicts the fact that $R\left(p_{n}, p_{m}\right), R\left(q_{n}, q_{m}\right)<\epsilon^{2}$. Therefore we have shown (2.3.4).

Now using the same argument as in the proof of Lemma 2.3.5, it follows that there exists $\psi \in \mathcal{F}$ such that $\psi(p)=1, \psi(q)=0$ and $\psi$ attains the supremum in (2.3.4).

Proof of Theorem 2.3.7. As we mentioned before, $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right.$ ) (recall that we think $\mathcal{F}(\mathcal{S})$ as a subset of $C\left(X, R^{1 / 2}\right)$ ) satisfies (RF1) and (RF2). To show (RF3), set $V_{m}^{\prime}=V_{m} \cup V$ for a finite set $V \subset X$. Let $H_{m}^{\prime}=H_{V_{m}^{\prime}}$ and let $\mathcal{S}^{\prime}=\left\{\left(V_{m}^{\prime}, H_{m}^{\prime}\right)\right\}$. Then for any $u \in \ell(V)$, there exists $v \in \mathcal{F}\left(\mathcal{S}^{\prime}\right)$ such that $\left.v\right|_{V}=u$. As $\left(V_{m}, H_{m}\right) \leq\left(V_{m}^{\prime}, H_{m}^{\prime}\right), \mathcal{E}_{H_{m}}\left(\left.v\right|_{V_{m}},\left.v\right|_{V_{m}}\right) \leq \mathcal{E}_{H_{m}^{\prime}}\left(\left.v\right|_{V_{m}^{\prime}},\left.v\right|_{V_{m}^{\prime}}\right) \leq$ $\mathcal{E}_{\mathcal{S}^{\prime}}(v, v)$. Hence $\lim _{m \rightarrow \infty} \mathcal{E}_{H_{m}}\left(\left.v\right|_{V_{m}},\left.v\right|_{V_{m}}\right) \leq \mathcal{E}_{\mathcal{S}^{\prime}}(v, v)$. Therefore $v \in \mathcal{F}(\mathcal{S})$. This shows (RF3).

Next, applying Lemma 2.3.9 for the case that $Y=V_{*}$, we obtain (2.3.3) because $X \subset \bar{Y}$. This implies (RF4). Thus we have shown $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \widetilde{\mathcal{R F}}(X)$. Furthermore, (2.3.3) also implies $R=F M_{X}\left(\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)\right)$.

Let $\left\{U_{m}\right\}$ be a sequence of finite subsets of $X$ that satisfies the same condition as $\left\{V_{m}\right\}$ and let $\mathcal{S}_{1}$ be the compatible sequence associated with $U_{m}$.

Then applying Lemma 2.3.8, we can see that $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)=\left(\mathcal{E}_{\mathcal{S}_{1}}, \mathcal{F}\left(\mathcal{S}_{1}\right)\right)$. Hence $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ is independent of the choice of $\left\{V_{m}\right\}$.

Finally if $R \in \mathcal{R} \mathcal{M}(X)$, then $H_{V_{m}} \in \mathcal{L}\left(V_{m}\right)$. Hence $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ has the Markov property.

Using the discussions in this section, we can show another important fact about resistance forms and resistance metrics. If $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is a compatible sequence, then $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \widetilde{\mathcal{R F}}\left(V_{*}\right)$ and $R_{\mathcal{S}} \in \mathcal{R} \mathcal{M}\left(V_{*}\right)$. The space $V_{*}$ is merely a countable set. So if we would construct analytical objects like Laplacians or Dirichlet forms from $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$, we would end up with an analysis on a countable set. That is hardly what we want! One way of overcoming this difficulty is to consider the completion of $V_{*}$ with respect to the metric $R_{\mathcal{S}}^{1 / 2}$. Let $\left(\Omega_{\mathcal{S}}, R_{\mathcal{S}}^{1 / 2}\right)$ be the completion of $\left(V_{*}, R_{\mathcal{S}}^{1 / 2}\right)$. Then $\left(\Omega_{\mathcal{S}}, R_{\mathcal{S}}^{1 / 2}\right)$ could be an interesting uncountable infinite set. As we mentioned before, $\mathcal{F}(\mathcal{S})$ can be naturally thought of as a subset of $C\left(\Omega_{\mathcal{S}}, R_{\mathcal{S}}^{1 / 2}\right)$. Hence $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right)$ can be considered as a quadratic form on $\left(\Omega_{\mathcal{S}}, R_{\mathcal{S}}^{1 / 2}\right)$. There is, however, a little delicate question about this completion procedure. Is the extended $R_{\mathcal{S}}$ in $\mathbb{R} \mathcal{M}\left(\Omega_{\mathcal{S}}\right)$ ? Equivalently, do we have $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \widetilde{\mathcal{R F}}(X)$ ? This is not an trivial problem. In fact, this is not true in general. See Exercise 2.7 for a counter example. Fortunately, if we assume the Markov property, i.e. $H_{m} \in \mathcal{L}\left(V_{m}\right)$ for all $m \geq 0$, then it follows that $R_{\mathcal{S}}^{1 / 2} \in \mathcal{R} \mathcal{M}\left(\Omega_{\mathcal{S}}\right)$ and $\left(\mathcal{E}_{\mathcal{S}}, \mathcal{F}(\mathcal{S})\right) \in \mathcal{R} \mathcal{F}\left(\Omega_{\mathcal{S}}\right)$ by virtue of the next theorem.

Theorem 2.3.10. Let $(\mathcal{E}, \mathcal{F}) \in \mathcal{R} \mathcal{F}(X)$. If $(\bar{X}, R)$ is the completion of $(X, R)$, where $R=F M_{X}((\mathcal{E}, \mathcal{F}))$, then $(\mathcal{E}, \mathcal{F}) \in \mathcal{R F}(\bar{X})$ and $R \in \mathcal{R} \mathcal{M}(\bar{X})$.

Proof. (RF1), (RF2) and (RF5) follow immediately. Also (RF4) is an obvious consequence of Lemma 2.3.9. Instead of (RF3), we may show the following ( $\mathrm{RF} 3^{*}$ ).
(RF3*) For each finite subset $V \subset \bar{X}$ and for each $p \in V$, there exists $u \in \mathcal{F}$ such that $\left.u\right|_{V}=\chi_{p}$, where $\chi_{p}$ is the characteristic function of the one point set $\{p\}$.

We use an induction on $\#(V)$ to prove $\left(\mathrm{RF}^{*}\right)$. If $\#(V)=2$, say $V=\{p, q\}$, then by Lemma 2.3.9, there exists $u \in \mathcal{F}$ such that $u(p) \neq u(q)$. If we set $f=(u-u(q)) /(u(p)-u(q))$, we have $\left.f\right|_{V}=\chi_{p}$.

Next suppose (RF3*) holds for $\#(V)<n$. Let $V=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\}$, then by the induction hypothesis, there exists $u \in \mathcal{F}$ such that $u\left(p_{1}\right)=1$ and $u\left(p_{i}\right)=0$ for $i \geq 3$.
Case 1 If $u\left(p_{2}\right)<u\left(p_{1}\right)$, then for some $\alpha, \beta \in \mathbf{R}, v=\alpha u+\beta$ satisfies $v\left(p_{1}\right)=1$ and $v\left(p_{j}\right) \leq 0$ for $j \geq 2$. Define $\bar{v}$ as in (DF3) of Definition 2.1.1. Then by the Markov property (RF5), we have $\bar{v} \in \mathcal{F}$. Obviously $\left.\bar{v}\right|_{V}=\chi_{p_{1}}$.
Case 2 If $u\left(p_{2}\right)=u\left(p_{1}\right)$, then choose $f \in \mathcal{F}$ that satisfies $f\left(p_{1}\right)>f\left(p_{2}\right)$ and $\left|f\left(p_{i}\right)\right|<1 / 2$ for all $i=1,2, \cdots, n$. For some $\alpha, \beta \in \mathbf{R}, v=\alpha(u+f)+\beta$ has the same properties as $v$ in Case 1 .

Case 3 If $u\left(p_{1}\right)<u\left(p_{2}\right)$, then using the same discussion as in Case 1, we can find $v \in \mathcal{F}$ that satisfies $\left.v\right|_{V}=\chi_{p_{2}}$. Thus if $f=u-u\left(p_{2}\right) v$, then $\left.f\right|_{V}=\chi_{p_{1}}$.

Thus we have shown that (RF3*) holds for $\#(V)=n$.

## §2.4 Dirichlet forms and Laplacians on limits of networks

In the last section, we have studied relations between a compatible sequence of r-networks, a resistance form and a resistance metric. In this section, we will take a first step to establish an "analysis" on limits of networks. In particular, we are interested in constructing a counterpart of the Laplacian defined as a differential operator in the classical calculus. By the results in the last section, it is reasonable to start from a compatible sequence of r-networks $\mathcal{S}=\left\{\left(V_{m}, H_{m}\right)\right\}$. (We do not concern how to obtain a compatible sequence of r-networks in this section.) Then we obtain a resistance form $(\mathcal{E}, \mathcal{F})$ and a resistance metric $R$ by taking a limit of $\mathcal{S}$. Naturally, the resistance form $(\mathcal{E}, \mathcal{F})$ and the resistance metric $R$ are important elements in our "analysis". However, those are not enough. We need to introduce an integration, namely, a measure on the space. The following is a general result concerning a resistance form, a resistance metric and a measure.
Theorem 2.4.1. Let $R \in \mathfrak{R M}(X)$ and suppose that $\left(X, R^{1 / 2}\right)$ is separable. Set $(\mathcal{E}, \mathcal{F})=M F_{X}(R)$. Also let $\mu$ be a $\sigma$-finite Borel measure on $\left(X, R^{1 / 2}\right)$. Define

$$
\mathcal{E}_{1}(u, v)=\mathcal{E}(u, v)+\int_{X} u(x) v(x) \mu(d x)
$$

for $u, v \in L^{2}(X, \mu) \cap \mathcal{F}$. Then $\left(L^{2}(X, \mu) \cap \mathcal{F}, \mathcal{E}_{1}\right)$ is a Hilbert space. Moreover, if $\mu(X)<\infty$ and $\int_{X} R\left(p, p_{*}\right) \mu(d p)<\infty$ for some $p_{*} \in X$, then the identity map from $L^{2}(X, \mu) \cap \mathcal{F}$ with $\mathcal{E}_{1}$-norm to $L^{2}(X, \mu)$ with $L^{2}$-norm is a compact operator.

Proof. Let $\left\{u_{n}\right\}_{n \geq 0}$ be a Cauchy sequence in $\left(L^{2}(X, \mu) \cap \mathcal{F}, \mathcal{E}_{1}\right)$ and let $v_{n}=$ $u_{n}-u_{n}(p)$ for $p \in X$. Then by (RF.2), there exists $v \in \mathcal{F}_{p}$ such that $\mathcal{E}\left(v_{n}-\right.$ $\left.v, v_{n}-v\right) \rightarrow 0$ as $n \rightarrow \infty$. By (RF4), we have

$$
\begin{equation*}
\left|v_{n}(q)-v(q)\right|^{2} \leq R(p, q) \mathcal{E}\left(v_{n}-v, v_{n}-v\right) \tag{2.4.1}
\end{equation*}
$$

Since $\mu$ is $\sigma$-finite, there exists $\left\{K_{m}\right\}_{m \geq 0}$ such that $K_{m} \subset X$ is bounded, $0<$ $\mu\left(K_{m}\right)<\infty$ and $\cup_{m \geq 0} K_{m}=X$. By (2.4.1), we see that $v_{n} \rightarrow v$ as $n \rightarrow \infty$ in $L^{2}\left(K_{m},\left.\mu\right|_{K_{m}}\right)$. Also $\left\{\left.u_{n}\right|_{K_{m}}\right\}_{n \geq 0}$ is a Cauchy sequence in $L^{2}\left(K_{m},\left.\mu\right|_{K_{m}}\right)$. As $u_{n}(p)=\left.\left(u_{n}-v_{n}\right)\right|_{K_{m}}$, there exists $c \in \mathrm{R}$ such that $u_{n}(p) \rightarrow c$ as $n \rightarrow \infty$. If we let $u=v+c$, then $\mathcal{E}\left(u-u_{n}, u-u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Also, $\left.\left.u_{n}\right|_{K_{m}} \rightarrow u\right|_{K_{m}}$ as $n \rightarrow \infty$ in $L^{2}\left(K_{m},\left.\mu\right|_{K_{m}}\right)$.

On the other hand, $\left\{u_{n}\right\}_{n \geq 0}$ is a Cauchy sequence in $L^{2}(X, \mu)$ and so there exists $u^{*} \in L^{2}(X, \mu)$ such that $u_{n} \rightarrow u^{*}$ as $n \rightarrow \infty$ in $L^{2}(X, \mu)$. As $\left.u^{*}\right|_{K_{m}}=$
$\left.u\right|_{K_{m}}$ in $L^{2}\left(K_{m},\left.\mu\right|_{K_{m}}\right), u=u^{*}$ in $L^{2}(X, \mu)$. Hence $u_{n} \rightarrow u$ as $n \rightarrow \infty$ in $\left(L^{2}(X, \mu) \cap \mathcal{F}, \mathcal{E}_{1}\right)$.

Now suppose $\mu(X)<\infty$. Let $\mathcal{U}$ be a bounded subset of $\left(L^{2}(X, \mu) \cap \mathcal{F}, \mathcal{E}_{1}\right)$. If $C=\sup _{u \in \mathcal{U}} \mathcal{E}_{1}(u, u)$, then

$$
\begin{equation*}
|u(p)-u(q)|^{2} \leq C R(p, q) \tag{2.4.2}
\end{equation*}
$$

for all $u \in \mathcal{U}$ and all $p, q \in X$. Let $V$ be a countable dense subset of $X$. Note that $\{u(p)\}_{u \in \mathcal{U}}$ is bounded for any $p \in V$ by (2.4.2). Hence by standard diagonal construction, we can find $v \in \ell(V)$ and $\left\{v_{n}\right\} \subset \mathcal{U}$ satisfying $v_{n}(p) \rightarrow v(p)$ as $n \rightarrow \infty$ for all $p \in V$. Using (2.4.2), we see that $v$ satisfies (2.4.2) for $p, q \in V$. Therefore $v$ extends naturally to a function $v \in C\left(X, R^{1 / 2}\right)$ and it satisfies (2.4.2) for all $p, q \in X$ as well. For any $p \in X$, choose $\left\{p_{n}\right\} \subset V$ so that $p_{n} \rightarrow p$ as $n \rightarrow \infty$. Then

$$
\begin{aligned}
\left|v_{k}(p)-v(p)\right| & \leq\left|v_{k}(p)-v_{k}\left(p_{n}\right)\right|+\left|v_{k}\left(p_{n}\right)-v\left(p_{n}\right)\right|+\left|v\left(p_{n}\right)-v(p)\right| \\
& \leq 2 \sqrt{C R\left(p, p_{n}\right)}+\left|v_{k}\left(p_{n}\right)-v\left(p_{n}\right)\right| .
\end{aligned}
$$

Hence we see that $v_{n}(p) \rightarrow v(p)$ as $n \rightarrow \infty$ for all $p \in X$. By (RF4),

$$
\left|\left(v_{k}(p)-v_{l}(p)\right)-\left(v_{k}\left(p_{*}\right)-v_{l}\left(p_{*}\right)\right)\right|^{2} \leq \mathcal{E}\left(v_{k}-v_{l}, v_{k}-v_{l}\right) R\left(p, p_{*}\right)
$$

As $\mathcal{E}\left(v_{n}, v_{n}\right) \leq C$, the above inequality implies

$$
\left|v_{k}(p)-v_{l}(p)\right| \leq \sqrt{4 C R\left(p, p_{*}\right)}+\left|v_{k}\left(p_{*}\right)-v_{l}\left(p_{*}\right)\right| .
$$

Letting $l \rightarrow \infty$, we have $\left|v_{k}(p)-v(p)\right|^{2} \leq 4 C R\left(p, p_{*}\right)+1$ for large $k$. Since $\int_{X} R\left(p, p_{*}\right) \mu(d p)<\infty$, it follows that $v_{k} \rightarrow v$ in $L^{2}(X, \mu)$ as $k \rightarrow \infty$ by Lebesgue's dominate convergence theorem.

Now, we have collected enough facts to use an abstract theory in functional analysis. In fact, by Theorem 2.4.1, we can apply the well-developed theory of closed forms and self-adjoint operators, which is introduced in Appendix §A.2.

Theorem 2.4.2. Let $R \in \mathbb{R} \mathcal{M}(X)$ and suppose that ( $X, R^{1 / 2}$ ) is separable. Set $(\mathcal{E}, \mathcal{F})=M F_{X}(R)$. Also let $\mu$ be a $\sigma$-finite Borel measure on $\left(X, R^{1 / 2}\right)$. Also assume that $L^{2}(X, \mu) \cap \mathcal{F}$ is dense in $L^{2}(X, \mu)$ with respect to the $L^{2}$-norm. Then there exists a non-negative self-adjoint operator $H$ on $L^{2}(K, \mu)$ such that $\operatorname{Dom}\left(H^{1 / 2}\right)=\mathcal{F}$ and $\mathcal{E}(u, v)=\left(H^{1 / 2} u, H^{1 / 2} v\right)$ for all $u, v \in \mathcal{F}$. Moreover if $\mu(X)<\infty$ and $\int_{X} R\left(p, p_{*}\right) \mu(d p)<\infty$ for some $p_{*} \in X$, then $H$ has compact resolvent.

Proof. Set $\mathcal{H}=L^{2}(X, \mu), Q(\cdot, \cdot)=\mathcal{E}$ and $\operatorname{Dom}(Q)=\mathcal{F}$. Then Theorem 2.4.1 along with Theorem A.2.6 immediately imply the required results.

Assume that $R \in \mathcal{R} \mathcal{M}(X)$. Also in addition to the assumptions of Theorem 2.4.2, we assume that $X$ is a locally compact metric space. Then we see that $\left(\mathcal{E}, \mathcal{F} \cap L^{2}(X, \mu)\right)$ is a Dirichlet form on $L^{2}(X, \mu)$. Moreover if $\mathcal{F} \cap$ $L^{2}(X, \mu) \cap C_{0}(X)$ is dense in $C_{0}(X)$ with respect to the supremum norm, then
$\left(\mathcal{E}, \mathcal{F} \cap L^{2}(X, \mu)\right)$ is a regular Dirichlet forms. (See $\S$ A. 3 for the definition of Dirichlet forms and $C_{0}(X)$.) In fact, if $(\mathcal{E}, \mathcal{F})$ comes from a regular harmonic structure, which is defined in $\S 3.1$, we can verify all the conditions above and get a Dirichlet forms and a Laplacian immediately from the theorems in this section. See the next chapter for details.

Form an abstract point of view, the self-adjoint operator $-H$ should be our Laplacian. However, this abstract construction is too general to study detailed information on our Laplacian. For example, it is quite difficult to get concrete expressions of harmonic functions and Green's function only from this abstract definition. So, we also need to construct a Laplacian on a self-similar set in a classical way, namely, as a direct limit of discrete Laplacians. See Chapter 3, in particular §3.7.

Example 2.4.3. Let $K$ be any closed subset of R . We can always find an increasing sequence of finite sets $\left\{V_{m}\right\}_{m \geq 0}$ that satisfies $V_{m} \subseteq V_{m+1}$ and $\overline{\cup_{m \geq 0} V_{m}}=$ $K$. If $V_{m}=\left\{p_{m, i}\right\}_{i=1}^{n_{m}}$ and $p_{m, i}<p_{m, i+1}$ for all $i$, then we define $H_{m} \in \mathcal{L}\left(V_{m}\right)$ by

$$
\left(H_{m}\right)_{p_{m, i} p_{m, j}}= \begin{cases}\left|p_{m, i}-p_{m, j}\right|^{-1} & \text { if }|i-j|=1 \\ 0 & \text { otherwise }\end{cases}
$$

for $i \neq j$. Then $\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ becomes a compatible sequence. Also if $R$ is the effective resistance defined on $\cup_{m \geq 0} V_{m}$, then $R$ coincides with the restriction of the Euclidean metric. Let $(\mathcal{E}, \mathcal{F})$ be the corresponding resistance form and let $\mu$ be a $\sigma$-finite Borel regular measure on $K$. First note that $\left.f\right|_{K}$ belongs to $\mathcal{F}$ for any piecewise linear function $f$ on R with $\operatorname{supp}(f)$ compact. By this fact, it follows that $\mathcal{F} \cap L^{2}(K, \mu)$ is dense in $L^{2}(K, \mu)$ with respect to the $L^{2}$-norm. Set $\mathcal{F}_{1}=\mathcal{F} \cap L^{2}(K, \mu)$. Then $\left(\mathcal{E}, \mathcal{F}_{1}\right)$ becomes a local regular Dirichlet form on $L^{2}(K, \mu)$.

This example contains many interesting cases. The most obvious one is the case where $K=\mathrm{R}$. In this case, $\mathcal{F}_{1}$ coincides with $H^{1}(\mathrm{R})$, which is the completion of

$$
\left\{u \in C^{1}(\mathbb{R}): \int_{\mathbb{R}} u^{\prime}(x)^{2} d x<\infty, \operatorname{supp}(f) \text { is compact. }\right\}
$$

with respect to the $H^{1}$-norm $\|\cdot\|_{1}$ defined by

$$
\|u\|_{1}=\sqrt{\int_{\mathbb{R}}\left(u(x)^{2}+u^{\prime}(x)^{2}\right) d x}
$$

Also $\mathcal{E}(u, v)=\int_{\mathbb{R}} u^{\prime}(x) v^{\prime}(x) d x$. If $\mu$ is the Lebesgue measure on $\mathbf{R}$, then the nonnegative self-adjoint operator $H$ coincides with the standard $-\Delta=-d^{2} / d x^{2}$.

One of other interesting cases is the Cantor set. Let $K$ be the Cantor set defined in Example 1.2.6. Let $\mu$ be a self-similar measure on $K$. (See $\S 1.4$ for the definition of self-similar measures.) Then $(\mathcal{E}, \mathcal{F})$ becomes a local regular Dirichlet form on $L^{2}(K, \mu)$. By using Theorem 2.4.2, we obtain a non-negative
self-adjoint operator $H$. Set $\Delta_{\mu}=-H$. Then $\Delta_{\mu}$ is though of as a Laplacian on the Cantor set $K$. In [32, 33], Fujita studied the spectrum of $\Delta_{\mu}$ and the asymptotic behavior of the associated (generalized) diffusion process on the Cantor set.

## Exercise

Exercise 2.1. Show that every metric on $V$ coincides with an effective resistance metric associated with a Laplacian $H \in \mathcal{L}(V)$ if $\#(V)=3$.
Exercise 2.2. Let $V=\left\{p_{1}, p_{2}, p_{3}, p_{4}\right\}$ and let $d$ be a metric on $V$ defined by, for

$$
d\left(p_{i}, p_{j}\right)= \begin{cases}1 & \text { if }(i, j) \neq(1,2) \text { and } i \neq j \\ x & \text { if }(i, j)=(1,2) \\ 0 & \text { if } i=j\end{cases}
$$

for some $x$ with $0<x \leq 2$. Show that there exists a Laplacian $H \in \mathcal{L}(V)$ such that $R_{H}=d$ if and only if $x \leq 3 / 2$.
Exercise 2.3. Verify that the $\Delta$-Y transform remains true even if $H \in \widetilde{\mathcal{L}}(V)$.
Exercise 2.4. Show that if $\#(V)=3, H \in \mathcal{L}(V)$ if and only if $R_{H}(\cdot, \cdot)$ is a metric on $V$.

Exercise 2.5. Let $V=\left\{p_{1}, p_{2}, p_{3}, p_{4}\right\}$. For $i \neq j$, set

$$
H_{p_{i} p_{j}}= \begin{cases}1 & \text { if }(i, j) \neq(1,4) \\ -\epsilon & \text { if }(i, j)=(1,4)\end{cases}
$$

where $\epsilon>0$. Show that if $\epsilon$ is sufficiently small, $H \in \widetilde{\mathcal{L}}(V)$ and $R_{H}(\cdot, \cdot)$ becomes a metric on $V$.

Exercise 2.6. Let $V=\left\{p_{1}, p_{2}, p_{3}\right\}$. Define

$$
H_{m}=\left(\begin{array}{ccc}
-(1+m) & 1+2 m & -m \\
1+2 m & -2(1+2 m) & 1+2 m \\
-m & 1+2 m & -(1+m)
\end{array}\right)
$$

Show that $R_{H_{m}}\left(p_{i}, p_{j}\right)$ converges as $m \rightarrow \infty$. Also show that there exists no $H \in \widetilde{\mathcal{L}}(V)$ such that $R=R_{H}$, where $R\left(p_{i}, p_{j}\right)=\lim _{m \rightarrow \infty} R_{H_{m}}\left(p_{i}, p_{j}\right)$.
Exercise 2.7. Let $X=\{a, b\} \cup\left\{p_{m}\right\}_{m \geq 1}$. Define $R(a, b)=2, R\left(a, p_{m}\right)=$ $R\left(b, p_{m}\right)=\frac{1+m}{1+2 m}$ and $R\left(p_{j}, p_{k}\right)=\frac{|k-j|}{(1+2 k)(1+2 j)}$.
(1) Show that $R \in \mathcal{R} \mathcal{M}(X)$.
(2) Let $\left(\bar{X}, R^{1 / 2}\right)$ be the completion of ( $X, R^{1 / 2}$ ). Show that $R \notin \mathbb{R} \mathcal{M}(\bar{X})$. (Hint: See Exercise 2.6.)

## Chapter 3

## Construction of Laplacians on P.C.F. Self Similar <br> Structures

In this chapter, we will construct analysis associated with Laplacians on connected post critically finite self-similar structure. Precisely, in this chapter, $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a post critically finite (p. c. f. for short) self-similar structure and $K$ is assumed to be connected. (Also in this chapter, we always set $S=\{1,2, \cdots, N\}$.) Recall that a condition for $K$ being connected was given in §1.6.

The key idea of constructing a Laplacian (or a Dirichlet form) on $K$ is finding a "self-similar" compatible sequence of r-networks on $\left\{V_{m}\right\}_{m \geq 0}$, where $V_{m}=$ $V_{m}(\mathcal{L})$ defined in Lemma 1.3.10. Note that $\left\{V_{m}\right\}_{m \geq 0}$ is a monotone increasing sequence of finite sets. We will formulate such a self-similar compatible sequence in $\S 3.1$. Once we get such a sequence, we can use the general theory in the last chapter and construct a resistance form $(\mathcal{E}, \mathcal{F})$ and a resistance metric $R$ on $V_{*}$, where $V_{*}=\cup_{m \geq 0} V_{m}$

If the closure of $V_{*}$ with respect to the metric $R$ were always identified with $K$, then we could apply Theorem 2.4.2 and see that $(\mathcal{E}, \mathcal{F})$ is a regular local Dirichlet form on $L^{2}(K, \mu)$ for any self-similar measure $\mu$ on $K$. Consequently we could immediately obtain a Laplacian associated with the Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^{2}(K, \mu)$. Unfortunately, as we will see in $\S 3.3$, the closure of $V_{*}$ with respect to $R$ is merely a proper subset of $K$ for certain case. In spite of this difficulty, we will show a condition on a probability measure $\mu$ which is sufficient for $(\mathcal{E}, \mathcal{F})$ to be a regular local Dirichlet form on $L^{2}(K, \mu)$ in $\S 3.4$

As is mentioned in $\S 2.4$, there is an abstract way of constructing Laplacian from a Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^{2}(K, \mu)$. (See $\S A .2$ for details.) However, we will develop our analysis on a p. c. f. self-similar set $K$ in a classical and explicit way like the ordinary Laplacian $d^{2} / d x^{2}$ on the unit interval. In $\S 3.5$, Green's function will be given in a constructive manner. In the following sections, we
will study counterparts of classical analysis on Euclidean spaces, for example, Green's operator in $\S 3.6$ and Gauss-Green's formula in Theorem 3.7.8. Finally we will define a Laplacian as a scaling limit of discrete Laplacians on $V_{m}$ in §3.7.

Throughout this chapter, $d$ is a metric on $K$ which gives the original topology of $K$ as a compact metric space. Also we write $C(K)=C(K, d)$. Since $(K, d)$ is compact, $C(K)$ is the collection of all real-valued continuous functions on $K$.

## §3.1 Harmonic structures

In this section, we start constructing Dirichlet forms and Laplacians on $K$. As is mentioned above, the basic idea is finding a "self-similar" compatible sequence of r-networks on $\left\{V_{m}\right\}_{m \geq 0}$ and taking a limit of it. (Recall that $V_{m} \subseteq V_{m+1}$ by Lemma 1.3.10.)

For any initial $D \in \mathcal{L}\left(V_{0}\right)$, we can construct a sequence of self-similar Laplacians $H_{m} \in \mathcal{L}\left(V_{m}\right)$ as follows.

Definition 3.1.1. If $D \in \mathcal{L}\left(V_{0}\right)$ and $\mathbf{r}=\left(r_{1}, r_{2}, \cdots, r_{N}\right)$, where $r_{i}>0$ for $i \in S$, we define $\mathcal{E}^{(m)} \in \mathcal{D} \mathcal{F}\left(V_{m}\right)$ by

$$
\mathcal{E}^{(m)}(u, v)=\sum_{w \in W_{m}} \frac{1}{r_{w}} \mathcal{E}_{D}\left(u \circ F_{w}, v \circ F_{w}\right)
$$

for $u, v \in \ell\left(V_{m}\right)$, where $r_{w}=r_{w_{1}} \cdots r_{w_{m}}$ for $w=w_{1} w_{2} \cdots w_{m} \in W_{m}$. Also $H_{m} \in \mathcal{L}\left(V_{m}\right)$ is characterized by $\mathcal{E}^{(m)}=\mathcal{E}_{H_{m}}$.

It is easy to see that

$$
\begin{equation*}
\mathcal{E}^{(m+1)}(u, v)=\sum_{i=1}^{N} \frac{1}{r_{i}} \mathcal{E}^{(m)}\left(u \circ F_{i}, v \circ F_{i}\right) \tag{3.1.1}
\end{equation*}
$$

for $u, v \in \ell\left(V_{m}\right)$. Also $H_{m}=\sum_{w \in W_{m}} \frac{1}{r_{w}} t R_{w} D R_{w}$, where $R_{w}: \ell\left(V_{m}\right) \rightarrow \ell\left(V_{0}\right)$ is defined by $R_{w} f=f \circ F_{w}$ for $w \in W_{m}$. We write $\mathcal{E}_{m}=\mathcal{E}^{(m)}$ hereafter.

Considering (3.1.1), we may think $\left(V_{m}, H_{m}\right)$ as a self-similar sequence of r-networks. If it is also a compatible sequence, then it is possible to construct a Laplacian on $K$ using the theory in the previous chapter.

Definition 3.1.2 (Harmonic structures). ( $D, \mathbf{r}$ ) is called a harmonic structure if and only if $\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ becomes a compatible sequence of r-networks. Also a harmonic structure $(D, \overline{\mathbf{r}})$ is said to be regular if $0<r_{i}<1$ for all $i \in S$.

Once we get a harmonic structure, we can use the general framework in Chapter 2 (in particular, Theorem 2.2.6, Theorem 2.4.1 and Theorem 2.4.2) to construct a quadratic form $(\mathcal{E}, \mathcal{F})$ on $V *=\cup_{m \geq 0} V_{m}$ and an associated nonnegative self-adjoint operator $H$ on $L^{2}(\Omega, \mu)$, where $\Omega$ is completion of $V_{*}$ under the resistance metric associated with $(\mathcal{E}, \mathcal{F})$ and $\mu$ is a given $\sigma$-finite Borel regular measure. This $H$ should be our Laplacian. It seems easy but there
remains a "slight" problem : the topology on $V_{*}$ given by the resistance metric may be different from the original topology of $K$. In such a case, $\Omega$ does not coincides with $K$. In fact, we will see in the next section that $\Omega=K$ if and only if the harmonic structure is regular.

Another important problem is whether there exists any harmonic structure on a p. c. f. self-similar structure. By virtue of the self-similar construction of $H_{m}$, we can simplify the condition for harmonic structures as follows.

Proposition 3.1.3. $(D, \mathbf{r})$ is a harmonic structure if and only if $\left(V_{0}, D\right) \leq$ $\left(V_{1}, H_{1}\right)$.

Proof. Assume that $\left(V_{m-1}, H_{m-1}\right) \leq\left(V_{m}, H_{m}\right)$. Then, for any $u \in \ell\left(V_{m}\right)$, we have $\mathcal{E}_{m-1}\left(u \circ F_{i}, u \circ F_{i}\right)=\min \left\{\mathcal{E}_{m}\left(v \circ F_{i}, v \circ F_{i}\right): v \in \ell\left(V_{m+1}\right),\left.v\right|_{V_{m}}=u\right\}$. Hence by (3.1.1), we have $\mathcal{E}_{m}(u, u)=\min \left\{\mathcal{E}_{m+1}(v, v): v \in \ell\left(V_{m+1}\right),\left.v\right|_{V_{m}}=u\right\}$. Therefore $\left(V_{m}, H_{m}\right) \leq\left(V_{m+1}, H_{m+1}\right)$. So by induction, if $\left(V_{0}, D\right) \leq\left(V_{1}, H_{1}\right)$, then $\left(V_{m}, H_{m}\right) \leq\left(V_{m+1}, H_{m+1}\right)$ for any $m \geq 0$. The converse is obvious.

For given $\mathbf{r}=\left(r_{1}, r_{2}, \cdots, r_{N}\right)$, define $\mathcal{R}_{\mathbf{r}}: \mathcal{L}\left(V_{0}\right) \rightarrow \mathcal{L}\left(V_{0}\right)$ by $\mathcal{R}_{\mathbf{r}}(D)=$ [ $\left.H_{1}\right]_{V_{0}}$, where $H_{1} \in \mathcal{L}\left(V_{1}\right)$ is given by Definition 3.1.1. $\mathcal{R}_{\mathbf{r}}$ is called a renormalization operator on $\mathcal{L}\left(V_{0}\right)$. By the above proposition, $D$ is a harmonic structure if and only if $D$ is a fixed point of $\mathcal{R}_{\mathbf{r}}$. Also it is easy to see that $\mathcal{R}_{\lambda \mathbf{r}}(\alpha D)=(\lambda)^{-1} \alpha \mathcal{R}_{\mathbf{r}}(D)$ for any $\alpha, \lambda>0$. Hence if $D$ is an eigenvector of $\mathcal{R}_{\mathbf{r}}$, i. e. $\mathcal{R}_{\mathbf{r}}(D)=\lambda D$, then $D$ is a fixed point of $\mathcal{R}_{\lambda \mathbf{r}}$. So, the existence problem of harmonic structures is reduced to a fixed point problem (or eigenvalue problem) for the non-linear homogeneous map $\mathcal{R}_{r}$. In general, this problem is not easy and we have not fully understand the situation yet. For example, it is not known whether there exists at least one harmonic structure on a p.c.f. self-similar set. The only one general result on existence of a harmonic structure is the theory of nested fractals by Linstrøm [94]. The nested fractals are highly symmetric self-similar structures. (See $\S 3.8$ for the definition.) We will present slightly extended version of Lindstrøm's result on existence of a harmonic structure on nested fractals in §3.8.

Example 3.1.4 (Interval). Set $F_{1}(x)=x / 2$ and $F_{2}(x)=x / 2+1 / 2$. Then $\mathcal{L}=\left([0,1],\{1,2\},\left\{F_{1}, F_{2}\right\}\right)$ becomes a p. c. f. self-similar structure. We see that $V_{m}=\left\{i / 2^{m}\right\}_{i=1,2, \cdots, 2^{m}}$. Let us define $D \in \mathcal{L}\left(V_{0}\right)$ by

$$
D=\left(\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right)
$$

Then $(D, \mathbf{r})$ becomes a harmonic structure on $\mathcal{L}$ if $\mathbf{r}=\left(r_{1}, r_{2}\right)$ satisfies that $r_{1}+r_{2}=1$ and $0<r_{i}<1$ for $i=1,2$. Also it is easy to see that those are all the harmonic structures on $\mathcal{L}$.

Example 3.1.5 (Sierpinski gasket). Recall Example 1.2.8 and 1.3.13. The Sierpinski gasket is a p. c. f self-similar set with $V_{0}=\left\{p_{1}, p_{2}, p_{3}\right\}$. Define
$D \in \mathcal{L}\left(V_{0}\right)$ by

$$
D=\left(\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right)
$$

Also set $\mathbf{r}=(3 / 5,3 / 5,3 / 5)$. Then we see that $(D, \mathbf{r})$ is a harmonic structure on the Sierpinski gasket. $(D, \mathbf{r})$ is called the standard harmonic structure on the Sierpinski gasket. There are other harmonic structures on the Sierpinski gasket if we loosen the symmetry. See Exercise 3.1.

Example 3.1.6 (Hata's tree-like set). Recall Example 1.2.9 and 1.3.14. Let $\mathcal{L}$ be the self-similar structure associated with Hata's tree-like set. Then $V_{0}=$ $\{c, 0,1\}$ as in the previous example. Define $D \in \mathcal{L}\left(V_{0}\right)$ by

$$
D=\left(\begin{array}{ccc}
-h & h & 0 \\
h & -(h+1) & 1 \\
0 & 1 & -1
\end{array}\right)
$$

and define $\mathbf{r}=\left(r, 1-r^{2}\right)$ for $r \in(0,1)$. If $r h=1$, then $(D, \mathbf{r})$ becomes a regular harmonic structure on $\mathcal{L}$.

So far we presented examples of regular harmonic structure. Of course, there are many example of non-regular harmonic structure.

Example 3.1.7. Set $F_{1}(z)=z / 2, F_{2}(z)=z / 2+1 / 2$ and $F_{3}(z)=\sqrt{-1} z / 3+$ $1 / 2$. Let $K$ be the self-similar set with respect to $\left\{F_{1}, F_{2}, F_{3}\right\}$ and let $\mathcal{L}=$ $\left(K,\{1,2,3\},\left\{F_{1}, F_{2}, F_{3}\right\}\right)$. Then $\mathcal{L}$ is a p.c.f.self-similar structure. In fact, $\mathcal{C}_{\mathcal{L}}=\{1 \dot{2}, 2 \dot{1}, 3 \dot{1}\}, \mathcal{P}_{\mathcal{L}}=\{\dot{1}, \dot{2}\}$ and $V_{0}=0$, 1 . If $D=\left(\begin{array}{cc}-1 & 1 \\ 1 & -1\end{array}\right)$ and $\mathbf{r}=$ $(r, 1-r, s)$ for $r \in(0,1)$ and $s>0$, then $(D, \mathbf{r})$ is a harmonic structure on $\mathcal{L}$. Obviously, $(D, \mathbf{r})$ is not regular for $s \geq 1$.

See Exercise 3.2 for a more natural example of non-regular harmonic structures.

Proposition 3.1.8. For $w \in W_{*}$, let $\dot{w}$ denote the periodic sequence in $\Sigma$ defined by $\dot{w}=w w w \cdots$. Let $(D, \mathbf{r})$ be a harmonic structure and let $\dot{w} \in \mathcal{P}$ for $w \in W_{*}$. Then $r_{w}<1$. In particular, there exists $i \in S$ such that $r_{i}<1$.

Remark. If $\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ is a p.c.f. self-similar structure,then the post critical set $\mathcal{P}$ consists of eventually periodic points : for any $\omega \in \mathcal{P}$, there exist $w \in W_{*}$ and $m \geq 0$ such that $\sigma^{m} \omega=\dot{w}$.

Corollary 3.1.9. Let ( $D, \mathbf{r}$ ) be a harmonic structure. If $r_{1}=\cdots=r_{N}$, then $r_{i}<1$ for any $i \in S$. In particular, ( $D, \mathbf{r}$ ) is a regular harmonic structure.

To prove Proposition 3.1.8, we need the following lemma.

Lemma 3.1.10. Let $V$ be a finite set and let $H \in \mathcal{L}(V)$. Suppose $U \subseteq V$ and $p \in U$. If there exists $q_{*} \in V \backslash U$ such that $H_{p q_{*}} \neq 0$, then $-h_{p p}<-H_{p p}$, where $\left(h_{k l}\right)_{k, l \in U}=[H]_{U}$.

Proof. $H$ can be expressed as $\left(\begin{array}{cc}T & { }^{t} J \\ J & X\end{array}\right)$, where $T: \ell(U) \rightarrow \ell(U), J: \ell(U) \rightarrow$ $\ell(V \backslash U)$ and $X: \ell(V \backslash U) \rightarrow \ell(V \backslash U)$. Then $[H]_{U}=T-{ }^{t} J X^{-1} J$. Now let $\psi_{p}=-X^{-1} J \chi_{p}^{U}$, where $\chi_{p}^{U}(x)=1$ if $x=p$ and $\chi_{p}^{U}(x)=0$ if $x \neq p$ on $U$. It follows that

$$
h_{p p}=H_{p p}+\sum_{q \in V \backslash U} H_{p q} \psi_{p}(q) .
$$

As $H_{p q_{*}} \neq 0$, the maximum principle (Proposition 2.1.7) implies that $\psi_{p}\left(q_{*}\right)>$ 0 . Therefore $\sum_{q \in V \backslash U} H_{p q} \psi_{p}(q)>0$.
Proof of Proposition 3.1.8. First we assume that

$$
\begin{equation*}
\#\left(F_{i}\left(V_{0}\right) \cap V_{0}\right) \leq 1 \text { for all } i \in S \tag{3.1.2}
\end{equation*}
$$

As $H_{1}=\sum_{i=1}^{N} \frac{1}{r_{i}} t R_{i} D R_{i}$, we have $\left(H_{1}\right)_{p p}=\sum_{(q, i): q \in V_{0}, F_{i}(q)=p} \frac{1}{r_{i}} D_{q q}$. Set $p=\pi(\dot{w})$, where $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$ and $\dot{w} \in \mathcal{P}$. As $\mathcal{P}$ is a finite set, $\pi^{-1}(\pi(\dot{w}))=\{\dot{w}\}$. Hence, $\left\{(q, i): q \in V_{0}, F_{i}(q)=p\right\}=\left\{\left(\pi(\sigma \dot{w}), w_{1}\right)\right\}$. Therefore, $\left(H_{1}\right)_{p p}=\frac{1}{r_{w_{1}}} D_{q q}$, where $q=\pi(\sigma \dot{w})$. So, let $p_{i}=\pi\left(\sigma^{i-1} \dot{w}\right)$ for $i=$ $1,2, \cdots, m+1$, then $\left(H_{1}\right)_{p_{i} p_{i}}=\frac{1}{r_{w_{i}}} D_{p_{i+1} p_{i+1}}$, where we set $w_{m+1}=w_{1}$. Now by (3.1.2), we can apply Lemma 3.1.10 and obtain $-D_{p_{i+1} p_{i+1}}<-\left(H_{1}\right)_{p_{i+1} p_{i+1}}$. So we have $\prod_{i=1}^{m}-\left(H_{1}\right)_{p_{i} p_{i}}<r_{w}{ }^{-1} \prod_{i=1}^{m}-\left(H_{1}\right)_{p_{i+1} p_{i+1}}$. Hence we have $r_{w}<1$.

If (3.1.2) is not satisfied, we will replace the original self-similar structure $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$ by $\mathcal{L}_{m}=\left(K, W_{m},\left\{F_{w}\right\}_{w \in W_{m}}\right)$. Then by Proposition 1.3.11, we can see that $\mathcal{P}_{\mathcal{L}}=\mathcal{P}_{\mathcal{L}_{m}}$. Also, it is easy to see that $\left(D, \mathbf{r}_{m}\right)$, where $\mathbf{r}_{m}=\left(r_{w}\right)_{w \in W_{m}}$, becomes a harmonic structure on $\mathcal{L}_{m}$. For sufficiently large $m, \mathcal{L}_{m}$ satisfies (3.1.2) and hence we can apply the above argument to the harmonic structure $\left(D, \mathbf{r}_{m}\right)$. Therefore $\left(r_{w}\right)^{m}<1$. Thus we obtain that $r_{w}<1$.

Exercise 3.1. Let $\mathcal{L}$ be the harmonic structure associated with the Sierpinski gasket. (See Example 3.1.5.) Set

$$
D=\left(\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -(1+h) & h \\
1 & h & -(1+h)
\end{array}\right)
$$

and $\mathbf{r}=(s, s t, s t)$, where $h, s$ and $t$ are positive real numbers. Show that if we fix $h>0$, there exist unique $s$ and $t$ such that $(D, \mathbf{r})$ becomes a harmonic structure on the Sierpinski gasket. Also prove that $(D, \mathbf{r})$ is a regular harmonic structure.

Hint: let $R=1 / h$. Then calculate the effective resistances for $D$ and $H_{1}$ by using the $\Delta-\mathrm{Y}$ transform (Lemma 2.1.15). Then apply Corollary 2.1.13. You will find that the condition for $(D, \mathbf{r})$ being a harmonic structure is

$$
s\left(1+\frac{(R+t)^{2}}{2(t R+t+R)}\right)=s\left(t+\frac{t(R+t)}{t R+t+R}\right)=1 .
$$

Exercise 3.2 (modified Sierpinski gasket). Let $\left\{p_{1}, p_{2}, p_{3}\right\}$ be the vertices of a regular triangle in the complex plane C. Set $p_{4}=\left(p_{2}+p_{3}\right) / 2, p_{5}=\left(p_{3}+\right.$ $\left.p_{1}\right) / 2$ and $p_{6}=\left(p_{1}+p_{2}\right) / 2$. Choose real numbers $\alpha$ and $\beta$ so that $2 \alpha+\beta=1$ and $\alpha>\beta>0$. We define $F_{i}(z)=\alpha\left(z-p_{i}\right)+p_{i}$ for $i=1,2,3$ and $F_{i}(z)=$ $\beta\left(z-p_{i}\right)+p_{i}$ for $i=4,5,6$. Let $K$ be the self-similar set with respect to $\left\{F_{i}\right\}_{i \in S}$, where $S=\{1,2, \cdots, 6\}$.
(1) Prove that the self-similar structure $\mathcal{L}$ associated with $K$ is post critically finite with $V_{0}=\left\{p_{1}, p_{2}, p_{3}\right\}$.
(2) Define $D \in \mathcal{L}\left(V_{0}\right)$ by

$$
D=\left(\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right)
$$

Let $\mathbf{r}=(r, r, r, r s, r s, r s)$ where $r, s>0$. Show that if we fix $s$, then there exists an unique $r$ such that $(D, \mathbf{r})$ becomes a harmonic structure on $\mathcal{L}$. Is this harmonic structure regular?

Hint : use $\Delta$ - Y transform and calculate effective resistances as in Exercise 3.1.

## §3.2 Harmonic functions

Let $(D, \mathbf{r})$ be a harmonic structure on $\mathcal{L}=\left(K, S,\left\{F_{i}\right\}_{i \in S}\right)$, where $S=\{1,2, \cdots, N\}$. Then $\left\{\left(V_{m}, H_{m}\right)\right\}_{m \geq 0}$ is a compatible sequence of r-networks. So we can construct $(\mathcal{E}, \mathcal{F})$ as in (2.2.1) and (2.2.2). By Theorem 2.2.6, $(\mathcal{E}, \mathcal{F}) \in \mathcal{R} \mathcal{F}\left(V_{*}\right)$, where $V_{*}=\cup_{m \geq 0} V_{m}$. In this section, we consider harmonic functions associated with $(\mathcal{E}, \mathcal{F})$. Arguments in the last chapter, in particular Lemma 2.2.2, imply the following result.

Proposition 3.2.1. For any $\rho \in \ell\left(V_{0}\right)$, there exists a unique $u \in \mathcal{F}$ such that $\left.u\right|_{V_{0}}=\rho$ and $\mathcal{E}(u, u)=\min \left\{\mathcal{E}(v, v): v \in \mathcal{F},\left.v\right|_{V_{0}}=\rho\right\}$. Furthermore, $u$ is characterized by the unique solution of

$$
\left\{\begin{aligned}
\left.\left(H_{m} v\right)\right|_{V_{m} \backslash V_{0}} & =0 \quad \text { for all } m \geq 1 \\
\left.v\right|_{V_{0}} & =\rho
\end{aligned}\right.
$$

The function $u$ obtained in the above theorem is called a harmonic function with boundary value $\rho$. Let $R$ be the resistance metric on $V_{*}$ associated with $(\mathcal{E}, \mathcal{F})$. Then by (2.2.6), $u \in C\left(V_{*}, R\right)$.

Note that $V_{*}$ is a countable subset of $K$ and the topology of $\left(V_{*}, R\right)$ may be different from that of $V_{*}$ with the relative topology form the original metric on $K$. We will see, however, that a harmonic function has a unique extension to a continuous function on $K$.

Now recall that $d$ is a metric on $K$ which is compatible with the original topology of $K$.

Theorem 3.2.2. Let $u$ be a harmonic function. Then there exists a unique $\tilde{u} \in C(K)$ such that $\left.u\right|_{V_{*}}=\left.\tilde{u}\right|_{V_{*}}$.

Remark. As is shown in $\S 3.3$, the closure of $\left(V_{*}, R\right)$ equals $K$ with the original topology if and only if $(D, \mathbf{r})$ is regular harmonic structure. In such a case, the above theorem is obvious.
Proof. Let $u$ be a harmonic function with boundary value $\rho$. Set $H_{1}=\left(\begin{array}{cc}T & { }^{t} J \\ J & X\end{array}\right)$, where $T: \ell\left(V_{0}\right) \rightarrow \ell\left(V_{0}\right), J: \ell\left(V_{0}\right) \rightarrow \ell\left(V_{1} \backslash V_{0}\right)$ and $X: \ell\left(V_{1} \backslash V_{0}\right) \rightarrow \ell\left(V_{1} \backslash V_{0}\right)$. Then it follows that

$$
\left.\left(u \circ F_{i}\right)\right|_{V_{0}}=R_{i}\left(\left.u\right|_{V_{1}}\right)=R_{i}\binom{\rho}{-X^{-1} J \rho} .
$$

As $F_{w}$ is bijective mapping between $V_{0}$ and $F_{w}\left(V_{0}\right)$ for $w \in W_{*}$, we will identify $\ell\left(V_{0}\right)$ and $\ell\left(F_{w}\left(V_{0}\right)\right)$ through $F_{w}$. Define a linear map $A_{i}: \ell\left(V_{0}\right) \rightarrow \ell\left(F_{i}\left(V_{0}\right)\right) \cong$ $\ell\left(V_{0}\right)$ by

$$
\begin{equation*}
A_{i} \rho=R_{i}\binom{\rho}{-X^{-1} J \rho}, \tag{3.2.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\left.u\right|_{F_{w}\left(V_{0}\right)}=A_{w_{m}} A_{w_{m-1}} \cdots A_{w_{1}} \rho \tag{3.2.2}
\end{equation*}
$$

for $w=w_{1} w_{2} \cdots w_{m} \in W_{*}$ and

$$
\left(A_{i}\right)_{p q} \geq 0 \quad \text { for any } p, q \in V_{0} \quad \text { and } \quad A_{i}\left(\begin{array}{c}
1  \tag{3.2.3}\\
\vdots \\
1
\end{array}\right)=\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right) .
$$

First we prove the theorem assuming (3.1.2).
Claim 1 Set $v(f)=\max _{p, q \in V_{0}}|f(p)-f(q)|$ for $f \in \ell\left(V_{0}\right)$. Then $v\left(A_{i} f\right)<v(f)$ if $v(f) \neq 0$.

Proof of Claim 1: If $\left.H_{1} g\right|_{V_{1} \backslash V_{0}}=0$ and $\left.g\right|_{V_{0}}=f$, then $A_{i} f=\left.g\right|_{F_{i}\left(V_{0}\right)}$. Applying the maximum principle (Proposition 2.1.7) and taking (3.1.2) into account, we can see that $\max _{q \in F_{i}\left(V_{0}\right)} g(q)-\min _{q \in F_{i}\left(V_{0}\right)} g(q)<v(f)$. Hence $v\left(A_{i} f\right)<v(f)$.

Claim 2 There exists $c_{i}$ such that $0<c_{i}<1$ and $v\left(A_{i} f\right) \leq c_{i} v(f)$ for any $f \in \ell\left(V_{0}\right)$.

Proof of Claim 2: Define $Q: \ell\left(V_{0}\right) \rightarrow \ell\left(V_{0}\right)$ by

$$
(Q f)(p)=f(p)-\#\left(V_{0}\right)^{-1} \sum_{q \in V_{0}} f(q)
$$

then $v(f)=v(Q f)$ and $v\left(A_{i} f\right)=v\left(A_{i} Q f\right)$ for any $f \in \ell\left(V_{0}\right)$. Hence

$$
\begin{aligned}
& \sup \left\{\frac{v\left(A_{i} f\right)}{v(f)}: f \in \ell\left(V_{0}\right), v(f) \neq 0\right\}=\sup \left\{\frac{v\left(A_{i} Q f\right)}{v(Q f)}: f \in \ell\left(V_{0}\right), v(f) \neq 0\right\} \\
& =\sup \left\{\frac{v\left(A_{i} f\right)}{v(f)}: f \in \ell\left(V_{0}\right), \sum_{q \in V_{0}} f(q)=0, v(f)=1\right\}
\end{aligned}
$$

As $\left\{f \in \ell\left(V_{0}\right): \sum_{q \in V_{0}} f(q)=0, v(f)=1\right\}$ is compact, the above supremum is less than 1.

Now by Claim 2 and the maximum principle, we can see that $v_{w}(u)=$ $\sup \left\{|f(p)-f(q)|: p, q \in K_{w} \cap V_{*}\right\} \leq c^{m} v(\rho)$ for any $w \in W_{*}$, where $c=$ $\max _{i \in S} c_{i}$. Hence, if $\left\{p_{i}\right\}_{i \geq 1}$ is a Cauchy sequence with respect to a metric on $K$ which is compatible with the original topology of $K$, then $\left\{u\left(p_{i}\right)\right\}_{i \geq 1}$ is convergent as $i \rightarrow \infty$. Using this limit, we can extend $u$ to a continuous function $\tilde{u}$ on $K$.

Next if (3.1.2) is not satisfied, we can exchange the harmonic structure as in the proof of Proposition 3.1.8. Then again we can use the result under a new self-similar structure $\mathcal{L}_{m}$ and a harmonic structure $\left(D, \mathbf{r}_{m}\right)$. Note that harmonic functions remain same after we replace the harmonic structure.

Hereafter, we identify $u$ with its extension $\tilde{u}$ and think of a harmonic function as a continuous function on $K$.

Example 3.2.3 (Sierpinski gasket). Let us calculate the probabilistic matrices $\left\{A_{i}\right\}_{i \in S}$ for the standard harmonic structure on the Sierpinski gasket given in Example 3.1.5. Recall that $V_{0}=\left\{p_{1}, p_{2}, p_{3}\right\}$. Set $q_{1}=\left(p_{2}+p_{3}\right) / 2, q_{2}=\left(p_{3}+\right.$ $\left.p_{1}\right) / 2$ and $q_{3}=\left(p_{1}+p_{2}\right)$. Then $V_{1}=\left\{p_{i}, q_{i}\right\}_{i \in S}$, where $S=\{1,2,3\}$. Now Let $f\left(p_{1}\right)=a, f\left(p_{2}\right)=b$ and $f\left(p_{3}\right)=c$ and solve the linear equation $\left(H_{1} f\right)\left(q_{i}\right)=0$ for $i \in S$. Then we get $f\left(q_{1}\right)=(2 b+2 c+a) / 5, f\left(q_{2}\right)=(2 c+2 a+b) / 5$ and $f\left(q_{3}\right)=(2 a+2 b+c) / 5$. By this result, we see that

$$
A_{1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
\frac{2}{5} & \frac{2}{5} & \frac{1}{5} \\
\frac{2}{5} & \frac{1}{5} & \frac{2}{5}
\end{array}\right) A_{2}=\left(\begin{array}{ccc}
\frac{2}{5} & \frac{2}{5} & \frac{1}{5} \\
0 & 1 & 0 \\
\frac{1}{5} & \frac{2}{5} & \frac{2}{5}
\end{array}\right) A_{3}=\left(\begin{array}{ccc}
\frac{2}{5} & \frac{1}{5} & \frac{2}{5} \\
\frac{1}{5} & \frac{2}{5} & \frac{2}{5} \\
0 & 0 & 1
\end{array}\right) .
$$

It is easy to see that the eigenvalues of $A_{i}$ are $1, \frac{3}{5}, \frac{1}{5}$. Note that the second eigenvalue $\frac{3}{5}$ is equal to $r_{i}$. In fact, this is not a coincidence. (Recall that $\mathbf{r}=(3 / 5,3 / 5,3 / 5)$.$) In \S$ A. 1 , we will show a general result on the second eigenvalue of $A_{i}$.

See Exercise 3.3 for more examples.
The probability matrices $\left\{A_{i}\right\}_{i \in S}$ determine the harmonic functions through (3.2.2). The behavior of a harmonic function around a point $\pi(\omega)$ for $\omega \in$ $\Sigma(S)$ is given by the asymptotic behavior of (3.2.2) for $m \rightarrow \infty$. This is the problem of random iterations of matrices and, in general, it is very difficult. Even in the above example, we don't know how to calculate the behavior of $A_{\omega_{m}} A_{\omega_{m-1}} \cdots A_{\omega_{1}}$ as $m \rightarrow \infty$ unless the sequence $\omega$ is (eventually) periodic. Kusuoka used $\left\{A_{i}\right\}_{i \in S}$ to construct Dirichlet forms on finitely ramified selfsimilar sets in Kusuoka [85] and got some result about almost sure behavior of the random iteration of $\left\{A_{i}\right\}_{i \in S}$.

An important property of harmonic functions is the Harnack inequality, which follows from the discrete version, Corollary 2.1.8.

Proposition 3.2.4 (the Harnack inequality). If $X$ is a compact subset of $K$ that is contained in a connected component of $K \backslash V_{0}$, then there exists a constant $c>0$ such that $\max _{x \in X} u(x) \leq c \min _{x \in X} u(x)$ for any non-negative harmonic function $u$ on $K$.

Proof. Set $X_{m}=\cup_{w \in W_{m}: K_{w} \cap X \neq \emptyset} K_{w}$. Then we can choose $m$ so that $X_{m} \cap V_{0}=$ $\emptyset$. Now set $V=V_{m}, U=V_{0}, H=H_{m}$ and $A=X_{m} \cap V_{m}$. Applying the Harnack inequality (Corollary 2.1.8), we see that there exists $c>0$ such that $\max _{p \in A} u(p) \leq c \min _{p \in A} u(p)$ for any non-negative harmonic function $u$ on $K$. Using the maximum principle, $\max _{x \in X} u(x) \leq \max _{p \in A} u(p)$ and $\min _{p \in A} u(p) \leq$ $\max _{x \in X} u(x)$. Hence we have shown the required inequality.

As an corollary of Theorem 3.2.2, we can define piecewise harmonic functions as follows.

Corollary 3.2.5. For $\rho \in \ell\left(V_{m}\right)$, there exists a unique continuous function $u$ on $K$ such that $\left.u\right|_{V_{m}}=\rho$ and $\mathcal{E}\left(\left.u\right|_{V_{*}},\left.u\right|_{V_{*}}\right)=\min \left\{\mathcal{E}(v, v): v \in \mathcal{F},\left.v\right|_{V_{m}}=\rho\right\}$.
$u$ in the above corollary is called an $m$-harmonic function with boundary value $\rho$. Another characterization of $m$-harmonic functions is that $u$ is an $m$ harmonic function if and only if $u \circ F_{w}$ is a harmonic function for any $w \in W_{m}$. For $p \in V_{m}$, define $\psi_{p}^{m}$ to be the $m$-harmonic function with boundary value $\chi_{p}^{V_{m}}$. Then any $m$-harmonic function $u$ is a linear combination of $\left\{\psi_{p}^{m}\right\}$. In fact, $u=\sum_{p \in V_{m}} u(p) \psi_{p}^{m}$. Note that if $u_{m}=\sum_{p \in V_{m}} u(p) \psi_{p}^{m}$ for $u \in \ell\left(V_{*}\right)$, then $\mathcal{E}_{m}\left(\left.u\right|_{V_{m}},\left.u\right|_{V_{m}}\right)=\mathcal{E}\left(u_{m}, u_{m}\right)$.

In the rest of this section, we will give an expansion of $u \in \ell\left(V_{*}\right)$ in a piecewise harmonic basis $\left\{\psi_{p}\right\}_{p \in V_{*}}$, where $\psi_{p}=\psi_{p}^{m}$ if $p \in V_{m} \backslash V_{m-1}$.

Lemma 3.2.6. Let $u$ be an $m$-harmonic function. Then $\mathcal{E}(u, f)=0$ for $f \in \mathcal{F}$ if $\left.f\right|_{V_{m}}=0$.

Proof. For $n>m$, we have $\left(H_{n} u\right)(p)=0$ if $p \in V_{n} \backslash V_{m}$ and $f(p)=0$ if $p \in V_{m}$. Hence $\mathcal{E}_{n}(u, f)=-\sum_{p \in V_{n}} f(p)\left(H_{n} u\right)(p)=0$.

Lemma 3.2.7. For $u \in \mathcal{F}, \mathcal{E}\left(u-u_{m}, u-u_{m}\right) \rightarrow 0$ as $m \rightarrow \infty$.

