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#### Abstract

We study the noisy voter model using a specific non-linear dependence of the rates that takes into account collective interaction between individuals. The resulting model is solved exactly under the all-to-all coupling configuration and approximately in some random network environments. In the all-to-all setup, we find that the non-linear interactions induce bona fide phase transitions that, contrary to the linear version of the model, survive in the thermodynamic limit. The main effect of the complex network is to shift the transition lines and modify the finite-size dependence, a modification that can be captured with the introduction of an effective system size that decreases with the degree heterogeneity of the network. While a non-trivial finite-size dependence of the moments of the probability distribution is derived from our treatment, mean-field exponents are nevertheless obtained in the thermodynamic limit. These theoretical predictions are well confirmed by numerical simulations of the stochastic process. Published by AIP Publishing. https://doi.org/10.1063/1.5030112


#### Abstract

Imitation models where individuals copy the actions or opinions of others are the basis to understand the transition to consensus and organized behavior in societies. The voter model incorporates the simplest mechanism of blind imitation and has become one of the accepted paradigms in this field. To make the model closer to reality, one needs to take into account the addition of spontaneous changes of state, the characteristics of the network of interactions, and the details of the imitation mechanism. All three ingredients have been considered in the present paper. The resulting non-equilibrium model turns out to offer a rich phenomenology, and its phase diagram includes tricritical points, catastrophes, and a non-trivial scaling behavior that can be analyzed using some tools of equilibrium statistical mechanics.


## I. INTRODUCTION

The original voter model ${ }^{1,2}$ implements, in its simplest way, the mechanism of random imitation by which a "voter" (an individual represented by a variable that can be in any of two possible states) adopts the state of one of its neighbors in a given network of interactions. The voter model displays stochastic dynamics with absorbing states that correspond to the collective consensus in each of the two possible states and that, from the point of view of Statistical Physics and Critical Phenomena, have very special characteristics. ${ }^{3}$ Some studies ${ }^{4,5}$ have examined in detail the robustness or generic behavior of the voter model dynamics by the introduction of nonlinear variations of the random imitation mechanism that, however, respect the existence of the two absorbing states of the stochastic dynamics. A different modification of the

[^0]voter model is the noisy voter ${ }^{6}$ model, also called the Kirman model, ${ }^{7}$ that has appeared under different names and contexts in the literature ${ }^{8-12}$ and that adds to the random imitation mechanism spontaneous switches of state or noise. It was introduced, in the social sciences literature, as a simple stochastic process that could explain some experimental features observed in ant colonies, when ants have to choose between two symmetrical food sources, as well as some stylized facts-or non-Gaussian statistical properties-observed in financial markets, where traders have to decide whether to buy or sell a given stock. In both cases, noise is introduced to allow switches between the two collective consensuses avoiding the existence of absorbing states. With its very simple behavioral rules, the noisy voter model is able to capture the emergence of herding and non-Gaussian statistical properties in those two different contexts. ${ }^{13,14}$ Furthermore, the model presents an order-disorder transition as a function of the relative importance of the spontaneous switching with respect to the copying mechanism, the order parameter being the fraction of voters that share a common value for the state variable. This is known to be a finite-size noise induced transition, ${ }^{7}$ with well characterized critical properties in the thermodynamic limit, ${ }^{6}$ where the transition disappears-or rather, it occurs in the limit of vanishing spontaneous switching. Some modifications of the system size scaling of the copying mechanism have been proposed to preserve the existence of the order-disorder transition in the thermodynamic limit. ${ }^{13,14}$ In this paper, we address the question of the robustness of the order-disorder transition of the noisy voter model under nonlinear modifications of the random imitation mechanism, emphasizing the system size scaling of its critical properties.

The voter model can be thought of as based on a dyadic, direct interaction between two neighboring voters so that the
probability that a voter changes its state is proportional to the fraction of neighboring voters in the opposite state. It is clear that in some situations a more complex mechanism of group interaction can be relevant. This collective interaction introduces a nonlinearity in which the probability to change state is proportional to a power $\alpha$ of the fraction of neighbors in the opposite state. Similar types of nonlinearities, with minor variations in some cases, as the ones introduced here in the noisy voter model have been previously considered in different contexts. ${ }^{5,15-26}$ For example, the degree of nonlinearity, $\alpha$, is assumed in social impact theory ${ }^{18,19}$ to be a positive real number measuring the nonlinear effect of local majorities, while the same parameter is termed "volatility" and is represented by the letter " $a$ " in problems of language competition dynamics. ${ }^{16,17}$ In the interpretation of Refs. 5, 21, and 23 each individual interacts with a set of $\alpha$ of its nearest neighbors, and therefore, $\alpha>1$ and it takes integer values. In order to allow for a detailed study of the robustness of the transition of the noisy voter model-that is, near $\alpha=1$-we focus here on continuous values of $\alpha$.

We show in this paper that the noisy voter model is structurally unstable with respect to non-linearity so that its order-disorder transition becomes now well defined in the thermodynamic limit for any value of $\alpha>1$. The resulting rich phase diagram, with the presence of tricriticality and catastrophe transitions, extends to the case of continuous $\alpha$ and asymmetry in the transition rates, as some previous results recently presented in the literature ${ }^{21,23}$ seem to display. Using analytical techniques and numerical simulations, we carry out a detailed analysis of the dependence with system size of the moments and maxima of the probability distribution of the order parameter. In particular, we focus on the all-to-all interaction and on highly heterogeneous networks of interactions, and we obtain the critical exponents of the finite-size scaling behavior. Furthermore, we prove that the system size scaling of the copying mechanism proposed in Refs. 13 and 14 for the noisy voter model is not applicable for nonlinear interactions. In the context of language competition, ${ }^{16,17}$ our study can be understood as an analysis of the robustness of the transition between language coexistence and extinction under noisy perturbations. In this sense, we find that the transition from language extinction to language coexistence at $\alpha=1$ occurs now at a value modified by noise. Interestingly, we also find that there is a tricritical point ${ }^{27}$ such that for $\alpha>5$ there is a range of parameters with a new phase of coexistence of three solutions: extinction of each of the two languages or language coexistence in which, in the absence of stochasticity, the initial condition determines the final state.

The paper is organized as follows: in Section II, we define the model, set the notation, and introduce the non-linear interaction term. In Section III, we solve the model analytically in an all-to-all scenario. This includes the identification of transition lines and the statistical properties of the global state of the system. Section IV deals with the characterization of the model in a network structure using the pair-approximation, which is capable of reproducing the main differences with respect to the all-to-all result. We end with a summary and conclusions in Section V.

## II. MODEL

We consider a population of $N$ individuals located in the nodes of a given (undirected) network of interactions. Each node holds a time-dependent binary variable $n_{i}=0,1$, defining the state of individual $i=1, \ldots, N$. The meaning of this binary variable does not concern us in this paper, but typical interpretations include the optimistic/pessimistic state of a stock market broker, ${ }^{7}$ the language $\mathrm{A} / \mathrm{B}$ used by a speaker, ${ }^{16,17}$ or the direction of the velocity right/left in a one-dimensional model of active particles. ${ }^{28}$ The network of interactions is mapped onto the usual (symmetric) adjacency matrix of coefficients $A_{i j}=1$ if nodes $i$ and $j$ are connected and $A_{i j}=0$ otherwise. The degree of node $i$ is its total number of connected nodes (also known as neighbors) $k_{i}=\sum_{j} A_{i j}$. An important characteristic of the network is its degree distribution, $P_{k} \equiv N_{k} / N$, where $N_{k}$ is the number of nodes with degree $k$. The $m$-moment of the degree distribution is defined as $\mu_{m}=\sum_{k} P_{k} k^{m}$, with short notation $\mu \equiv \mu_{1}$.

The state of a node can change over time following the combination of a purely random, or noisy, effect and a herding, or copying, mechanism. They are both stochastic processes defined as follows:

1. The purely random effect takes into account that individuals can change their state independently of the state of others, with a rate $a_{0}$ or $a_{1}$, depending on whether the node holds state 0 or 1 , respectively. This process reflects an idiosyncratic or autonomous behavioral rule.
2. The herding mechanism considers that individuals can be persuaded by their neighbors to change their state. Hence, individual $i$ in state $n_{i}=0$ can change the state to $n_{i}=1$ with a rate $h f\left[\sigma_{1}(i)\right]$. Here, $\sigma_{1}(i)$ is the fraction of neighbors of $i$ holding the opposite state $1, h$ is a parameter measuring the herding intensity, and $f$ is a monotonically increasing function that fulfills $f[0]=0$ and $f[1]=1$. Similarly, an individual in the state $n_{i}=1$ can change to state $n_{i}=0$ with a rate $h f\left[\sigma_{0}(i)\right]$, where $\sigma_{0}(i)=1-\sigma_{1}(i)$.
The total individual transition rates $\pi_{i}^{ \pm}$result from the sum of these two complementary processes

$$
\begin{align*}
& \pi_{i}^{+} \equiv \operatorname{rate}\left(n_{i}=0 \rightarrow n_{i}=1\right)=a_{0}+h f\left[\sigma_{1}(i)\right]  \tag{1}\\
& \pi_{i}^{-} \equiv \operatorname{rate}\left(n_{i}=1 \rightarrow n_{i}=0\right)=a_{1}+h f\left[\sigma_{0}(i)\right] \tag{2}
\end{align*}
$$

In terms of the of the adjacency matrix, $\sigma_{0 / 1}(i)$ can be written as follows:

$$
\begin{equation*}
\sigma_{1}(i)=\frac{1}{k_{i}} \sum_{j=1}^{N} A_{i j} n_{j}, \quad \sigma_{0}(i)=1-\sigma_{1}(i) \tag{3}
\end{equation*}
$$

The function $f[\sigma]$ depicts the nature of the copying mechanism. For example, the traditional voter model uses a linear dependence $f[\sigma]=\sigma$ which corresponds to the process in which a node copies the state of a randomly selected neighbor. We will focus, however, on a more general way to model the interactions, considering a non-linear function $f[\sigma]=\sigma^{\alpha}$. For $\alpha>1$ individuals are more resistant to follow the opinion
of the neighbors holding the opposite state, while the contrary is true for $\alpha<1$, it is easier to copy the opposite state of a neighbor. Hence, a value of $\alpha>1$ (probability of imitation below random) can be representative of a situation of aversion to change, where a larger fraction of neighbors in the opposite state is needed to switch state compared to the purely random imitation of the voter model. In fact, values of $\alpha>1$ have been fitted in some problems of language competition. ${ }^{16}$ On the other hand, values of $\alpha<1$, corresponding to a probability of imitation above random or a situation of preference for change, have been considered in social impact theory. ${ }^{18}$ The cases $\alpha=2,3 \ldots$ are equivalent to a process in which an individual changes state if and only if after checking repeatedly the state of $\alpha$ randomly selected neighbors (and allowing for repetitions in the selection), all of them happen to be in the opposite state to the one held by the individual. ${ }^{5}$

The global state of the system can be characterized by the total number of nodes in state $1, n=\sum_{i=1}^{N} n_{i}$, taking integer values $n \in[0, N]$, or by the intensive variable (also known as "magnetization") $m=2 n / N-1$ that takes values in the range $m \in[-1,+1]$. The values $m=-1$ and $m=+1$ correspond to a situation where all the nodes hold the same state, respectively, $n_{i}=0$ and $n_{i}=1$, while $m=0$ is the perfectly balanced case, where half of the nodes are in state $n_{i}=0$ and the other half in $n_{i}=1$. One of the particularities of the noisy version of the voter model is that for $a_{0}>0$ the system, even after long enough times, does not get stuck at $n=0$ nor at $n=N$ for $a_{1}>0$, the two absorbing states of the noiseless voter model.

The aim of this paper is to study the stationary statistical properties of the magnetization, namely, its moments $\left\langle m^{k}\right\rangle$ and the location of the maxima of its probability distribution as a function of the parameters $a_{0}, a_{1}, h, \alpha$, as well as the population size $N$ and the structure of the network of interactions, with special attention to the role of the non-linear parameter $\alpha$. In order to do that, in Section III, we will develop analytical results that will be compared with those coming from numerical simulations of the stochastic process using well-known techniques. ${ }^{49}$

## III. ALL-TO-ALL SOLUTION

In the all-to-all scenario, all the nodes are equivalent, and the only relevant variable is $n$. In this sense, we do not consider the individual rates Eqs. (1) and (2) but the global rates $\pi^{ \pm}(n) \equiv \operatorname{rate}(n \rightarrow n \pm 1)$ at which a change of state in any of the nodes takes place. The individual fraction $\sigma_{1}(i)$ is replaced by the global fraction $n / N$ [while $\sigma_{0}(i)$ by $\left.(N-n) / N\right]$ and thus the global rates read as follows:

$$
\begin{align*}
& \pi^{+}(n)=(N-n)\left[a_{0}+h\left(\frac{n}{N}\right)^{\alpha}\right]  \tag{4}\\
& \pi^{-}(n)=n\left[a_{1}+h\left(\frac{N-n}{N}\right)^{\alpha}\right] . \tag{5}
\end{align*}
$$

The approach is exact only when the network is fully connected, namely, when each node is connected to all the other nodes. The transition rates Eqs. (4) and (5) define a Markovian stochastic process, which is of the one-step type. The process can be fully described by means of the probability $P(n, t)$ to
have $n$ individuals in state 1 at time $t$, which obeys the master equation: ${ }^{31}$

$$
\begin{equation*}
\frac{\partial P(n, t)}{\partial t}=\left(E^{+}-1\right)\left[\pi^{-}(n) P\right]+\left(E^{-}-1\right)\left[\pi^{+}(n) P\right] \tag{6}
\end{equation*}
$$

where we have introduced the step operators $E^{ \pm}$, defined to act on an arbitrary function $g(n)$ as $E^{ \pm}[g(n)]=g(n \pm 1)$. One can derive a continuous version of this equation, known as Fokker-Planck equation, through a systematic expansion in $N$. Rewriting Eq. (6) in terms of the magnetization $m$ and expanding it in power series of $\Delta m= \pm 2 / N$ to second order, one finds

$$
\begin{equation*}
\frac{\partial P(m, t)}{\partial t}=-\frac{\partial}{\partial m}[F(m) P]+\frac{1}{N} \frac{\partial^{2}}{\partial m^{2}}[D(m) P] \tag{7}
\end{equation*}
$$

where $P(m, t)$ is now a probability density function (pdf), related to the discrete probability function as $P(n, t)=$ $P(m, t) \cdot|d m / d n|=P(m, t) \cdot 2 / N$. The functions $F(m)=$ $\left[\pi^{+}-\pi^{-}\right] 2 / N$ and $D(m)=\left[\pi^{+}+\pi^{-}\right] 2 / N$ are usually called drift and diffusion, respectively, and, for this model, are given by

$$
\begin{align*}
F(m)= & a_{0}-a_{1}-\left(a_{0}+a_{1}\right) m \\
& +2^{-\alpha} h\left(1-m^{2}\right)\left[(1+m)^{\alpha-1}-(1-m)^{\alpha-1}\right],  \tag{8}\\
D(m)= & a_{0}+a_{1}-\left(a_{0}-a_{1}\right) m \\
& +2^{-\alpha} h\left(1-m^{2}\right)\left[(1+m)^{\alpha-1}+(1-m)^{\alpha-1}\right] . \tag{9}
\end{align*}
$$

It is also possible to describe the evolution of the system in terms of a Langevin stochastic differential equation for the trajectories $m(t)$, which, within the Itô convention, reads

$$
\begin{equation*}
\frac{d m(t)}{d t}=F(m)+N^{-1 / 2} \sqrt{2 D(m)} \cdot \xi(t) \tag{10}
\end{equation*}
$$

where $\xi(t)$ is a Gaussian white noise with zero mean $\langle\xi(t)\rangle=0$ and correlations $\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right)$.

## A. Modes and transitions

In general, it is difficult to find an analytical solution of the master equation (6) or the Fokker-Planck equation (7). There is, however, a general solution $P_{\text {st }}(m)$ of the latter ${ }^{50}$ in the stationary state $(\partial / \partial t) P(m, t)=0$ that can be written in the exponential form

$$
\begin{gather*}
P_{\mathrm{st}}(m)=\mathcal{Z}^{-1} \cdot \exp [-N V(m)]  \tag{11}\\
V(m)=\int^{m} \frac{-F(z)+D^{\prime}(z) / N}{D(z)} d z \tag{12}
\end{gather*}
$$

where $V(m)$ is called the "potential function" and $\mathcal{Z}$ is a normalization constant.

Although the solution Eqs. (11) and (12) is a complicated expression given the drift and diffusion functions Eqs. (8) and (9), it is possible to portray the shape of the stationary distribution $P_{\text {st }}(m)$. In particular, in this subsection, we will focus on characterizing the modes, or values of $m_{*}$ for which $P_{\text {st }}\left(m_{*}\right)$ is a maximum, and the transitions where modes appear or disappear as a function of the parameters of the model.

The condition of local maximum for the mode is $P_{\mathrm{st}}^{\prime}\left(m_{*}\right)=0$ (condition of local extreme) and $P_{\mathrm{st}}^{\prime \prime}\left(m_{*}\right)<0$, but
note that modes can also be located at the boundary values $m_{*}= \pm 1$. In the symmetric case $a_{0}=a_{1}$, there is a trivial extreme $m_{*}=0$ which corresponds to the perfectly balanced case. Its dynamical stability under perturbations comes determined by the second derivative of $P_{\mathrm{st}}(m)$ or, alternatively, of $V(m)$

$$
\begin{equation*}
V^{\prime \prime}\left(m_{*}=0\right)=\frac{2^{\alpha}}{2^{\alpha} \varepsilon+1}\left[\varepsilon-\varepsilon_{c}(N)\right] \tag{13}
\end{equation*}
$$

where we define the noise-herding intensity ratio parameter $\varepsilon \equiv\left(a_{0}+a_{1}\right) / 2 h$, and $\varepsilon_{c}(N)$ reads

$$
\begin{align*}
\varepsilon_{c}(N) & =2^{-\alpha}\left(\alpha-1+\frac{\alpha(3-\alpha)}{N}\right)  \tag{14}\\
\varepsilon_{c} & \equiv \varepsilon_{c}(\infty)=2^{-\alpha}(\alpha-1) \tag{15}
\end{align*}
$$

Then, for $\varepsilon<\varepsilon_{c}(N), m_{*}=0$ corresponds to a minimum of the probability distribution, while for $\varepsilon>\varepsilon_{c}(N)$ to a maximum. Note that in the thermodynamic limit $N \rightarrow \infty$, the transition between maximum and minimum occurs at a finite positive value of $\varepsilon$ for $\alpha>1$, while for $\alpha<1$ there is no transition since $\varepsilon_{c}(\infty)<0$ and $m_{*}=0$ is always a stable solution. For the particular value $\alpha=1$, the linear model, the transition is only a finite-size effect since $\varepsilon_{c}(N)=1 / N$ and, in the thermodynamic limit, the maximum is located at $m_{*}=0$ for all values of $\varepsilon>0$.

Consequently, only in the non-linear regime $\alpha>1$, the parameters $a_{0}, a_{1}$, and $h$ take values of the same order near the transition, and we can safely disregard the term $D^{\prime}(z) / N$ in front of $F(z)$ in the numerator of Eq. (12), in the limit of large $N$. In this limit, that we assume in the remaining of this subsection, the extrema of the distribution fulfill the condition $F\left(m_{*}\right)=0$ while the stability comes determined by the sign of the derivative $F^{\prime}\left(m_{*}\right)$. Since it is not possible to find a closed solution of this equation, we will expand the drift function in power-series to $O\left(m^{7}\right)$

$$
\begin{align*}
F(m)= & h \Delta \varepsilon+2 h\left(\varepsilon_{c}-\varepsilon\right) m+\frac{h}{3} 2^{-\alpha}(\alpha-5)(\alpha-1) \alpha m^{3} \\
& +\frac{h}{15} 2^{-2-\alpha}(\alpha-9)(\alpha-3)(\alpha-2)(\alpha-1) \alpha m^{5} \\
& +O\left(m^{7}\right), \tag{16}
\end{align*}
$$

where we define the parameter $\Delta \varepsilon=\left(a_{0}-a_{1}\right) / h$ as a measure of the asymmetry in the rates for switching states $0 \rightarrow 1$ and $1 \rightarrow 0$. This expression coincides with the derivative of the potential function found by Vazquez et al. ${ }^{17}$ in their study of the noiseless version $(\varepsilon=\Delta \varepsilon=0)$ of the nonlinear model in the unbiased case..$^{51}$ In principle, the solution (16) using the power-series expansion will be valid only for $m_{*} \approx 0$, but it is enough to identify additional extrema and transitions. We now find the extrema and their stability distinguishing between the symmetric $a_{0}=a_{1}$ and asymmetric $a_{0} \neq a_{1}$ cases.

## 1. Symmetric case

Using the expansion Eq. (16), there are five (maybe complex) solutions of $F\left(m_{*}\right)=0$. When $a_{0}=a_{1}$, they are as follows: the trivial one $m_{*}=0$ and other four roots $\pm m_{*}^{+}$,


FIG. 1. Phase diagram of the symmetric case $\Delta \varepsilon=0$. The dot (blue) at $\alpha=1$ is the finite-size transition point $\varepsilon_{c}(N)$, Eq. (14) for $N=100$. The solid line corresponds to the all-to-all setting, while the dotted line to a 15 -regular network (black) and a scale free network $P_{5 \leq k \leq 966} \sim k^{-2.34}$ with $\mu \approx 15$ (green), see Section IV. The trimodal region is delimited by the transition lines $\varepsilon_{c}$ and $\varepsilon_{t}$, which for the all-to-all network correspond to expressions Eqs. (14) and (18), with a tricritical point (red) at $\alpha=5, \varepsilon=1 / 8$. The tricritical point for the 15 -regular network (black) is at $\alpha=6.14, \varepsilon=0.084$ and for the scale free network (green) at $\alpha=6.33, \varepsilon=0.063$ (the trimodal region of the scale free network is removed for clarity in the figure).
$\pm m_{*}^{-}$obtained from

$$
\begin{align*}
\left(m_{*}^{ \pm}\right)^{2} \approx & \frac{10(\alpha-5)}{(\alpha-2)(\alpha-3)(\alpha-9)},  \tag{17}\\
& {\left[ \pm \sqrt{1-\frac{6}{5} \frac{(\alpha-2)(\alpha-3)(9-\alpha)}{\alpha(\alpha-5)^{2}}\left(\frac{\varepsilon-\varepsilon_{c}}{\varepsilon_{c}}\right)}-1\right] }
\end{align*}
$$

The acceptable maxima of the probability distribution $P_{\text {st }}(m)$ must correspond to values of $m_{*}$ which are real and inside the interval $[-1,1]$. The four roots given by Eq. (17) are real or imaginary depending on the values of the parameters $\varepsilon$ and $\alpha$ :

1. In the range $1<\alpha<5$, for $\varepsilon<\varepsilon_{c}$ the pair of solutions $\pm m_{*}^{+}$are real and correspond to probability maxima, while for $\varepsilon>\varepsilon_{c}$ all four roots are imaginary. Then, in this range, the line $\varepsilon_{c}$ divides unimodal (a single maximum of the probability distribution) from bimodal (two real maxima) regimes, see Fig. 1 and top panels of Fig. 2.
2. In the range $\alpha>5$, for $\varepsilon<\varepsilon_{c}$ the pair of solutions $\pm m_{*}^{+}$ are real and correspond to probability maxima; for $\varepsilon_{c}<$ $\varepsilon<\varepsilon_{t}$ all four roots are real, $\pm m_{*}^{-}$correspond to probability maxima, and $\pm m_{*}^{+}$to minima; while for $\varepsilon>\varepsilon_{t}$ all four are imaginary, where $\varepsilon_{t}$ reads

$$
\begin{equation*}
\varepsilon_{t} \approx \varepsilon_{c} \cdot\left(1+\frac{5 \alpha(\alpha-5)^{2}}{6(\alpha-2)(\alpha-3)(9-\alpha)}\right) \tag{18}
\end{equation*}
$$

Consequently, for $\alpha>5$, the line $\varepsilon_{c}$ divides bimodal from trimodal regimes, while $\varepsilon_{t}$ divides trimodal from unimodal regimes, see Fig. 1 and the top panels of Fig. 3. The two lines meet at the tricritical point $\alpha=5$ and $\varepsilon=2^{-3}=0.125$.

Note that the expressions for the roots Eq. (17) and the transition line Eq. (18) are based on the expansion Eq. (16), and consequently, they are an approximation, hence the $\approx$ symbol used in those formulas. In fact, we have found that


FIG. 2. Probability distribution $P_{\mathrm{st}}(m)$, for different values of the parameters with fixed $\alpha=2$. In the symmetric case $\Delta \varepsilon=0$ (top panels), the transition point is at $\varepsilon_{c}=0.25$ where the distribution switches from symmetric bimodal to unimodal. In the bottom panels, we identify the transition from an asymmetric bimodal (with two maxima, one of them absolute and the other local) to a unimodal distribution occurring at a value of the asymmetry parameter $\Delta \varepsilon_{a}=0.017$ for $\varepsilon=0.2$ (see the corresponding points in Fig. 5). Dots correspond to numerical simulations of the process defined by the rates Eqs. (4) and (5), while lines are the function Eq. (11).
they remain accurate only for $\alpha<7$. Despite that the classification of maxima/minima is completely general and additional extrema or transitions are not observed in a numerical analysis using the exact expression for the potential function Eqs. (11), (8), and (9).

It is also important to mention that for $1<\alpha<5$, the line $\varepsilon=\varepsilon_{c}$ corresponds to a classical (Landau) second order phase transition from the "ordered" phase $m_{*} \neq 0$ to the "disordered" one ${ }^{52} m_{*}=0$, with scaling $\left|m_{*}\right| \sim\left(\varepsilon_{c}-\varepsilon\right)^{\beta}$ for $\varepsilon \leq \varepsilon_{c}$ with $\beta=1 / 2$ and $m_{*}=0$ for $\varepsilon \geq \varepsilon_{c}$. This line is delimited by two special degenerate points, $\alpha=1$ and $\alpha=5$ :

- For $\alpha=1$, all the terms of the expansion Eq. (16) vanish and $P_{\mathrm{st}}(m)$ is completely flat at the transition. It is only at $\varepsilon=\varepsilon_{c}=0$ (noiseless voter model) that the probability distribution is a sum of two delta-functions at $m= \pm 1$, leading to $m_{*}= \pm 1$ if $\varepsilon=0$ or $m_{*}=0$ if $\varepsilon>0$. This discontinuity
survives in the finite $N$ limit, where the result is $m_{*}= \pm 1$ if $\varepsilon<\varepsilon_{c}(N)$ or $m_{*}=0$ if $\varepsilon>\varepsilon_{c}(N)$. Formally, we still have a scaling of the form $\left|m_{*}\right| \sim\left(\varepsilon_{c}(N)-\varepsilon\right)^{\beta}$, but now $\beta=0$.
- For $\alpha=5$, the first three terms of the expansion vanish and $P_{\mathrm{st}}(m)$ is flatter than for the classical second order transition, with a scaling $\left|m_{*}\right| \sim\left(\varepsilon_{c}-\varepsilon\right)^{\beta}, \beta=1 / 4$.

The condition that isolates the classical second order line from the degenerate points is that we can disregard the $O\left(m^{5}\right)$ term of Eq. (16) in front of the $O\left(m^{3}\right)$, which leads to

$$
\begin{equation*}
\left|\varepsilon-\varepsilon_{c}\right| \ll \varepsilon_{c} \cdot\left|\frac{\alpha(\alpha-5)^{2}}{(\alpha-2)(\alpha-3)(9-\alpha)}\right| . \tag{19}
\end{equation*}
$$

For $\alpha>5$ an increase of $\varepsilon$ leads first to a transition from a bimodal to a trimodal distribution at $\varepsilon=\varepsilon_{c}$, implying a discontinuity of the location of the absolute maximum from $\left|m_{*}\right|>0$ to $m_{*}=0$. This corresponds to a first-order transition. The local maxima at $\left|m_{*}\right|>0$ remain up to $\varepsilon=\varepsilon_{t}$ where they disappear and the distribution is unimodal. The absolute maximum of the distribution is at $\left|m_{*}\right|>0$ for $\varepsilon<\varepsilon_{M}$ and at $m_{*}=0$ for $\varepsilon>\varepsilon_{M}$, being $\varepsilon_{M}$ the Maxwell point where the potential takes the same value at the maxima, $\left|m_{*}\right|>0$ and $m_{*}=0$.

A summary of the equation of state $m(\varepsilon)$ for different values of $\alpha$ in the symmetric case is presented in Fig. 4.

## 2. Asymmetric case

When $a_{0} \neq a_{1}$, there are two main effects: (i) the locations of the modes shift and (ii) one of the members of the previous symmetrical solution pair $\pm m_{*}^{+}$is promoted to be more likely than its corresponding partner. If the asymmetry parameter $|\Delta \varepsilon|$ is large enough, bimodality and trimodality may even be destroyed, inducing new transitions in the ( $a_{0}, a_{1}, \alpha$ ) or, alternatively, in the $(\varepsilon, \Delta \varepsilon, \alpha)$ space of parameters. These transitions are known as catastrophes. ${ }^{32,33}$ For fixed $\alpha$, the projection $\left(\varepsilon_{a}, \Delta \varepsilon_{a}\right)$ of the transition region in the plane ( $\varepsilon, \Delta \varepsilon$ ) must fulfill the transition conditions $F\left(m_{*}\right)=0$ and $F^{\prime}\left(m_{*}\right)=0$, which in the approximation Eq. (16) and in


FIG. 3. Probability distribution $P_{\mathrm{st}}(m)$, for different values of the parameters with fixed $\alpha=6$. In the symmetric case $\Delta \varepsilon=0$ (top panels), the transition points are $\varepsilon_{c}=0.075$ (from bimodal to trimodal) and $\varepsilon_{t}=0.086$ (from trimodal to unimodal). In the bottom panels, we fix $\varepsilon=0.085$ and identify the transition from a trimodal to a bimodal distribution occurring at a value of the asymmetry parameter $\Delta \varepsilon_{a, 1}=0.00082 \ldots$, and the transition from bimodal to unimodal occurring at $\Delta \varepsilon_{a, 2}=0.00280 \ldots$ (see the corresponding points in Fig. 5). Dots correspond to numerical simulations of the process defined by the rates Eqs. (4) and (5), while lines are the function Eq. (11).


FIG. 4. Summary of the equation of state for different values of $\alpha$ in the symmetric case $\Delta \varepsilon=0$. The lines come from the determination of the maxima $m_{*}$ of the exact potential Eq. (12) for $N=100$. The vertical dashed line for $\alpha=6$ is $\varepsilon_{M}=0.0838$, the Maxwell point where the potential takes the same value at the two maxima, $m_{*}>0$ and $m_{*}=0$.
parametric representation read

$$
\begin{align*}
& \frac{\varepsilon_{a}}{\varepsilon_{c}} \approx 1+\frac{\alpha(\alpha-5)}{2} m_{*}^{2}+\frac{\alpha(\alpha-2)(\alpha-3)(\alpha-9)}{24} m_{*}^{4},  \tag{20}\\
& \frac{\Delta \varepsilon_{a}}{\varepsilon_{c}} \approx \frac{2 \alpha(\alpha-5)}{3} m_{*}^{3}+\frac{\alpha(\alpha-2)(\alpha-3)(\alpha-9)}{15} m_{*}^{5} .
\end{align*}
$$

The transition line in the plane $\left(\varepsilon_{a}, \Delta \varepsilon_{a}\right)$ is obtained by elimination of the parameter $m_{*}$. As indicated in Fig. 5, there could be several transition lines.

For $1<\alpha<5$, and when the condition Eq. (19) is fulfilled, we can disregard the terms of order $O\left(m^{4}\right)$ or higher in Eqs. (20). The resulting transition line corresponds to the well known Cusp Catastrophe ${ }^{33}$ with geometry $\varepsilon_{c}-\varepsilon_{a} \sim\left|\Delta \varepsilon_{a}\right|^{2 / 3}$ (see the left panel of Fig. 5). The degenerate points $\alpha=1,5$ also display cusp-like transition curves with different geometries: $\varepsilon_{c}-\varepsilon_{a} \sim\left|\Delta \varepsilon_{a}\right|^{4 / 5}$ for $\alpha=5$ and $\varepsilon_{c}-\varepsilon_{a} \sim\left|\Delta \varepsilon_{a}\right|$ for $\alpha=1$. In the bottom panels of Fig. 2, we plot the probability distribution for $\alpha=2, \varepsilon=0.2$ as the parameter $\Delta \varepsilon$ crosses the transition line at $\Delta \varepsilon_{a}=0.017$ depicted in Fig. 5.

For $\alpha>5$ one has to keep all the terms of Eqs. (20). In this case, trimodality, together with bimodality and unimodality, is also possible and the transition curves correspond to the so-called Butterfly Catastrophe. ${ }^{33}$ Its geometry is similar to three cusps, whose intersections delimit the trimodal regime (see the right panel of Fig. 5, corresponding to $\alpha=6$ ). The two tips at the top divide unimodal from bimodal zones, while the tip at the bottom separates trimodal from bimodal. In the bottom panel of Fig. 2, we plot the probability distribution for $\alpha=6, \varepsilon=0.085$ as the parameter $\Delta \varepsilon$ crosses the transition lines at $\Delta \varepsilon_{a, 1}=0.00082 \ldots$ and $\Delta \varepsilon_{a, 2}=0.00280 \ldots$, as depicted in Fig. 5.

## B. Fluctuations and $\boldsymbol{N}$-dependence

Fluctuations, including those due to the finite-size of the system, play a very important role in the original version of the noisy voter model, $\alpha=1$. This is mainly because, as we mentioned earlier, the transition is noise-induced and finitesize. In this case, with $\alpha=1$, and if we approach the critical point $\varepsilon_{c}(N)=1 / N$ by keeping $\varepsilon \sim 1 / N$ and $\Delta \varepsilon \sim 1 / N$, the expression Eq. (12) for the potential can be simplified to

$$
\begin{equation*}
V(m)=\left(\frac{1}{N}-\varepsilon\right) \log \left(1-m^{2}\right)+\frac{\Delta \varepsilon}{2} \log \left(\frac{1-m}{1+m}\right) . \tag{21}
\end{equation*}
$$

If we conveniently redefine the rates Eqs. (4) and (5) such that we are always in the regime $\varepsilon \sim 1 / N$ and $\Delta \varepsilon \sim 1 / N$ (for example, considering $h / N \equiv h^{*}$ with $h^{*}=O(1)$ being a new parameter), then the distribution $P_{\text {st }}(m)$ is $N$-independent, which is one of the interesting properties of the model with rescaled parameters widely discussed in the literature. ${ }^{13,14,34}$ We will, however, show that this is not the case for the non-linear version of the model and that the N -independence property is not a robust result of the noisy voter model.

Let us expand the potential Eq. (12) in power series of $m$, around the critical point $\varepsilon \sim \varepsilon_{c}, \Delta \varepsilon \sim 0$, to find

$$
\begin{equation*}
V(m)=-c_{1} m+c_{2} m^{2}+c_{4} m^{4}+c_{6} m^{6}+\cdots, \tag{22}
\end{equation*}
$$

with coefficients

$$
\begin{gather*}
c_{1}=\frac{2^{\alpha}}{2 \alpha} \Delta \varepsilon \equiv c \cdot \Delta \varepsilon  \tag{23}\\
c_{2}=\frac{2^{\alpha}}{2 \alpha}\left(\varepsilon-\varepsilon_{c}\right) \equiv c \cdot\left(\varepsilon-\varepsilon_{c}\right) \tag{24}
\end{gather*}
$$



FIG. 5. Phase diagram of the asymmetric case $\Delta \varepsilon \neq 0$. The left panel corresponds to $\alpha=2$ and the right one to $\alpha=6$. The transition lines correspond to the expressions Eqs. (20). The dots are the points whose probability distributions are displayed in the bottom panels of Figs. 2 and 3.

$$
\begin{gather*}
c_{4}=\frac{(\alpha-1)(5-\alpha)}{24}  \tag{25}\\
c_{6}=\frac{(\alpha-1)(\alpha-3)(\alpha-4)(17-\alpha)}{720} . \tag{26}
\end{gather*}
$$

Note that we have only kept the first order of each coefficient and only some of the coefficients. In doing so, we have neglected terms of order $1 / N, m^{2}\left(\varepsilon-\varepsilon_{c}\right)^{2}, m^{2} \Delta \varepsilon^{2}$, $m^{3} \Delta \varepsilon$, etc. If we now assume that $1<\alpha<5$, then we can also neglect the order $m^{6}$ of the potential, and an arbitrary $k$-moment of the distribution $P_{\text {st }}(m)$ will read

$$
\begin{equation*}
\left\langle m^{k}\right\rangle_{\mathrm{st}}=\frac{\int_{-1}^{1} d m m^{k} e^{N\left(c_{1} m-c_{2} m^{2}-c_{4} m^{4}\right)}}{\int_{-1}^{1} d m e^{N\left(c_{1} m-c_{2} m^{2}-c_{4} m^{4}\right)}} \tag{27}
\end{equation*}
$$

If we make the change of variables $z=N^{1 / 4} m$, the leading term can be rewritten as follows:

$$
\begin{equation*}
\left\langle m^{k}\right\rangle_{\mathrm{st}}=N^{-k / 4} \phi_{k}\left[N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right), N^{3 / 4} \Delta \varepsilon\right], \tag{28}
\end{equation*}
$$

with the scaling function

$$
\begin{equation*}
\phi_{k}[x, y]=\frac{\int_{-\infty}^{\infty} d z z^{k} e^{c y z-c x z^{2}-c_{4} z^{4}}}{\int_{-\infty}^{\infty} d z e^{c y z-c x z^{2}-c_{4} z^{4}}} . \tag{29}
\end{equation*}
$$

Note that this function $\phi_{k}[x, y]$ is independent of $N$, and all the $N$-dependence is displayed explicitly in the expression Eq. (28). The case $\alpha=5$ is a degenerate case where $c_{4}=0$, and
we have to keep the order $m^{6}$ of the potential, this leads to a different scaling function:

$$
\begin{equation*}
\left\langle m^{k}\right\rangle_{\mathrm{st}}=N^{-k / 6} \phi_{k}\left[N^{2 / 3}\left(\varepsilon-\varepsilon_{c}\right), N^{5 / 6} \Delta \varepsilon\right] \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{k}[x, y]=\frac{\int_{-\infty}^{\infty} d z z^{k} e^{c y z-c x z^{2}-c_{6} z^{6}}}{\int_{-\infty}^{\infty} d z e^{c y z-c x z^{2}-c_{6} z^{6}}} \tag{31}
\end{equation*}
$$

If we write the special case $\alpha=1$ in this form, we obtain $\left\langle m^{k}\right\rangle=\phi_{k}[N \varepsilon, N \Delta \varepsilon]$, where now the scaling function uses the expression Eq. (21) of the potential with all the orders of $m$ included. In this case of $\alpha=1$, a rescaling of the parameters of the model $\varepsilon, \Delta \varepsilon$ in an appropriate way, will make all the moments $\left\langle m^{k}\right\rangle N$-independent. However, for $\alpha \neq 1$, even if we rescale the parameters of the model to be close enough to the critical point, the moments $\left\langle m^{k}\right\rangle$ vanish as $N^{-k / 4}$ for $1<$ $\alpha<5$ and as $N^{-k / 6}$ for $\alpha=5$. It is also important to mention that the width of the critical region where these scaling properties hold is wider for the non-linear case $\varepsilon-\varepsilon_{c} \sim N^{-1 / 2}$ (for $1<\alpha<5$ ) compared to $\varepsilon-\varepsilon_{c} \sim N^{-1}$ for $\alpha=1$. In Fig. 6, we check the scaling form of the stationary variance of the magnetization $\sigma_{\mathrm{st}}^{2}[m]$ in the cases $\alpha=2$ and $\alpha=5$.

## IV. COMPLEX NETWORKS

So far, we have considered the case of an all-to-all interaction, in which each node is a neighbor of every other node. Given the application of the model to problems of consensus formation in populations, it seems important to consider in


FIG. 6. Variance of the magnetization $\sigma_{\mathrm{st}}^{2}[m] \equiv\left\langle m^{2}\right\rangle_{\mathrm{st}}-\langle | m| \rangle_{\mathrm{st}}^{2}$ as a function of $\varepsilon-\varepsilon_{c}$, rescaled with the correct power of system size $N$, in order to check the scaling relations Eqs. (28) and (30). Both panels are for the symmetric case $\Delta \varepsilon=0$, the left one with $\alpha=2$ and the right one with $\alpha=5$. Dots correspond to Monte Carlo simulations of different system sizes, averaged over $10^{5}$ Monte Carlo steps, while the solid black line is the scaling function Eqs. (29) and (31).
detail the role the network of interactions might have on the transitions identified in Section III. In this way, we are able to go beyond the global coupling approach and consider in some detail the effect of the locality of the interactions.

There are several theoretical approaches under which the network structure can be considered. ${ }^{34-40}$ In this work, we focus on a particular version of the so-called pair approximation as developed in Refs. 17 and 41. In this approach, one defines the network related variables $\mathbf{n}_{k}$ and $\rho$ as, respectively, the number of nodes with degree $k$ in state 1 (not to be confused with $n_{i}$, which is the node state variable) and the density of active links, i.e., the ratio between the number of links connecting nodes in different states and the total number of links $\mu N / 2$. Additionally, it is also convenient to define the variable $n_{L}=\sum_{i=1}^{N} k_{i} n_{i}$, which is the number of links coming out of nodes in state 1 . The intensive versions of the variables $\mathbf{n}_{k}$ and $n_{L}$ are $m_{k}=2 \mathbf{n}_{k} / N_{k}-1$ and $m_{L}=2 n_{L} / N \mu-1$ (also known as link magnetization). We follow closely the method of Vazquez and Eguiluz ${ }^{41}$ in their study of the linear noiseless voter model adapted to the presence of the noise term and non-linear rates of our model, and we refer to that work for a more detailed explanation of the approach. Similar, but not identical, treatments have been developed by Diakonova et al. ${ }^{12}$ in their study of the linear noisy voter model, and by Jȩdrzejewski ${ }^{23}$ and by Min and San Miguel ${ }^{20}$ in particular versions of nonlinear voter models.

For simplicity, we will restrict ourselves to the symmetric case $\Delta \varepsilon=0$ and $a_{0}=a_{1} \equiv a$, such that $m_{k}=m_{L}=0$ is always a fixed point of the dynamics. We start by finding an approximate mean-field time evolution equation for $\rho$ :

$$
\begin{align*}
\frac{d \rho}{d t}= & \sum_{k} \frac{P_{k}}{2} \sum_{q=0}^{k} P_{0}(k, q)\left[a+h\left(\frac{q}{k}\right)^{\alpha}\right] \frac{\Delta \rho_{k, q}}{\Delta t} \\
& -\sum_{k} \frac{P_{k}}{2} \sum_{q=0}^{k} P_{1}(k, q)\left[a+h\left(\frac{k-q}{k}\right)^{\alpha}\right] \frac{\Delta \rho_{k, q}}{\Delta t} \tag{32}
\end{align*}
$$

Here, $P_{0 / 1}(k, q)$ is the probability of selecting a node within the population in state $0 / 1$ with degree $k$ and that has $q$ neighbors in state $1, \Delta \rho_{k, q}=2(k-2 q) / \mu N$ is the change in $\rho$ when a node with $(k, q)$ changes from 0 to 1 [being $-\Delta \rho_{k, q}$ the corresponding change in $\rho$ when a $(k, q)$ node changes from 1 to 0 ], and $\Delta t=1 / N$ is the elementary time increment in Monte Carlo steps. ${ }^{49}$ In this way, the righthand side of Eq. (32) is simply the probability of selecting nodes $(0 / 1, k, q)$, times the rate at which those nodes change state, times the corresponding change in $\rho$, summed over all the possible values of $k, q$. The so-called pair approximation assumes $P_{0 / 1}(k, q)$ to be binomial, with a single event probability $p_{0}=\rho$ and $p_{1}=1-\rho$, i.e., $P_{0}(k, q) \approx\binom{k}{q} \rho^{q}(1-$ $\rho)^{k-q}, P_{1}(k, q) \approx\binom{k}{q}(1-\rho)^{q} \rho^{k-q}$. Under this approximation, Eq. (32) reduces to

$$
\begin{equation*}
\frac{d \rho}{d t}=2 a(1-2 \rho)+\frac{2 h}{\mu} \sum_{k} P_{k}\left\langle(k-2 q)\left(\frac{q}{k}\right)^{\alpha}\right\rangle_{0} \tag{33}
\end{equation*}
$$

where $\langle\cdots\rangle_{0 / 1}$ is an average over $P_{0 / 1}(k, q)$. In the case of directed networks, ${ }^{29}$ the density of $0 \rightarrow 1$ links $\rho_{01}$ is not the
same as the density of $1 \rightarrow 0$ links $\rho_{10}$, and one would need to obtain an evolution equation for each. While such a generalization is beyond the scope of this contribution, we point the interested reader to Ref. 53, where the necessary steps are described.

Note that Eq. (33) is applicable for an arbitrary $\alpha$ and that, in particular, for integer $\alpha$, the right-hand side contains powers of $\rho$ up to order $\alpha+1$. It also depends on the mean degree $\mu$ and the first negative moments of the degree distribution $\mu_{-1}, \ldots, \mu_{-\alpha+1}$, e.g., for $\alpha=1$ it is ${ }^{12}$

$$
\begin{equation*}
\frac{d \rho}{d t}=-4 \rho^{2} \frac{\mu-1}{\mu}+2 \rho\left(\frac{\mu-2}{\mu}-2 a\right)+2 a \tag{34}
\end{equation*}
$$

and for $\alpha=2$,

$$
\begin{equation*}
\frac{d \rho}{d t}=2 a(1-2 \rho)+\frac{2 h \rho}{\mu}\left(\omega_{1}+\omega_{2} \rho-2 \omega_{3} \rho^{2}\right) \tag{35}
\end{equation*}
$$

with $\omega_{1}=1-2 \mu_{-1}, \omega_{2}=\mu-7+6 \mu_{-1}$, and $\omega_{3}=\mu-$ $3+2 \mu_{-1}$ (as no node of the network is allowed to be isolated, the degree distribution satisfies $P_{0}=0$ and the $m$-moment $\mu_{m}$ is defined also for negative $m$, as required in the previous formulas). Although we have not been able to provide a rigorous proof, for all analyzed cases it turns out that the stationary state $\frac{d \rho}{d t}=0$ admits a physical (stable) solution $\rho=\xi \in[0,1]$. For $\alpha=2, \xi$ is the root of the cubic equation

$$
\begin{equation*}
\varepsilon(1-2 \xi)+\frac{\xi}{\mu}\left(\omega_{1}+\omega_{2} \xi-2 \omega_{3} \xi^{2}\right)=0 \tag{36}
\end{equation*}
$$

satisfying $\xi \in[0,1]$. See Fig. 7 for an example of the dependence of $\xi$ with $\varepsilon=a / h$. It is possible to recover the all-to-all limit by taking a degree distribution $P_{k}=\delta(k-\mu)$ such that all averages can be written as $\mu_{m}=\mu^{m}$, and taking the limit $\mu \rightarrow \infty$. In this limiting case, it is found that $\xi=1 / 2$.

Next, we derive a master equation for the linkmagnetization variable $m_{L}$. A single update $0 \rightarrow 1$ of a node with degree $k$ implies a change $m_{L} \rightarrow m_{L}+\Delta_{k}$, with $\Delta_{k}=$ $\frac{2 k}{\mu N}$, whereas an update $1 \rightarrow 0$ of a node with degree $k$ changes


FIG. 7. Stationary solution $\rho=\xi$ from Eq. (36), corresponding to $\alpha=2$, as a function of $\varepsilon$ for $\mu=5.54, \mu_{-1}=0.35$ and $\omega_{1}=0.30, \omega_{2}=0.64, \omega_{3}=3.24$ (green line). The black line-point is the numerical results of $\xi$ (numeric) $\equiv$ $\langle\rho\rangle_{\mathrm{st}} /\left\langle 1-m^{2}\right\rangle_{\mathrm{st}}$ for an ensemble of 100 scale free networks with the specified degree moments. In purple $\sqrt{\frac{\varepsilon \mu}{\mu-1}}$, the crossing of the two curves is the critical point $\varepsilon_{c}=0.120, \xi_{c}=0.383$.


FIG. 8. Binder cumulant as a function of $\varepsilon$ for a 5-regular network. Dots (joined by lines as a guide to the eye) correspond to Monte Carlo simulations of different system sizes, averaged over $10^{6}$ Monte Carlo steps, while the vertical dashed black line is the prediction $\varepsilon_{c}=0.1125$ of the pair-approximation.
$m_{L} \rightarrow m_{L}-\Delta_{k}$. The master equation for $P\left(m_{L}, t\right)$ then reads

$$
\begin{equation*}
\frac{\partial P\left(m_{L}, t\right)}{\partial t}=\sum_{k}\left(E_{m_{L}}^{\Delta_{k}}-1\right)\left[\pi_{k}^{-} P\right]+\left(E_{m_{L}}^{-\Delta_{k}}-1\right)\left[\pi_{k}^{+} P\right] \tag{37}
\end{equation*}
$$

where $E_{m_{L}}^{\ell}$ is the step operator acting on an arbitrary function $g\left(m_{L}\right)$ as $E_{m_{L}}^{\ell}\left[g\left(m_{L}\right)\right]=g\left(m_{L}+\ell\right)$, and $\pi_{k}^{ \pm}$are the rates of the proposed processes in the $m_{L}$ variable:

$$
\begin{align*}
\pi_{k}^{+} & =\left(N_{k}-\mathbf{n}_{k}\right)\left[a+h\left\langle\left(\frac{q}{k}\right)^{\alpha}\right\rangle_{0}\right]  \tag{38}\\
\pi_{k}^{-} & =\mathbf{n}_{k}\left[a+h\left\langle\left(\frac{k-q}{k}\right)^{\alpha}\right\rangle_{1}\right] \tag{39}
\end{align*}
$$

The single event probabilities $p_{0 / 1}$ are different as $m_{L} \neq 0$ during the dynamical evolution. They are calculated as the ratio between the number of active links and the number of links coming out from nodes in state $0 / 1$, i.e., $p_{0}=\frac{\rho}{1-m_{L}}$ and $1-p_{1}=\frac{\rho}{1+m_{L}}$. If we expand the master equation in powers


FIG. 9. The same data of Fig. 8 are plotted versus the rescaled variable $N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)$. The good collapse of the data validates the proposed scaling law $U_{4}(\varepsilon, N)=u\left(N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, being $u(x)$ the scaling function. The theoretical prediction (dotted line) is obtained from Eq. (29) using the coefficients $c=1.602$ and $c_{4}=0.093$.


FIG. 10. Rescaled variance of the magnetization as a function of $N^{1 / 2}(\varepsilon-$ $\varepsilon_{c}$ ) for a 5-regular network. Dots correspond to Monte Carlo simulations of different system sizes, averaged over $10^{6}$ Monte Carlo steps, while the dashed black line is the prediction of the pair-approximation.
of $\Delta_{k}$ to second order, we find

$$
\begin{equation*}
\frac{\partial P\left(m_{L}, t\right)}{\partial t}=-\frac{\partial}{\partial m_{L}}\left[F_{L}\left(m_{L}\right) P\right]+\frac{1}{N} \frac{\partial^{2}}{\partial m_{L}^{2}}\left[D_{L}\left(m_{L}\right) P\right] \tag{40}
\end{equation*}
$$

with drift $F_{L}=\sum_{k} \frac{2 k}{\mu N}\left[\pi_{k}^{+}-\pi_{k}^{-}\right]$and diffusion $D_{L}=$ $\sum_{k} \frac{2 k^{2}}{\mu^{2} N}\left[\pi_{k}^{+}+\pi_{k}^{-}\right]$.

In order for Eq. (37) to be consistent, $\pi_{k}^{ \pm}$should depend only on $m_{L}$. Following Refs. 38, 39, and 41, we will make an approximation based on an adiabatic elimination that allows us to relate variables $m_{k} \approx m_{L}, \rho \approx \xi\left(1-m_{L}^{2}\right)$ as functions of $m_{L}$ only. Performing the averages on Eqs. (38) and (39) using the known moments of the binomial distributions $P_{0 / 1}(k, q)$ and replacing the above mentioned relations resulting from the adiabatic approximation, we obtain specific formulas for the drift and diffusion in terms of the $m_{L}$ variable. For example, if we take $\alpha=2$, we obtain

$$
\begin{equation*}
F_{L}=-2 a m_{L}+2 h \xi^{2} \frac{\mu-1}{\mu} m_{L}\left(1-m_{L}^{2}\right) \tag{41}
\end{equation*}
$$



FIG. 11. Binder cumulant as a function of $\varepsilon$ for a scale-free network with $\lambda=2.3$. Dots (joined by lines as a guide to the eye) correspond to Monte Carlo simulations of different system sizes, averaged over $10^{5}$ Monte Carlo steps and an ensemble of 100 networks, while the dashed black line is the prediction $\varepsilon_{c}=0.120$ of the pair approximation.


FIG. 12. The same data of Fig. 11 are plotted versus the rescaled variable $N_{\text {eff }}\left(\varepsilon-\varepsilon_{c}\right)^{1 / 2}$. The good collapse of the data validates the proposed scaling law $U_{4}(\varepsilon, N)=u\left(N_{\text {eff }}^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, being $u(x)$ the scaling function. The theoretical prediction (dotted line) is obtained from Eq. (29) using instead of $c, c_{4}$ the rescaled coefficients $\bar{c}=1.84$ and $\bar{c}_{4}=0.11$.

$$
\begin{equation*}
D_{L}=\frac{\mu_{2}}{\mu^{2}}\left[2 a+2 h \xi \frac{\mu+\left(\mu_{2}-\mu\right) \xi}{\mu_{2}}\left(1-m_{L}^{2}\right)\right] \tag{42}
\end{equation*}
$$

which coincide with Eqs. (8) and (9) in the all-to-all limit $\mu_{m}=\mu^{m}, \mu \rightarrow \infty, \xi=1 / 2$. It is now straightforward to repeat the analysis of Section III with those new drift and diffusion terms Eqs. (41) and (42) or their equivalent for other values of $\alpha$. The critical point is determined by the condition $\varepsilon_{c}=\frac{\mu-1}{\mu} \xi_{c}^{2}$ where the dependence of $\xi_{c}$ with $\varepsilon_{c}$ is given by Eq. (36) or its equivalent for other values of $\alpha$. Note that $\varepsilon_{c}$ is always smaller, for finite $\mu$, than the all-toall result $\varepsilon_{c}=1 / 4$ (see Fig. 7). For the particular case of a 15 -regular lattice, we find that the tricritical point moves to a larger value $\alpha=6.14$, with corresponding $\varepsilon=0.084$, and the trimodal region shrinks with respect to the one found in the all-to-all setup (see Fig. 1). For $z$-regular lattices with $z \leq 5$, the trimodal region disappears altogether. In general, multiple stability and tricritical points are also possible in the case


FIG. 13. Rescaled variance of the magnetization as a function of $\varepsilon$ in the same case than in Fig. 11, showing the validity of the scaling law $\sigma^{2}[m](\varepsilon, N)=$ $N_{\text {eff }}^{-1 / 2} v\left(N_{\text {eff }}^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$. The theoretical prediction (dotted line) is obtained from Eq. (29) using instead of $c, c_{4}$ the rescaled coefficients $\bar{c}=1.84$ and $\bar{c}_{4}=0.11$.
of other complex networks and we leave for future work a detailed analysis of the phase diagram for different network types.

We now compare the theoretical results with numerical simulations of the stochastic process as defined by the individual rates Eqs. (1) and (2). We consider a quadratic interaction $\alpha=2$ and two network configurations: (i) a $z$-regular random network, where each node is randomly connected to exactly $z$ neighbors and hence $\mu=z$ and $\mu_{m}=\mu^{m}$; and (ii) a scalefree network, with a power-law degree distribution $P_{k} \sim k^{-\lambda}$. Both networks have been generated with the configuration model as detailed in Ref. 42.

In the $z$-regular network, for which we take $z=5$, the previous analysis leads to $\varepsilon_{c}=0.1125, \xi_{c}=0.3899$ and coefficients of the potential [see Eqs. (22) and (24)] $c=1.602$, $c_{4}=0.093$, while the all-to-all solution is $\varepsilon_{c}=0.25, \xi_{c}=$ 0.5 and $c=1, c_{4}=0.125$. To compare the predictions of the pair approximation with the numerical simulations in the steady state, we have chosen two particular combinations of moments: the Binder cumulant, ${ }^{30,43}$ defined as $U_{4}=$ $1-\frac{\left\langle m^{4}\right\rangle}{3\left\langle m^{2}\right\rangle^{2}}$, and the variance $\sigma^{2}[m]$. As shown in Fig. 8, the theory agrees very well with the simulations. According to the finite-size scaling relation Eq. (28) for $\Delta \varepsilon=0$, the dependence on system size is $U_{4}(\varepsilon, N)=u\left(N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, being $u(x)$ the scaling function. This means that the cumulant curves for different values of $N$ intersect at the critical point of the infinite system $\varepsilon_{c}$. From the numerical data, we obtain $\varepsilon_{c}=0.114 \pm 0.002$ which is compatible with the theoretical prediction. A plot of $U_{4}(\varepsilon, N)$ vs $N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)$ (see Fig. 9) indicates a good data collapse in a single function $u(x)$. For the variance, we obtain the scaling law $\sigma^{2}[m](\varepsilon, N)=$ $N^{-1 / 2} v\left(N^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, being $v(x)$ the scaling function, which is checked in Fig. 10. The comparison in Figs. 9 and 10 indicates that the scaling functions $u(x)$ and $v(x)$ obtained analytically capture reasonably well the overall shape of the numerical results.

In the scale-free network, we have chosen $\lambda=2.3$, and measured directly $\mu \approx 5.54, \mu_{-1} \approx 0.35$, while the second moment depends on system size $N$ as $\mu_{2}(N) \sim N^{b}$ with $b=$ 0.64. The theoretical results are $\varepsilon_{c}=0.120$ and $\xi_{c}=0.383$. The analysis of the Binder cumulant obtained numerically (see Fig. 11) yields $\varepsilon_{c}=0.157$, while the all-to-all prediction is $\varepsilon_{c}=0.25$. The finite-size scaling of the scale-free network is somehow tricky. In our theoretical analysis, the critical point $\varepsilon_{c}$ depends only on $\mu$ and $\mu_{-1}$, which tend to finite values as $N \rightarrow \infty$, but the second moment $\mu_{2}$ diverges as $N^{b}$. Under the assumption $\mu_{2} \gg \mu$, which is true in general for scale-free networks, the diffusion scales as $D_{L} \propto \mu^{2} / \mu_{2}$ [see, for example, Eq. (42) for $\alpha=2$ ], which eventually leads to coefficients $c \propto \mu^{2} / \mu_{2}$ and $c_{4} \propto \mu^{2} / \mu_{2}$. One can still keep a scaling law as in Eq. (28) if one replaces the size $N$ by an effective system size defined as $N_{\text {eff }}=N \mu^{2} / \mu_{2}$, in such a way that the dependence of $c$ and $c_{4}$ on $\mu_{2}$ is absorbed by $N_{\text {eff }}$ and the scaling law becomes $U_{4}(\varepsilon, N)=$ $u\left(N_{\text {eff }}^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, being $u(x)$ the scaling function. This scaling law is confirmed by the data collapse presented in Fig. 12. The theoretical scaling function obtained from Eq. (28) replacing $c$ and $c_{4}$ by their rescaled versions $\bar{c}=c \mu_{2} / \mu^{2}=1.84$ and


FIG. 14. Numerical and theoretical results for the 15 -regular network and a scale free network with $P_{k>6} \sim k^{-2.51}$ and $\mu \approx 14.79, \mu_{-1} \approx 0.11$. Dots correspond to numerical simulations of different system sizes averaged over $10^{6}$ Monte Carlo steps and an ensemble of 100 networks, while the dashed black lines are the prediction of the pair-approximation which are: $\varepsilon_{c}=0.201, c=1.15$ and $c_{4}=0.12$ for the 15 -regular network and $\varepsilon_{c}=0.200, \bar{c}=1.19$ and $\bar{c}_{4}=0.12$ for the scale free network.
$\bar{c}_{4}=c_{4} \mu_{2} / \mu^{2}=0.11$ yields a reasonable qualitative agreement with the numerical data. A similar scaling law holds for the variance $\sigma^{2}[m](\varepsilon, N)=N_{\mathrm{eff}}^{-1 / 2} v\left(N_{\mathrm{eff}}^{1 / 2}\left(\varepsilon-\varepsilon_{c}\right)\right)$, the validity of which is checked in Fig. 13. While the numerical results indeed follow the proposed scaling law, the theory can only offer a qualitative agreement for the scaling function.

There are at least three possible sources of the quantitative discrepancy between the scaling function derived from the theory and the numerical results: (i) the scale-free network has no cut-off so that the maximum degree scales as $k_{\max } \sim N^{1 /(\lambda-1)}$ and there will be degree-degree correlations which are neglected in the pair-approximation; (ii) the truncation of expansion Eq. (40) may not converge rapidly with $\Delta_{k}$ for the scale free network, producing anomalous diffusion; and (iii) the binomial ansatz for the probabilities $P_{0 / 1}(k, q)$
fails in two different ways for low degrees $k$. First, the single event probabilities $p_{0}$ and $p_{1}$ depend also on the degree (see Ref. 40) and, second, the shape of the distribution may differ from being binomial (see Ref. 36). In order to elucidate which one is more important, we repeated the analysis for highly connected networks, which are equally affected by the error sources (i) and (ii) compared to the previous low average degree networks. The corresponding results are presented in Fig. 14. We explored a 15-regular network, and a scale free network with $P_{k \geq 6} \sim k^{-2.51}$ and average degree $\mu \approx 14.79$. As one can appreciate in the figure, the theoretical predictions are greatly improved in this case, which indicates that the third cause is the most significant one. There are still some discrepancies for the scale free network, which are caused by the other two possible error sources mentioned above.


FIG. 15. Binder cumulant and rescaled magnetization variance as a function of the rescaled asymmetry parameter $N^{3 / 4} \Delta \varepsilon$ for the z-regular network, and $N_{\text {eff }}^{3 / 4} \Delta \varepsilon$ for the scale free network. The simulation and network specifications, together with the theoretical results, are the same of those of Fig. 14. The value of $\varepsilon$ is taken to be below the critical value, $\varepsilon=\varepsilon_{c}-1 / N^{1 / 2}$ for the 15 -regular network and $\varepsilon=\varepsilon_{c}-1 / N_{\text {eff }}^{1 / 2}$ for the scale free network, so that as the asymmetry increases the system crosses the catastrophe lines. The corresponding scaling functions are calculated using Eq. (29) taking into account that $x=-1$ is fixed and the variable in this case is the asymmetry $y$.

In Fig. 15, we additionally checked if the theoretical analysis is also valid for the asymmetric case. For the highly connected networks, we take values of $\varepsilon \leq \varepsilon_{c}$ below the critical point previously calculated in Fig. 14 and vary the asymmetry parameter $\Delta \varepsilon$ checking the scaling law Eq. (28). The results suggest that the theory is equally accurate for the asymmetric case, with a very different tendency of the moments with respect to $\Delta \varepsilon$ before and after the catastrophe.

As in the scale-free network we have $N_{\text {eff }} \sim N^{1-b}$, the scaling laws Eq. (28) can be written in terms of the physical system size $N$ as

$$
\begin{equation*}
\left\langle m^{k}\right\rangle_{\mathrm{st}}=N^{-k \beta / \bar{v}} \tilde{\phi}_{k}\left[N^{1 / \bar{v}}\left(\varepsilon-\varepsilon_{c}\right), N^{\delta \beta / \bar{v}} \Delta \varepsilon\right] \tag{43}
\end{equation*}
$$

with an appropriate scaling function $\tilde{\phi}_{k}$ and $\beta=1 / 2, \delta=$ $3,1 / \bar{v}=(1-b) / 2$. In the thermodynamic limit, one recovers the Landau theory mean-field exponents $\langle | m\left\rangle \sim\left(\varepsilon_{c}-\right.\right.$ $\varepsilon)^{1 / 2}$ for $\Delta \varepsilon=0$, and $\langle | m\left\rangle \sim(\Delta \varepsilon)^{1 / 3}\right.$ for $\varepsilon=\varepsilon_{c}$. For the normalized fluctuations (the equivalent of the "magnetic susceptibility") $\chi=N\left[\left\langle m^{2}\right\rangle_{\mathrm{st}}-\langle | m| \rangle_{\mathrm{st}}^{2}\right]$, we find the scaling behavior $\chi(\varepsilon, N)=N^{\gamma / \bar{v}} \bar{\chi}\left[N^{1 / \bar{\nu}}\left(\varepsilon-\varepsilon_{c}\right), N^{\delta \beta / \bar{\nu}} \Delta \varepsilon\right]$ with a scaling function $\bar{\chi}$ and $\gamma / \bar{v}=1-2 \beta / \bar{\nu}$, and $\gamma=1$. Again, in the thermodynamic limit, we find the mean-field result $\chi \sim\left|\varepsilon-\varepsilon_{c}\right|^{-1}$. Therefore, although the critical exponents of the transition are those given by the mean-field theory, the analysis in terms of the finite system size $N$ yields a network-dependent exponent $1 / \bar{v}=(1-b) / 2$. We have
computed $b=0.36(1)$ for the scale free network with tail exponent $\lambda=2.43$, yielding $1 / \bar{\nu}=0.160(5)$ and $\gamma / \bar{v}=1-$ $2 \beta / \bar{v}=0.680(5)$ in perfect agreement with the numerical fits $\beta / \bar{\nu}=0.157(6)$ and $\gamma / \bar{v}=0.691(9)$ reported in Ref. 23.

## V. SUMMARY AND CONCLUSIONS

In this paper, we have studied the impact of a non-linear herding mechanism in the noisy voter model, with the consideration of a parameter $\alpha$, the "volatility" in the context of the Abrams-Strogatz model, ${ }^{16}$ that measures the resistance of individuals to copy the state of a neighbor in the opposite state or the effect of complex, collective interactions. $\alpha$ is taken as a real parameter that can take any non-negative value. The solution in the all-to-all scenario, where all voters are neighbors of each other, shows that the well studied bimodalunimodal finite-size transition of the noisy voter model turns into a classical second-order transition, with a critical point $\varepsilon_{c}=2^{-\alpha}(\alpha-1) \neq 0$ for $\alpha>1$, no transition for $\alpha<1$, and a finite-size transition $\varepsilon_{c}(N)=1 / N$ for the traditional linear case $\alpha=1$. In the strong non-linear regime $\alpha>5$, the transition $\varepsilon_{c}$ separates bimodal from trimodal states, with the appearance of a new first order transition line $\varepsilon_{t}>\varepsilon_{c}$ that separates trimodal from unimodal states. This implies that this non-linear mechanism is able to generate tristability and the point where the tristability parameter region begins is a
tricritical point $\alpha=5, \varepsilon=\varepsilon_{c}=\varepsilon_{t}$, in accordance with the results of Ref. 21, valid for integer $\alpha$. The asymmetry in the rates of the model $\Delta \varepsilon \neq 0$ is capable of destroying bimodality and trimodality at what is known as cusp and butterfly catastrophes, respectively.

The existence of a bona-fide transition that remains in the thermodynamic limit offers a convenient solution to the $N$ dependence of the transition without the need to resort to a N -dependent rescaling of the model parameters, ${ }^{14}$ also known as non-extensive formulation. Although this formulation partially solves this problem, it makes the model structurally unstable in such a way that simple perturbations such as the inclusion of agents that do not change state, ${ }^{45-47}$ an external signal of information, ${ }^{44}$ or a network structure, can drastically change the properties to be Gaussian. ${ }^{34}$ Similar conclusions were already reported in the context of the voter model ${ }^{48}$ (without spontaneous switching). The addition of a third state or a small perturbation of the functional form of the rates of the voter model drastically changes the dynamics and the ordering mechanism. These structural changes of the voter model are specially relevant in the context of agent-based modeling of language competition. ${ }^{17}$ In this context, the inclusion of a third state represents the role of bilingual speakers in the evolution of the number of speakers of a particular language.

The $N$-dependence of the non-linear model in the presence of noise is dramatically different from the linear case. The aforementioned non-extensive formulation of the linear model leads to $N$-independent statistics of the magnetization $\left\langle m^{k}\right\rangle \sim N^{0}$. For the non-linear case, however, we have shown that rescaling the parameters leads to $\left\langle m^{k}\right\rangle \sim N^{-k / 4}$ for $1<\alpha<5$ at the critical point $\varepsilon_{c}$ and $\left\langle m^{k}\right\rangle \sim N^{-k / 6}$ at the tricritical point for $\alpha=5$, i.e., vanishing moments in the thermodynamic limit $N \rightarrow \infty$. The critical region where these scaling laws are valid, however, is wider for the non-linear case making them more robust against perturbations.

We have also checked the role of the network of interactions in the presented results of the model, making use of the pair approximation. It would indeed be possible to develop higher accuracy theoretical methods at the cost of simplicity and analytical tractability. ${ }^{35,36,40}$ In general, we conclude that the critical point $\varepsilon_{c}$ is lowered compared to the all-to-all solution, depending on the mean degree $\mu$ and the first negative moments of the degree distribution $\mu_{-1}, \ldots, \mu_{-\alpha+1}$ (for $\alpha$ integer). The $N$-dependent scaling laws are also changed for networks whose second moment of the degree distribution $\mu_{2}$ changes dramatically with system size, e.g., scale-free networks $\mu_{2} \sim N^{b}$ with $0<b<1$. In this case, we have shown that one can define an effective system size $N_{\text {eff }}=$ $N \mu^{2} / \mu_{2} \sim N^{1-b}$ for which the all-to-all scaling laws become valid. In the limit of highly heterogeneous networks, $\lambda \rightarrow 2$ and $b \rightarrow 0$, statistics may be $N$-independent or with a very weak dependence on system size.
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