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Analytical Green’s function of the multidimensional frequency-dependent
phonon Boltzmann equation
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Thermal phonon transport at length scales comparable to mean free paths is governed by the Boltzmann
equation, which is challenging to solve due to its high dimensionality. Here, we present an analytical
Green’s function for the frequency-dependent, multidimensional Boltzmann equation under the relaxation-time
approximation. The new analytical solution is valid from diffusive to ballistic transport regimes and rigorously
includes frequency dependence of phonon properties. We demonstrate that our result enables simple closed-form
solutions for a number of multidimensional problems for which the only prior solution methods have been
computationally expensive numerical simulations.

DOI: 10.1103/PhysRevB.90.214306 PACS number(s): 65.40.−b

I. INTRODUCTION

Heat conduction at length scales comparable to phonon
mean free paths (MFPs) has been of considerable interest
recently [1] due to its applications in many technologies such
as thermoelectrics [2,3] and electronic devices [4]. At these
small scales, classic continuum transport theories such as
Fourier’s law are not valid due to the absence of scattering and
therefore a local temperature [5]. In this nondiffusive regime,
phonon transport is nonlocal and is described by the Boltzmann
transport equation (BTE) [6].

The BTE is an integrodifferential equation of time, real
space, and phase space, and it describes a wide range of
phenomena in many fields ranging from astronomy to neutron
transport [7–10]. The equation was first used to describe
phonons in solids by Peierls in 1929 [11]. In 1958, Englman
obtained analytical solutions of the BTE with simpler collision
terms to describe the transport theory of temperature waves in
insulators [12]. Later, Williams extended Englman’s theory
and obtained simpler forms of the solution [13]. In the 1960s
and 1970s, Simons developed the theory of high-frequency
thermal waves in dielectrics in which phonons can undergo
both normal and resistive interaction processes based on the
BTE [14]. A decade later, the equation was reinvestigated
by Mahan and Claro [15] to study the nonlocal heat transfer
effects during transient heating. Majumdar derived an equation
of phonon radiative transfer from the BTE [5], which was
applied to study heat transfer across diamond thin films for
both steady-state and transient cases [16]. Chen demonstrated
the failure of Fourier’s law in nonplanar nanostructures and
provided a general solution for the temperature rise of heat-
generating nanometer and micrometer particles embedded in
a host medium based on the BTE [17]. Later, he derived
ballistic-diffusive heat conduction equations from the BTE
which gave a better approximation than the Fourier law at small
scales but was much simpler to solve than the BTE [18]. This
two-channel model was then employed to solve several planar
nanoscale heat conduction problems [19]. Recently, Miranda
et al. obtained a constitutive equation for heat conduction
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derived from the exact solution of the BTE by a series
expansion [20].

Despite these extensive efforts to study phonon transport
using the BTE, most of the previous approaches depended on
simplifications to make the problem tractable. For example,
all the works mentioned above assumed a single-phonon mean
free path even though recent work has demonstrated that the
transport properties of phonons in solids vary widely over the
broad thermal spectrum [21,22]. Further, the above solutions
assumed simple one-dimensional (1D) geometries that do not
often occur in practice. A number of numerical approaches
can address these issues [5,19,23–26], particularly variance-
reduced Monte Carlo methods recently introduced by Peraud
and Hadjiconstantinou [27,28]. However, analytical solutions
to the BTE including these additional effects have not been
reported.

In this work, we demonstrate that exact analytical solutions
to the multidimensional, frequency-dependent transient BTE
for arbitrary heat inputs can be obtained using Fourier
transforms in infinite or semi-infinite domains. Our result
provides simple, closed-form solutions to multidimensional
problems that have previously been possible to solve only
with computationally expensive numerical simulations or
inaccurate simplifications. Solutions to specific problems can
be obtained more than three orders of magnitude faster
than prior numerical approaches based on discrete ordinates.
Moreover, our identification of an analytical solution enables
physical insight to be obtained just by examining the equations
algebraically and thus represents a useful advance toward
understanding nondiffusive heat conduction.

II. DERIVATION

The frequency-dependent BTE under relaxation-time ap-
proximation is given by

∂gω

∂t
+ vg · ∇gω = −gω − g0(T )

τω

+ Qω

4π
, (1)

where gω = �ωD(ω)[fω(r,t,θ,φ) − f0(T0)] is the desired
deviational distribution function, g0(T ) is the equilibrium
deviational distribution function defined below, Qω(r,t) is the
spectral volumetric heat generation, vg(ω) is the phonon group
velocity, and τω is the phonon relaxation time. Here, r is the
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spatial vector, t is the time, ω is the phonon frequency, and
T (r,t) is the local temperature. In the Cartesian coordinate
system and assuming an isotropic crystal, the advection term
in Eq. (1) is expanded as

vg · ∇gω = vgμ
∂gω

∂z
+ vg

√
1 − μ2cosφ

∂gω

∂x

+ vg

√
1 − μ2sinφ

∂gω

∂y
, (2)

where μ = cos(θ ) is the directional cosine of the polar angle
θ and φ is the azimuthal angle. Here, we emphasize that
while many crystals contain minor anisotropies in the Brillouin
zone the vast majority of crystals are thermally isotropic,
with notable exceptions being materials with very anisotropic
bonding such as graphite. We present a validation of this
assertion for the ab initio calculations for silicon used here
in the Appendix.

Assuming a small temperature rise, �T (r,t) = T (r,t) −
T0, relative to a reference temperature T0, the equilibrium
deviational distribution is proportional to �T (r,t):

g0(T ) = 1

4π
�ωD(ω)[fBE(T ) − fBE(T0)] ≈ 1

4π
Cω�T (r,t).

(3)

Here, � is the reduced Planck constant, D(ω) is the phonon
density of states, fBE is the Bose-Einstein distribution, and
Cω = �ωD(ω) ∂fBE

∂T
is the mode specific heat. The volumetric

heat capacity is then given by C = ∫ ωm

0 Cωdω and the thermal
conductivity k = ∫ ωm

0 kωdω, where kω = 1
3Cωvω	ω and 	ω =

τωvω is the phonon MFP.

Both gω and �T are unknown. Therefore, to close the problem,
energy conservation is used to relate gω to �T , given by∫∫ ωm

0

[
gω(r,t)

τω

− 1

4π

Cω

τω

�T (r,t)
]

dωd
 = 0, (4)

where 
 is the solid angle in spherical coordinates and ωm

is the cutoff frequency. Note that summation over phonon
branches is implied without an explicit summation sign
whenever an integration over phonon frequency is performed.

Let us now consider solving this equation in an infinite
domain or a semi-infinite domain with specular boundary
conditions such that the domain can be extended to infinity
by symmetry. This assumption eliminates the consideration of
diffuse boundaries and finite thickness crystals but still leaves
a wide range of problems that can be solved such as multidi-
mensional heat transport in transient grating experiments [29]
and the MOSFET devices [19]. In such a domain, a Fourier
transform can be applied to all spatial coordinates as well as
the time variable, giving

(iη + vgμiξz + vg

√
1 − μ2cosφiξx + vg

√
1 − μ2sinφiξy )̃gω

= − g̃ω

τω

+ Cω

4πτω

�T̃ + Q̃ω

4π
, (5)

where a tilde (∼) over a function indicates the function is
in its Fourier-transform form. Here, we define the temporal
frequency as η and the spatial wave vector in x, y, and z as ξx ,
ξy , and ξz, respectively.

After rearranging Eq. (5), the unknown distribution function
is written as

g̃ω = Cω

4π

�T̃ + Q̃ωτω/Cω

1 + iητω + iμξz	ω + i
√

1 − μ2cosφξx	ω + i
√

1 − μ2sinφξy	ω

. (6)

Plugging Eq. (6) into Eq. (4), an equation for temperature can be obtained:

�T̃

∫ ωm

0

Cω

τω

dω = 1

4π

∫ ωm

0

∫ 2π

0

∫ 1

−1

Cω

τω

�T̃ + Q̃ωτω/Cω

1 + iητω + iμ	ωξz + i
√

1 − μ2cosφξx	ω + i
√

1 − μ2sinφξy	ω

dμdφdω. (7)

The angle integrals on the right-hand side of Eq. (7) can in fact
be analytically evaluated using the identities 2.558-4 and 2.261
in Ref. [30]. Therefore, a simple closed form of temperature
in Fourier space can be obtained:

�T̃ (η,ξx,ξy,ξz) =
∫ ωm

0
Q̃ω

	ωξ
tan−1

(
	ωξ

1+iητω

)
dω∫ ωm

0
Cω

τω

[
1 − 1

	ωξ
tan−1

(
	ωξ

1+iητω

)]
dω

, (8)

where ξ =
√

ξ 2
x + ξ 2

y + ξ 2
z . Note that if the spectral volumetric

heat generation Qω is a Dirac-delta function in time and space,
Eq. (8) becomes the impulse temperature response or the
Green’s function of the frequency-dependent BTE. Once �T̃

is determined, g̃ω can be obtained by Eq. (6). The spectral heat
flux is calculated as q̃ω = ∫

g̃ωvgd
, thus closing the problem.
Solutions to each of these quantities in the real-space solution
can be easily obtained by inverse Fourier transform.

This solution has exactly the same form as a solution
we reported earlier for one spatial dimension except that ξ

replaces ξx in the 1D solution [31]. At first glance, the fact
that an exact analytical solution to the multidimensional BTE
exists, and that it is of exactly the same form as the 1D
solution, may seem surprising given the complexity of the
integrals in Eq. (7). However, on further reflection this result
should be expected because the multidimensional solution
must be isotropic, as the original BTE was assumed isotropic,
and the multidimensional solution must be reduced to the
1D solution in the appropriate limit. The similarity between
the multidimensional and 1D solutions is thus a natural
consequence of these two requirements.

For crystals that are not isotropic, Eq. (8) can be easily
generalized to include ab initio data using the work of
Vermeersch et al. [32], which has been extended to highly
anisotropic solids by Minnich [33]. Note that these prior
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works only considered one spatial dimension. By replacing
the phonon frequency integral with summation over the phase
space, temperature in Fourier space is given by

�T̃ (η,ξx,ξy,ξz) =
∑

k Q̃kγ
−1
k∑

k Ckτ
−1
k

(
1 − γ −1

k

) , (9)

where k = (kx,ky,kz) is the phonon wave vector, γk = 1 +
iητk + iξx	xk + iξy	yk + iξz	zk, and 	ik = vikτk is the
component of the MFP along the ith direction. Ck and Q̃k
are the mode specific heat and heat generation, respectively.
In this way, full phonon dispersions obtained from ab initio
calculations can be directly applied to account for potential
crystal anisotropies. This solution is valid for transient trans-
port occurring in all three spatial dimensions.

We next confirm that our solution reduces to the Green’s
function of the diffusive and ballistic regimes. As previously
reported in our earlier 1D solution, these regimes can be
specified by the two nondimensional parameters, the Knud-
sen number Knω = ξ	ω and transient number �ω = ητω in
Eq. (8). In the diffusive limit, length and time scales are much
larger than the phonon MFPs and relaxation times, respec-
tively, corresponding to Knω � 1 and �ω � 1. Examining
Eq. (8) under this limit, we find that in Eq. (8)

1

	ωξ
tan−1

(
	ωξ

1 + iητω

)
∼ 1 − iητω + 1

3
	2

ωξ 2 (10)

and the solution reduces to the Fourier solution, given by

�T̃f ≈ Q̃0

iηC + ξ 2k
, (11)

where Q̃0 = ∫ ωm

0 Q̃ωdω. In the ballistic regime, lengths and
times are much smaller than MFPs and relaxation times, or
Knω � 1 and �ω � 1. The BTE thus becomes

∂gω

∂t
+ vg · ∇gω = 0, (12)

the solution of which is the same as Eq. (8) under the limit of
τω → ∞, given by

�T̃b ≈ 1∫ ωm

0
Cω

τω
dω

∫ ωm

0

Q̃ω

	ωξ
tan−1

(
vωξ

iη

)
dω. (13)

Between these two limits is the quasiballistic regime for which
we must use the full expression given by Eq. (8).

III. ADVANTAGES OF THE METHOD

The BTE has long been a formidable equation due to its
high dimensionality and the efficient solution of this equation
has been a long-standing challenge in the thermal sciences.
Prior solution approaches in the thermal science literature are
either extremely simplified or solely numerical and usually
computationally expensive. Independent of any numerical
considerations, this identification of an analytical solution to
BTE that enables physical insight to be obtained just from
examining the form of the equation is a useful advance.

Further, the computational effort to obtain a solution for a
specific problem is dramatically reduced as compared to that
of discrete ordinates which has been typically used in the past.
For example, the typical computational time for a problem

with a heat impulse in a semi-infinite substrate using discrete
ordinates [24] is on the order of 5 h while our approach takes
less than 5 s, a speedup exceeding three orders of magnitude.
Furthermore, our result is valid for transient heat conduction in
all three dimensions, a situation that has rarely been considered
even numerically as the memory requirements for discrete
ordinates in multiple dimensions are prohibitively large.

IV. APPLICATIONS

We now demonstrate the utility of our solution by solving
three multidimensional problems for which the only previous
solution methods were computationally expensive numerical
approaches. We perform our calculations for crystalline
silicon using the density functional theory (DFT) dispersion
and lifetimes calculated by J. Carrete and N. Mingo using
ShengBTE [34,35] and Phonopy [36] from interatomic force
constants obtained with VASP [37–40]. The details about
converting the ab initio calculations to isotropic dispersion
can be found in the Appendix.

A. Transient transport

The first case we consider here is the transient temperature
decay of an infinite silicon crystal subject to a heat impulse with
a Gaussian spatial profile. The spectral volume heat generation
is given by

Qω(x,y,z,t) = �T (0)
Cω

τω

e
−π

x2+y2+z2

R2 δ(t), (14)

where R is the radius of the Gaussian profile as illustrated in
the inset of Fig. 1(a). To simplify the analytical expressions, we
choose the amplitude of spectral distribution of heat generation
to be �T (0)Cω

τω
corresponding to a thermal distribution. Note

that this input quantity can be varied according to the different
circumstances.

After transforming Eq. (14) into Fourier space and inserting
into Eq. (8), we obtain the temperature profile in Fourier space,
given by

�T̃ (η,ξx,ξy,ξz)

= �T (0)R3e− R2ξ2

4π

∫ ωm

0 Q̃ω
1

	ωξ
tan−1

(
	ωξ

1+iητω

)
dω∫ ωm

0
Cω

τω

[
1 − 1

	ωξ
tan−1

(
	ωξ

1+iητω

)]
dω

.

(15)

Now, we examine how temperature decays with time at
the origin. We note that to obtain this quantity it is not
necessary to inverse Fourier transform the three spatial wave
vectors. Instead, we evaluate the Fourier transform only at
x = y = z = 0 by integrating Eq. (8) over all wave vectors as

�T̃ (η,r = 0) = 1

(2π )3

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
×�T̃ (η,ξx,ξy,ξz)dξxdξydξz. (16)

In this way, only one inverse Fourier transform over the
frequency variable is required to obtain the temperature decay.

The resulting transient temperature decay curves are plotted
in Fig. 1. In the diffusive limit where the heat generation
region is big enough such that Knω � 1 and �ω � 1, the BTE
solution recovers the Fourier’s law solution as in Fig. 1(a).
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Diffusive limit
T = 300 K,

  R = 100 µm

Quasiballistic regime    
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Ballistic limit  
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FIG. 1. (Color online) Temperature decay curves �T (t) at the origin for an infinite silicon sample subject to an impulsive volumetric heat
generation with Gaussian spatial profile at the origin in the (a) diffusive limit, (b) quasiballistic regime, and (c) ballistic limit. The BTE, Fourier,
and ballistic conduction solutions are given by the solid lines, dashed lines, and dash-dotted line, respectively. Inset in (a): 2D schematic of the
domain. R is the Gaussian radius.

As the Gaussian radius R decreases and MFPs become
comparable or greater than R, we observe a deviation of the
BTE solution from Fourier’s law due to quasiballistic transport,
as shown in Fig. 1(b). We note that the actual temperature rise
is larger than the Fourier law prediction, consistent with a prior
result by Chen [17]. The ballistic limit is plotted in Fig. 1(c),
demonstrating that the calculated temperature decay agrees
with the ballistic solution of the BTE given by Eq. (13).

B. Quasisteady line heating

The second case we consider is a line heater on a semi-
infinite silicon substrate as illustrated in the inset of Fig. 2(a),
where x is the in-plane direction and z is the cross-plane
direction. The surface of the sample is subject to a periodic line
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FIG. 2. (Color online) Amplitudes of the temperature decay
curves |�T | for a planar semi-infinite silicon sample subject to a
periodic line heater at the surface. (a) and (b) are in the diffusive
regime while (c) and (d) are in the quasiballistic regime. The BTE and
Fourier solutions are given by the solid and dashed lines, respectively.
Inset in (a): 2D schematic of the geometry. Phonons incident on the
plane at z = 0 are specularly reflected. The width of line heater is L

with an exponential decay with penetration depth δ in the cross-plane
direction, and η is the temporal frequency.

heating with width L in the x direction, exponential decay with
penetration depth δ in the z direction, and temporal frequency
η. Qualitatively, this geometry corresponds to the geometry
for the three-ω method, a common method used to measure
thermal properties [41]. We assume that phonons at z = 0
are specularly reflected, leading to the adiabatic boundary
condition gω(z = 0,x,t,μ) = gω(z = 0,x,t, − μ). Therefore,
by symmetry we can extend the domain to the negative z plane
and apply our solution.

The spectral volumetric heat generation in this case is
expressed as

Qω(x,z,t) = �T (0)
Cω

τω

eiηt e−|z|/δ

×
[
H

(
x + L

2

)
− H

(
x − L

2

)]
, (17)

where H is the Heaviside step function. The same procedure
as in the first case is carried out to obtain the temperature in
Fourier space, which is given by

�T̃ (η,ξx,ξy,ξz) = �T (0)
2δ

1 + δ2ξ 2
z

Lsinc

(
ξxL

2

)

×
∫ ωm

0 Q̃ω
1

	ωξ
tan−1

(
	ωξ

1+iητω

)
dω∫ ωm

0
Cω

τω

[
1 − 1

	ωξ
tan−1

(
	ωξ

1+iητω

)]
dω

.

(18)

Since the heating is periodic in time, the temperature profile is
quasistationary. We obtain the centerline temperature [T (x =
0,z)] by integrating Eq. (18) over all ξx and the surface
temperature [T (x,z = 0)] by integrating Eq. (18) over all ξz.

The centerline temperature amplitudes are shown in
Figs. 2(a) and 2(c), and the surface temperature amplitudes
are shown in Figs. 2(b) and 2(d). Again, in the diffusive limit,
the BTE solutions agree with the Fourier solutions when the
heating length is much larger than the phonon MFPs such
that Knω � 1 and �ω � 1. The phonon transport becomes
quasiballistic when the MFPs are comparable to or greater
than the characteristic length scales, in which case the BTE
solutions no longer agree with the Fourier law solutions.
We again observe that the BTE solution predicts a higher
temperature rise than Fourier’s law in the quasiballistic case
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(b)(a) (c)

FIG. 3. (Color online) (a) A planar domain located in the first quadrant subject to a Gaussian volumetric heat generation displaced away
from the origin. The heating profile is uniform in the cross-plane direction. The radius of the Gaussian profile is R and the distance from the
center of the heat to the x/z axis is L. The problem is treated using the method of images in which the specular boundaries at z = 0 and x = 0
are replaced with three identical heating sources located at the mirror locations across each symmetry plane. The amplitude of 2D temperature
field |�T (x,z)| is given by (b) the BTE and (c) Fourier’s law in the quasiballistic regime with L = 10 μm and R = 1 μm.

due to a lack of scattering local to the heater. This observation
demonstrates that the three-ω method must be used with
caution when the heater linewidth is comparable to phonon
MFPs as interpreting the data with Fourier’s law will lead to
an incorrect thermal conductivity value.

C. The method of images

The last case we consider here is a steady displaced
planar Gaussian heating source next to an adiabatic specularly
reflecting corner as illustrated in Fig. 3(a). While this geometry
is complex, the problem can be effectively solved using the
method of images as in elementary electrostatics [42]. To
implement the method of images, we replace the specular
boundaries with three identical heating sources located at the
mirror locations across each symmetry plane. By symmetry
and uniqueness of the solution for the linear BTE, this solution
is equal to that of the original problem. The method of images
is a general technique that can be easily applied to even more
complex geometries than that considered here.

The spectral volumetric heat generation for the original and
mirror heaters can be expressed as

Qω(x,z,t) = �T (0)
Cω

τω

[f (x,z) + f (−x,−z)

+ f (x,−z) + f (−x,z)], (19)

where f (x,z) = e
−π

(x−L)2+(z−L)2

R2 , L is the displaced distance
from the center of the heat to the z/x axis, and R is the radius
of the Gaussian profile.

Figures 3(b) and 3(c) give the amplitude of the temperature
field when the heater is placed 10 μm away from both x and
z axes based on the BTE and Fourier’s law, respectively. At
the given Gaussian radius (R = 1 μm), the phonon transport is
quasiballistic. The peak amplitude of temperature predicted by
the BTE is higher than that of Fourier’s law. Also, due to a lack
of scattering events local to the heater, heat is trapped around
the heating source while it diffuses away from the heater by
Fourier’s prediction. In the past, the only method to solve this
problem was purely numerical. Using our solution, we can
write the exact solution in Fourier space, and we can obtain

the real space solution including frequency-dependent phonon
properties in under 1 min on a typical desktop computer.

D. Other applications

Besides the three cases we consider above, there are many
other geometries in real applications that can be treated as
an infinite or semi-infinite domain. One example is multidi-
mensional transient thermal grating experiments [29], which
includes a sinusoidal heating profile in the in-plane direction
and an exponential heating decay in the cross-plane direction
for a semi-infinite solid. Another example is heat generation
and transport in the MOSFET devices, which is similar to the
second case studied above and has been previously computed
using the expensive finite-difference method [19]. Moreover,
our Green’s-function approach can be also applied to much
more complicated geometries as studied in the third case using
the method of images, which further extends the scope of the
applications of this method.

V. SUMMARY

We have presented a new analytical Green’s function of
the multidimensional frequency-dependent BTE and demon-
strated its capability to efficiently solve a wide range of
problems that were previously intractable except using ex-
pensive numerical approaches. Our solution is valid from the
diffusive to ballistic regimes, rigorously includes frequency
dependence, and can be applied to a wide range of geometries
in three spatial dimensions. Our work will lead to a better
understanding of phonon heat conduction over the full range
of transport regimes.
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APPENDIX: ISOTROPIC DISPERSION

We reduce computational cost by taking advantage of the
cubic symmetry of Si and computing an isotropic equiv-
alent dispersion in phonon frequency ω space. To obtain
this dispersion, we start with the full dispersion in three-
dimensional wave-vector k space calculated by J. Carrete
and N. Mingo using ShengBTE [34,35] and Phonopy [36]
from interatomic force constants obtained with VASP [37–40].
Phonon frequencies ωk, group velocities vk, and relaxation
times τk for the three acoustic and three optical branches are
functions of wave vector k = (kx,ky,kz). We discretize the
phonon frequency between its minimum and maximum values
into 101 bins with equal weight �ω. For each polarization, the
density of states for a given frequency bin ωi is obtained by
counting the number of modes N that fall into that bin, given by

D(ωi) = N

V �ω
, (A1)

where V is the volume of the first Brillouin zone, calculated
from the maximum wave vectors given by the data.

We obtain average group velocities using v2
avg(ωi) =

〈v2(ωi)〉, or the average of the square of group velocity
for phonons in a specific frequency bin. In addition, we
can compute the average of the square of the speed in
a particular direction, i.e., v2

x(ωi) = 〈v2
kx

(ωi)〉. We find that
v2

x(ωi) = v2
y(ωi) = v2

z (ωi) = 1
3v2

avg(ωi), which confirms that
the dispersion of Si is isotropic on average.
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FIG. 4. (Color online) Cumulative thermal conductivity as a
function of phonon mean free path (MFP) for silicon at 300 K
calculated by the isotropic equivalent dispersion (solid line) and the
original DFT data (circles). The isotropic dispersion matches well
with the ab initio calculations as expected for a cubic crystal.

To obtain the average relaxation time, we compute
〈τ (ωi)v2(ωi)〉/v2

avg(ωi). This particular averaging is chosen to
maintain the spectral thermal conductivity distribution of the
full dispersion.

The final bulk thermal conductivity for this isotropic
equivalent dispersion of silicon at 300 K is 167.0 W/m K,
very close to the original value of 166.7 W/m K, and the
cumulative thermal conductivity spectra are nearly identical,
as shown in Fig. 4.
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