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Abstract—Wideband fifth generation (5G) systems utilizing high 

carrier frequency and multiple-input multiple-output (MIMO) 

raise major challenges for the system design. Wave propagation 

and practical hardware tradeoffs at higher frequency ranges 

provide new boundary conditions for the implementation. This 

paper addresses system performance boundaries and the analysis 

method towards multibeam communications at mmW. We 

combine analysis from antennas and propagation to the RF 

transceiver specifications and beamforming requirements. 

Realistic propagation model and antenna implementation is used 

to generate beam-specific path gains and provide a wide variety of 

user scenarios. Using this approach, system level 

interdependencies and RF performance boundaries can be 

verified with different antenna configurations in various 

propagation environments. As an example, we present MIMO link 

budget analysis targeting 10 Gbits/s for multiple devices in the 

office scenario at 27 GHz.  

 
Index Terms—Antenna system, behavioral modelling, 

propagation, system analysis, performance analysis, RF, 

transceiver. 

I. INTRODUCTION 

XTENSIVE utilization of multiple-input multiple-output 

(MIMO) [1],[2] is one of the fundamentals in the operation 

of the fifth generation (5G) communications. Recent years have 

shown a significant growth of user’s need for data rate in 
cellular communications and the demands seem to only escalate 

[3]. Several companies have shared the outlook of peak data 

rates lying in the range of ten Gbits/s with the targeted cell edge 

rates not lower than a Gbit/s [4],[5]. To achieve the rate 

requirements, system bandwidth needs to be widened and 

several spatially multiplexed data streams (SMDSs) are 

required even for individual users. In addition to the selections 

in World Radio Communication conference (WRC)-15 [6], 

academic research and industrial companies have indicated 

growing consensus that millimeter wave (mmW) region will 

play a central role in 5G [7]-[9]. Increasing the center frequency 

decreases the antenna aperture, which is the reason why the 

antenna directivity needs to be utilized, e.g., to achieve 

reasonable link range. 
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Utilizing MIMO at mmW will inevitably set major 

constraints for a realistic 5G radio frequency (RF) 

implementation in terms of form factors and system bandwidth. 

The beam-centric propagation environment is reforming the 

antenna design and one needs to be adaptive for providing gain 

to several directions simultaneously. Although a base station 

(BS) can be designed for a specific scenario, a mobile terminal 

(MT) needs to be adaptive for various propagation 

environments. In the open literature, arrays have been most 

popular approach to provide antenna gain for 5G configurations 

[10]-[12]. However, it is evident that arrays for MTs are 

strongly limited because of mechanical restrictions. In addition, 

transceivers must be integrated close to antennas to avoid 

notable wiring losses and to achieve a compact form factor. 

Furthermore, the production of high output power from solid-

state circuits with decent linearity, efficiency, and area is 

complicated in mmWs. Practical solutions are leading to highly 

integrated modules where RF transceiver with electrical beam 

control is implemented using RF integrated circuit (RFIC) and 

connected to antenna using minimum possible wiring to avoid 

losses [13],[14].  

The antenna size will be reduced along the wavelength and 

the size of an element in arrays will be first comparable and 

eventually smaller than RF electronics when approaching to 

mmWs. For instance, the size of a power amplifier (PA) should 

match to the antenna dimensions in a reasonable manner, which 

has a direct impact on the maximum power delivery of one 

element. Since 5G will require significantly more DSP power 

due to very high data rates, careful antenna, RF and DSP co-

optimization is required for power efficient solutions. In the RF 

system design and optimization, physically inconsistent 

assumptions would be observed as smaller user-experienced 

data rates and ranges than envisioned. From that perspective, 

antennas and propagation are essential factors on providing 

realistic RF system requirements. Cellular radio requirements 

for mmW MIMO systems are still open although discussions on 

the fundamental factors are on-going in several forums 

including the 3rd Generation Partnership Project (3GPP) [15]. 

The focus of this paper is to present methods for defining RF 

and antenna requirements and performance boundaries together 

with realistic propagation environment. Key contributions are: 

(1) abtracted means to combine signal processing requirements, 

RF transceiver performance boundaries, antennas and radio 

channel to the same model, and (2) estimate and categorize 

different propagation paths (as independent beams or MIMO 
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channels) for defining link budget in multi-beam scenario. 

The paper is structured as follows. In Chapter II, we describe 

the system model and system level targets for the link-budget. 

Chapter III describes the transceiver models. In Chapter IV, we 

describe used antenna model and channel model. Mapping of 

signal-to-noise ratio (SNR) requirements to RF implementation 

and multi-stream link budget is presented in Chapter V. 

Chapters VI and VII presents the discussion and conclusion.  

II. COMMUNICATION SYSTEM MODEL DESCRIPTION 

A. Overview of Link-level Model 

For mmW MIMO system requirement analysis, each part of the 

communication system must be included using appropriate 

abstraction in system model for achiving realistic performance 

results. An overview of the required blocks are given in Fig. 1. 

Waveform parameters given in Section II-B are needed for 

estimating digital system performance and RF waveform. RF 

implementation models represent the impacts of typical RF 

nonidealities (such as phase noise, I/Q (in-phase / quadrature 

phase ) imbalance, asymmetry between in a reciprocal link 

etc.). The TX model includes error vector magnitude (EVM) 

specifications for a digital front-end (DFE), RF modulator, 

power amplifier (PA) and RF filter. The RX model consist of 

noise figure (NF) and peak SNR limitations dominated by non-

noise RF nonidealities. Details of the transmitter (TX) and 

receiver (RX) models are explained in Chapter III. Throughout 

the paper, the relation between EVM (as a factor) and SNR (dB) 

can be simply written as SNR = 20 log10( 1EVM).                             (1) 

Wave propagation and array models presented in Chapter V are 

needed to indicate available path directions to utilize 

beamforming (BF), and dictate beam-specific path gains for 

each SMDS.  

B. Waveform and Modulation Scheme 

We consider time-division duplex (TDD) system with 

orthogonal frequency-division multiplexing (OFDM) 

waveform. System level parameters and assumptions are 

collected in Table I. The achievable data rate, RMax, which can 

be scaled to system bandwidth and modulation scheme as [16] 𝑅Max = 𝑟(𝑁FFT−𝑁ACI) log2(𝑀Mod)𝑡OFDM                     (2) 

where 𝑟 denotes coding rate, NFFT is the size of Fast Fourier 

Transform (FFT), NACI is the number of guard band subcarriers 

for mitigating the adjacent channel interference (ACI), MMod is 

the modulation order and tOFDM is the symbol duration including  

TABLE I 

COMMUNICATION SYSTEM MODEL PARAMETERS AND ASSUMPTIONS 

System TDD OFDM 

Waveform OFDM 

Link adaptation 
BPSK, QPSK, 16QAM,  

64QAM, 256QAM 

System bandwidth: B 1000 MHz at 27 GHz 

FFT size: NFFT 8192 

Occupied sub-carriers 7500 

Guard band subcarriers: : NACI 692 

Sub-carrier spacing 120 kHz 

OFDM symbol duration: tOFDM 8.83 μs 

Modulation order: MMod 2, 4, 16, 64, 256 

Protocol efficiency 90 % 

Bandwidth efficiency 90 % 

Coding rate: r 1/3, 1/2, 2/3, 3/4, 5/6, 7/8, 1 

Channel state information 
Available in each radio in the 

communication system 

Mobility < 3 km/h, ignored 

 
TABLE II 

ACHIEVABLE DATA RATE W/O IMPACT OF CODING 

Number of 

SMDSs 

Maximum theoretical data rate [Gbit/s] 

BPSK QPSK 16QAM 64QAM 256QAM 

1 0.76 1.53 3.06 4.59 6.11 

2 1.53 3.06 6.11 9.17 12.23 

3 2.28 4.59 9.18 13.78 18.33 

4 3.04 6.12 12.24 18.36 24.44 

 
TABLE III 

MINIMUM SNR REQUIREMENTS FOR GIVEN MODULATION SCHEME 

coding 

rate r 

𝑆𝑁𝑅𝑚𝑖𝑛 

BPSK QPSK 16QAM 64QAM 256QAM 

1/3 2.2 5.2 12.7 19.2 25.2 

1/2 4.0 7.0 14.5 21.0 27.0 

2/3 5.2 8.2 15.7 22.2 28.3 

3/4 5.8 8.8 16.3 22.8 28.8 

5/6 6.4 9.2 16.7 23.2 29.2 

7/8 6.4 9.4 16.9 23.4 29.4 

1 7.0 10.0 17.5 24.0 30.0 

 

cyclic prefix. Bandwidth efficiency for the data rate is 

equivalent to the long term evolution (LTE) specifications. 

Maximum theoretical data rates for different modulation 

schemes without coding is given in Table II. The maximum rate 

for single stream requires 256QAM which is extremely 

challenging to achieve with realistic receiver RX and TX non-

idealities in practice. On the contrary, more than 10 Gbit/s can 

be achieved with lower order modulations. 

C. SNR requirements for Extreme Data Rates 

When increasing the modulation order, the required SNR also 

increases. Moreover, closer the symbols are to each other in the 

constellation, the higher SNR is required for achieving decent 

bit error rate in the RX. Increasing the coding rate decreases the 

SNR requirement, but it also decreases the maximum data rate. 

Fig.  1. Communication system model. 
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Hence, coding enables optimization of the data rate for a certain 

SNR, like Shannon-Hartley theorem predicts. The required 

SNR for given modulation is usually formed by setting 

requirement for symbol error rate (SER) to be around 10−3. By 

using the well-known Q-function, the minimum SNR 

requirement, 𝑆𝑁𝑅𝑚𝑖𝑛, for each modulation and coding rate in the 

reception can be observed from Table III. When specifying the 

transceiver, this SNR should be a combined result from both 

RX and TX, including all RF nonidealities, antennas and radio 

channel, explained in the following chapters. 

III. RF TRANSCEIVER MODELS AND LINK ADAPTATION 

RF transceiver performance is limited by a set of different 

parameters and dominant factors, which vary along the 

operation range as a function of power. The power dependence 

of SNR or EVM must be considered in sufficient detail once 

building the abstraction or tuning model for specific 

implementation or boundary conditions in mind. Model should 

be more complex than white noise only in the RX and fixed TX 

EVM. Such models are valid only at very limited input/output 

power regimes or link ranges. The models for TX and RX 

include also non-linear behavior, especially if SNR is calculated 

as a combination of different nonidealities at each power level 

at a time. 

Used models contain nonidealities (noise and distortion) that 

have different dependence on the actual signal: (i) signal 

independent, i.e., absolute power (like white noise), (ii) linearly 

signal dependent (like I/Q imbalance) and (iii) non-linearly 

signal dependent (like distortion in power amplifiers). 

Abstracted modelling can be based on the fact that relatively 

small errors will be done in most cases if all of these non-

idealities are summed together as root-mean-square (RMS) -

powers rather than using fully accurate amplitude and phase 

response of each element. In a practical design, nonidealities 

very rarely sum coherently and there are input/output power 

regions where only one or two of these components are 

dominant at a time. 

A. TX SNR Model 

The TX model is composed of three abstracted elements as 

given in Table IV. The digital part including the digital-to-

analog converter (DAC) is modelled with the constant EVM 

(signal independent) as signals are scaled to the optimal level at 

the DAC output. For downlink (DL), 1% digital EVM is 

budgeted. That corresponds to SNR of 40 dB resulting around 

8 to 9 bits minimum resolution for DAC which has two extra 

bits reserved for the crest factor of the signal to avoid additional 

clipping in the interface. Digital resolution (i.e. word length) in 

DSP can be significantly better and therefore not fundamentally 

limiting the performance. The RF modulator consists of all 

analog/RF functionality of the TX except actual PA, RF 

filtering, and switches (RF front-end, RFFE) required before 

the antenna. Based on a recent example in [19], even an EVM 

of 0.5% would be possible for a BS TX. Correspondingly, 

somewhat lower EVM of ~1% has been reported for an IC 

targeted for mobile applications [20]. These numbers represent 

measured combination of all nonidealities coming from IC so- 

TABLE IV 

TRANSMITTER EVM IN DL & UL IN COMMUNICATION MODEL 

 

Transmitter blocks 

Digital 

(incl. DAC) 

RF modulator 

(RFIC) 

PA + RF filter 

(RFFE) (* 

DL (BS): EVM @ 

[30 dBm] Pout [%] 
1.0 0.75 2.0 

Casc. EVM [%] 1.0 1.25 2.36 

UL (UE): EVM @ 

[2 dBm] Pout [%] 
1.5 1.0 5.5 

Casc. EVM [%] 1.5 1.8 5.8 

*) Maximum requirement for the highest modulation 

 

lution, and are typically dominated by phase noise of the local 

oscillator and I/Q imbalance (caused by internal amplitude and 

phase errors) even if calibrated. Both are linearly dependent on 

the output power resulting to constant EVM over the power 

range. It is expected that this performance could be achieved 

also at mmW regime although that will be very challenging. If 

that appear not to be viable that will result in lower data rates 

due to the additional coding required.  

In practice, TX SNR model is also nonlinear and with proper 

transceiver design, non-linearity is dominated strongly by the 

PA behavior. In Table IV, the PA behavior is presented for 

fixed output power level of 30 dBm. The EVM degradation to 

large signal non-linearity requires a PA device specific model 

as a function of power. The commercial mmW PA [21] data 

was extracted from the data-sheet and simulated in AWR 

simulator using a 256-QAM modulated OFDM signal. RFFE 

EVM contains also some contribution from non-linear behavior 

of RF switches and filters although they have typically much 

better linearity than the PA itself. The RF filter and other losses 

of 3 dB are subtracted from output power and embedded to each 

PA in DL to correspond the implementation aspects between 

PA and antenna. The used model for RFFE as a function of 

average output power is shown in Fig. 2 with red line. In UL, 

we scaled the same output power dependent behavior to the 28-

GHz PA in [22], which is a good approximation of a potential 

solution for 5G MT with state-of-the-art performance. Signal 

loss of 4 dB between MT PA and antenna is assumed.  

Finally, digital, RF modulator, and RFFE performances can 

be calculated together simply by 

 EVMTOT = √(EVMDIG2 + EVMRFM2 + EVMRFFE2  (PTX))    (3) 

 

where EVMDIG, EVMRFM and EVMRFFE present EVM’s of 
digital, RF modulator and RFFE (incl. PA), respectively. The 

combined models for DL presented as SNRs (dB) according to 

(1) are presented in Fig. 2. As PA EVM is the only term that 

has output power dependency, it dominates at high power levels 

while other EVM terms set floor for the best possible EVM of 

the TX.  

B. RX SNR Models 

In the RX model, the SNR dependence on signal power must 

be modelled differently than in TX. At low signal levels, noise 

is the dominant component and the SNR increases linearly as a 

function of input power. At high power levels, signal dependent 

nonidealities such as phase noise and I/Q imbalance sets an up 
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Fig. 2. BS TX EVM (SNR) model as a function of PA average output power. 

 

per boundary for SNR. The latter is dominant constraint for 

high-order modulations and must be included to models 

targeting for the peak data rates. Finally, also RX behavior gets 

non-linear as a function of input power due to the compression. 

However, RX nonlinearity is ignored here because RX can be 

made linear enough for the whole signal range using automatic 

gain control (AGC). Noise dependent terms for RX SNR can be 

written as 𝑆𝑁𝑅n(dB) = 𝑃𝑅𝑋(dBm) ] − (10 log10(𝑘𝑇0𝐵) + 𝑁𝐹)    (4) 

where PRX is the received power in dBm, k is the Boltzmann’s 
constant, T0 is the nominal temperature (typically 290K), B is 

the system bandwidth and NF is the cascaded NF of the whole 

receiver in dB. 

At the RX, signal dependent nonidealities are basically 

similar as in TX but somewhat lower performance is expected 

because calibration in the RX is a more complex procedure to 

execute. Parameters for the RX are presented in Table V. 

Although the model contains several parameters related to ADC 

requirements, with the appropriate gain of the RX, including 

signal level dependent gain control, the ADC won’t have 
significant impact to the total SNR. In modern wireless systems, 

this is the common way to design a RX partition. Thus, we can 

write SNR for RX referred to antenna input as 𝑆𝑁𝑅𝑅𝑋 = 11𝑆𝑁𝑅𝑛+ 1𝑆𝑁𝑅𝑀𝑎𝑥                         (5) 

where SNRMax describes the signal dependent nonidealities and 

SNRn is coming from the white noise according to (4). Effects 

of quantization noise, thermal noise and other nonidealities are 

presented in Fig. 3. Minor contributions of the ADC 

quantization noise are shown as dashed line. 

The small difference between DL and UL behavior in NF has 

been included to the model as NFRX, DL = 10 dB and NFRX, UL = 

8 dB. These numbers include both the internal losses between 

antenna and RX as well as the thermal noise from the RX itself. 

As discussed before, the ADC and DSP needs to be specified 

such that the impact to SNR is negligible. Model described here 

is only for the in-band operation. More complex models can be 

developed in similar fashion for out-of-channel interferers 

when work is extended to RF interference modelling. 

 

Fig. 3. SNR model of the MT RX. 

TABLE V 

RECEIVER MODEL PARAMETERS IN COMMUNICATION MODEL 

System bandwidth: BW 1 GHz 

NF (DL, UL): NFDL, NFUL 10, 8 dB 

Maximum RF SNR: SNRMax 34 dB 

ADC peak-to-peak voltage: ADCVpp 2 V 

ADC peak-to-peak voltage RMS  in dB: ADCVpp,dB 10 dB 

ADC backoff: ADCBO -10 dB 

ADC bits 10 bits 

ADC resolution: ADCRes. 62 dB 

Receiver maximum gain: AV,Max 60 dB 

C. Distributing SNR between TX and RX for the link 

EVM characterization typically used when characterizing a PA 

also considers phase responses. However, it is practically too 

complex to find exact phase relations of all elements in the 

system. Fortunately, phase responses are very rarely correlated 

in a large system with large number of non-ideal terms. 

Therefore a RMS error model is accurate enough for this 

purpose. 

The total SNR of each link, composed of respective SNR/EVM 

analysis of TX and RX individually can be given as 𝑆𝑁𝑅𝐿𝑖𝑛𝑘 = 11𝑆𝑁𝑅𝑇𝑋(𝑃𝑇𝑋)+ 1𝑆𝑁𝑅𝑅𝑋(𝑃𝑅𝑋)                      (6) 

where 𝑆𝑁𝑅𝑇𝑋(𝑃𝑇𝑋) is the SNR at the TX output as a function 

of TX power and 𝑆𝑁𝑅𝑅𝑋(𝑃𝑅𝑋) is the SNR at the RX ADC 

output as a function of RX power at the antenna connector. 

Received power, which is dependent on TX power can be 

simply calculated as 𝑃𝑅𝑋(dB) = 𝑃𝑇𝑋(dB)  − 𝐿𝑝𝑎𝑡ℎ(dB)                      (7) 

where 𝐿𝑝𝑎𝑡ℎ  is the loss of the radio channel including array and 

antenna gains) and 𝑃𝑅𝑋  and 𝑃𝑇𝑋 are the RX and TX powers, 

respectively. Internal partition of RF transceiver is an art of it’s 
own but is based on Friis’ formula for noise and combination of 
other key nonidealities described in detail for example in [17].  

To distribute the SNR requirements between the TX and RX, 

we adopt the LTE BS specifications to create the initial TX 

EVM requirements (from BPSK to 256QAM). Since the LTE 

EVM specifications supports only the coded 256QAM (with the 

EVM of 3.5 %), we were required to tighten the EVM 

specification of the highest modulation (the uncoded 256QAM) 

to the EVM of 2.4 % in order to deliver the highest data rate 

though the link. Fixed EVM requirements for each modulation  
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TABLE VI 

TRANSMITTER EVM REQUIREMENTS FOR UNCODED MODULATION SCHEMES 

 
Modulation 

BPSK QPSK 16QAM 64QAM 256QAM 

EVM TX [%] 17.5 17.5 12.5 5.0 2.4 

 

scheme (independent of coding rate) are given in Table VI. The   

benefit of coding is exploited in the RX sensitivity & SNR 

requirements as a function of power as shown in Fig. 4.  

Using the TX and RX models, we can describe the TX 

maximum and RX minimum power levels as a function of data 

rate, depicted in Fig. 5. The distance between the TX and RX 

power level pairs dictate the maximum link loss. Although all 

the modulation points can be utilized in DL, the RF 

implementation prevents the 256QAM in UL. The maximum 

link loss for the highest rate in DL is 51.0 dB (see Fig. 5) 

without any array gain. As an example, assuming 32 TX and 8 

RX antenna elements may provide the array gain of > 30 dBi 

for the link, resulting in the maximum range of 11 m in line-of-

sight (LOS) conditions at 27 GHz. In that case, the BS and MT 

beam pattern maxima need to point to each other. Otherwise, 

the range is smaller. From that perspective, the array control is 

the key to tolerate the high propagation losses and hence those 

models are considered in the following Sections. If the range is 

shorter than the link margin for the maximum rate, the PA 

power control can be used to reduce output power, and thus both 

lower power consumption and limit co-channel interference. 

The RF modelling approaches are illustrated in [16] to highlight 

the impacts of neglecting RF modelling when estimating range 

vs. data rate. 

 

Fig. 4. The total link SNR requirement is distributed between TX and RX SNR 

models. Modulation points for RX without coding are indicated in the graph. 

 

Fig. 5. The maximum TX and minimum RX power levels are connected with 

the achievable data rates.  

IV. ANTENNAS AND PROPAGATION 

A. Antenna Array Models 

Array pattern is a function of an element structure, excitation, 

phases and geometry. A method of creating array pattern for the 

system analysis is demonstrated in Fig. 6. First, a single-

element antenna is simulated, in Fig. 6 (a), followed by the 

calculation of array factor (AF) [18] in Fig. 6 (b). In Fig. 6 (c), 

the multiplication of the element pattern with the AF is 

depicted. Fig. 6 (d) shows the most interesting cutting planes 

(from the array pattern data that was demonstrated in Fig. 6 (c). 

The element pattern in Fig. 7 (a) was taken from the 

simulations of the widely accepted aperture-coupled structure 

with a patch radiator. The dual-polarized antenna was designed 

in CST software, where the pattern information was exported 

into the Matlab environment. The antenna in Fig. 7 was selected 

as an example, because the feeding structure and the patch that 

are separated from each other enables almost independent 

optimization.  

Unlike in BSs with the flexibility to design even hundreds of 

antenna elements, MTs have notably tighter restrictions for the 

beam shape. The terminal antennas are typically designed as far 

as possible from the device body, on a top/bottom end or on the 

long sides. The implementation complexity emerges from the 

fact that the array with the feeding network will require 

relatively large size, but the sides of MT are potentially full of 

other antennas, connectors and microphones etc., not to 

mention detrimental hand effect. Although it has been common 

to claim that higher frequencies enable packing of a large 

number of antennas, it is expected that any practical array 

implemented in any commercial MT would not include tens of 

elements in the near future. Furthermore, MT beams would not 

be widely directional but may even be a wide beam with just 

few switched modes for the sake of practical implementation. 

As an example, we allocate 32 antennas (in the form of 8×4) 

for BS, while 8 antennas (in the form of 8×1) are employed in 

each MT. 

  
                           (a)                                                           (b) 

Fig. 7. A single-element aperture-coupled patch antenna at 27 GHz. (a) top 

view, and (b) back view. The thickness (z-dir) of configuration is 0.62 mm. 

B. Propagation Scenario and Map-Based Channel Model 

Link budget is always a function of the target scenario, i.e. 

propagation environment. The propagation model for 5G 

system evaluations is needed to be applicable for the wide range 

of environments and network topologies. Because of the 

scalability with the frequency and the applicability for 

environments, we selected to use map-based model [23], 

originally created in METIS project. The model employs 

simplified ray tracing (RT) for resolving the most significant 
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propagation paths from TX to RX by utilizing the theory of the 

dominating propagation phenomena, i.e., direct LOS, 

reflection, diffraction and scattering. The model does not aim 

to be site specific and complex RT tool, but more like a 

compromise between the geometry-based stochastic models 

and RT. The model has been verified already in different 

frequency bands including mmW frequencies [24], [25] and it 

has shown decent modelling accuracy compared to the 

measurements. 

As a reference propagation scenario, indoor office with the 

rectangular layout of 30 m x 16 m was selected. The scenario 

represents possible environment for high data rates targeted for 

5G. Typical user traffic is estimated based on the data in [28] 

(indoor ultra-high broadband access), given in Table VII. The 

deployment scenario is shown in Fig. 8, where the BS (blue) is 

located in the corner of office at the height of 2.0 m. The height 

of MTs vary randomly in the range of 0.5-1.0 m. Simplified 

three-dimensional description of the environment is built by 

modelling 1.2 m high walls with rectangular shapes. Diffraction 

is modelled by geometric theory of diffraction (GTD), 

reflection is modelled as single-bounce specular reflection, and 

direct propagation path via free space propagation with object 

transmission coefficient. The electrical properties of the 

materials correspond a plasterboard.  

The user positions (red) are visualized in Fig. 8. Simulated 

propagation paths over the azimuth and elevation planes are 

shown in Fig. 9. The zero direction is chosen to be towards 

negative x-axis. The spread of the paths in the azimuth domain 

indicate that multi-stream transmission required for extreme 

data rates is possible for specific users if array has enough 

angular resolution, i.e. enough antenna elements.  

TABLE VII 

TYPICAL USER TRAFFIC FOR INDOOR DEPLOYMENT SCENARIO 

Connection density [1/100 m2] 7.5 

Activity factor [%] 30 

Area [m2] 480 

Dimensions [m·m] 30·16 

Number of connections in area 36 

Active connection in area at a time 12 

 

  
Fig. 8. Indoor open-plan office. Users are arranged in the office area of 30·16 

m2 and. Coordinates are defined such that zero direction is in the east and angles 

run clockwise. The location of BS (TX) is indicated by a blue triangle. 

C. MIMO Channel Generation, Beamforming and Spatial 

Multiplexing 

In channel modelling, separation of the propagation channel 

and antennas enables to test the same physical propagation 

paths with various array geometries and elements. The actual 

radio channel between each antenna pair can then be calculated 

based on the given array geometry, polarization, radiation 

properties and the propagation channel [26]. Radio channel 𝐻𝑛𝑟,𝑛𝑡(𝜏𝑚 , 𝑡) between 𝑛𝑟th RX antenna and 𝑛𝑡th TX antenna is 

calculated using (8). In the equation, 𝐹𝜃,𝑅𝑋,𝑛𝑟, 𝐹𝜙,𝑅𝑋,𝑛𝑟, 𝐹𝜃,𝑇𝑋,𝑛𝑡 

and 𝐹𝜙,𝑇𝑋,𝑛𝑡 denotes the radiation patterns of the corresponding 

RX and TX antenna elements in vertical and horizontal 

polarizations, and [𝜃𝑚𝐴 , 𝜙𝑚𝐴 , 𝜃𝑚𝐷 , 𝜙𝑚𝐷 ] denotes the azimuth and 

elevation angles of arrival and departure of the 𝑚th propagation 

path, respectively. Three dimensional (3D) position vectors of 

TX and RX antenna elements are denoted as 𝑑𝑇𝑋,𝑛𝑡  and 𝑑𝑅𝑋,𝑛𝑟, 

and �̂�𝑅𝑋 and �̂�𝑇𝑋are the orthogonal basis vectors of the path 

angles. [𝑎𝑚𝑉𝑉 , 𝑎𝑚𝑉𝐻 , 𝑎𝑚𝐻𝑉 , 𝑎𝑚𝐻𝐻] denotes co-polarization and cross-

polarization components of the channel. 𝜆0 and 𝑣 are the 

wavelength at the center frequency and 𝑣 is the Doppler 

frequency component. Because of static environment, the 

Doppler term is neglected in our analysis.  The geometry is 

chosen such that BS is pointing towards negative x-axis. For 

simplicity, all MTs are rotated towards the BS and the effects 

of random MT orientation is not taken into account. The output 

is a matrix 𝐇 ∈ ℂNr×Nt×ND×M  , where 𝑀 denotes the number of 

time instants, 𝑁𝐷  denotes the number of delays, 𝑁𝑡 denotes the  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig.  6. Beam pattern estimation for system modelling: a single element pattern for a patch antenna at 27 GHz from CST simulations is imported to the Matlab 

system simulation environment in (a), multiplied with 4x8 array factor (AF) shown in (b), in order to provide array radiation pattern in (c) with an ease scalability 

since the AF handles the geometry of an array. In (d), two most interesting cutting planes are visible from the array pattern data represented in (c). 
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Fig. 9. Directions of the simulated multipaths within 50 dB dynamic range from 

the maxima for (a) TX azimuth, (b) TX elevation, (c) RX azimuth and (c) RX 

elevation 

number of TX and 𝑁𝑟 number of RX antennas, respectively.  

The frequency domain channel over the OFDM subcarriers can 

be then generated by discrete Fourier transform (DFT) over the 

delay domain. For spatial MIMO processing, the frequency 

domain is averaged out since per-subcarrier processing is 

considered to be impractical. For the channel matrix 𝐇AVG,M ℂNr×Nt  , we apply the singular value decomposition 

(SVD) to produce the eigenmodes of the MIMO channel. For 

allocating several streams per users, each detectable eigenvalue 𝜆𝑖 is assumed to be handled as independent link (due to the 

orthogonality). One should note that because of the nonlinear 

SNR behavior of TX and RX, and discrete modulation and 

coding scheme, theoretical power allocation methods such as 

water-filling etc. are not practical with linear assumptions.  

An example of the resolved TX and RX MIMO beams in the 

azimuth domain for users 5 and 12 are shown in Fig. 10. The 

beams are scaled with the strengths of the eigenvalues to under 

stand the condition numbers of the matrices, describing the 

dynamics between the eigenvalues. SVD clusters all the 

propagation paths for groups where the beams can be 

practically steered without interference. Hence, the number of 

physical propagation paths and possible MIMO beams with a 

given array configuration are not the same, even though 

eigenbeams always have a physical meaning, i.e. they are al- 

Fig. 10. (a) and (c) show BS SVD-beams while (b) and (d) corresponding MT 

SVD-beams for users 5 and 12, respectively. 

ways composed as a linear combination over several physical 

paths. Eigenbeams are always a combination of TX and RX 

beamformers which both are needed for providing orthogonal 

channel. Furthermore, the overall radio channel depends not 

only on the geometrical properties, but also OFDM parameters, 

i.e. number of subcarriers and their bandwidth. 

V. MULTI-BEAM RF LINK BUDGET AND PERFORMANCE 

EVALUATION 

For achieving data rates close to 10 Gbit/s, several SMDS for 

individual users are needed. In this Section, we combine the 

transceiver models and link adaptation provided in Section III 

together with propagation, antenna, and BF models presented 

in Section IV for creating a link budget for each MIMO-stream.  

A.  Multi-Stream Link Budget 

In the link budget, it is essential to approach the scenario from 

two directions: (i) What we can achieve with current transcei-

ver technology in terms of power and linearity? and (ii) What 

we can achieve with certain link conditions, i.e. in a certain 

radio channel. These two approaches must be combined when 

calculating the actual link budget in terms of powers and SNRs. 

In MIMO, the SNR conditions can be calculated for each beam 

independently, if we assume the beams to be orthogonal. 

Hence, each detectable eigenvalue 𝜆𝑖 represents now one 

independent link, which we can use as −𝐿𝑝𝑎𝑡ℎ (dB) in (7).  

 
(a) (b) 

  
(c) 

     
(d) 

𝐻𝑛𝑟,𝑛𝑡(𝜏𝑚 , 𝑡) = [𝐹𝜃,𝑅𝑋,𝑛𝑟(𝜃𝑚𝐴 , 𝜙𝑚𝐴 )𝐹𝜙,𝑅𝑋,𝑛𝑟(𝜃𝑚𝐴 , 𝜙𝑚𝐴 )]𝑇 [𝑎𝑚𝑉𝑉 𝑎𝑚𝑉𝐻𝑎𝑚𝐻𝑉 𝑎𝑚𝐻𝐻] [𝐹𝜃,𝑇𝑋,𝑛𝑡(𝜃𝑚𝐷 , 𝜙𝑚𝐷 )𝐹𝜙,𝑇𝑋,𝑛𝑡(𝜃𝑚𝐷 , 𝜙𝑚𝐷 )] 

× exp (𝑗 2𝜋𝜆0  �̂�𝑅𝑋(𝜃𝑚𝐴 , 𝜙𝑚𝐴 )𝑇𝑑𝑅𝑋 , 𝑛𝑟) × exp (𝑗 2𝜋𝜆0  �̂�𝑇𝑋(𝜃𝑚𝐷 , 𝜙𝑚𝐷 )𝑇𝑑𝑇𝑋, 𝑛𝑡) × exp (𝑗2𝜋𝜆0𝑣(𝜏𝑚 , 𝑡)) 

(8) 

(a) (b) 

(c) (d) 
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Beam-specific path gains calculated for four best SVD-

beams are presented in Fig. 11. Free space path gain (FSPG), 

together with maximum array gains are presented in the same 

figure with black dots. Since the propagation scenario is mostly 

line-of-sight (LOS), the best beams follows approximately the 

FSPG. Some variation is observed due to the multipath 

gain/loss and obstruction of the plasterboard walls for some 

users. Even for a LOS cluster, several paths can be summed 

constructively or destructively, depending on their phase/delay. 

In the simulated channel, the first two eigenvalues can be within 

10 to 20 dB for some users, whereas the fourth eigenvalue can 

be even 55 dB, indicating rank-deficient channel as LOS 

channels typically are. However, > 15 dB can still be tolerable 

condition number, if BF strategy is carefully designed. 

The following example is to calculate how much effective 

isotropic radiated power (EIRP) is required to get 𝑁𝑠 SMDSs 

trough, keeping in mind the SNR conditions defined in Section 

III. From Fig. 5, we can see the maximum allocated data rate 

for given link loss and the beam specific path gains are 

presented in Fig. 11. By comparing the maximum channel loss 

(Fig. 5) and strengths of the eigenvalues (Fig. 11), the 

maximum available data rate, i.e. largest available modulation 

scheme is selected. For chosen modulation scheme, the TX 

power is reduced until the minimum link strength is satisfied. 

When adding more data streams, naturally more power is also 

needed. The required EIRPs for achieving rank-N transmission 

is presented in Fig. 12. Maximum EIRP is calculated based on 

the AF equation and element pattern, multiplied with the 

required TX power. The maximum possible EIRP that can be 

produced by 32-element patch array, having PAs which are able 

to produce 34.5 dBm of modulated TX power for each chain, is 

about 72 dBm. However, such EIRP would be only achieved 

with direct transmission and perfect progressive phase over the 

antenna elements. Moreover, SVD beamformers have also non-

unitary amplitude behavior, because their nature is to 

orthogonalize the channel. This limits also the actual EIRP of 

the second, third and fourth eigenbeam, since the full directivity 

potential of the array cannot be used for such beam shapes. 

B. MIMO System Performance 

The user achieved data rates up to rank-4 transmission are 

presented in Fig. 13. As discussed in the Section II B, maximum 

data rate that can be achieved with single-stream transmission 

is 6.11 Gbps. Only users 5 and 9 are not able to use uncoded 

256 QAM with the derived SNR specifications. Hence, with 

properly designed multiantenna transceiver, achieved data rate 

over single-stream transmission is not limited by the link loss, 

but RF nonidealities. All the users benefits also from the 

seconds stream. For users located close to BS, even 256 QAM 

can be allocated for second stream. However, more variety in 

rank-2 rata rates over users is seen compared to rank-1 scenario. 

When increasing the data rate towards rank-3 and rank-4 

scenarios, the deviation over the user-experienced data rates is 

increased. Compared to rank-1 data transmission, multi-stream 

transmission is more power limited, because it depends both 

spatial characteristics of the channel and total path loss, i.e. link 

distance. All of the users are achieving more than 10 Gbps with 

two or more independent data streams. Furthermore, the nearest 

users are achieving even more than 20 Gbps. This example 

shows that with proper RF design and large antenna arrays, the  

 
Fig. 11. Eigenvalues of the MIMO channel including the antenna array gain 

mapped as a function of link distance. Individual users are marked with 

different colors 

 
Fig. 12. Required maximum EIRPs of the TX antenna array mapped as a 

function of link distance for independent MIMO beams. Individual users are 

marked with different colors. 

 
Fig. 13. Sum data rates over N MIMO beams mapped as a function of link 

distance for independent MIMO beams. Individual users are marked with 

different colors. 

extreme data rates envisioned in 5G are viable in the example 

propagation environment. 

VI. DISCUSSION AND FUTURE WORK 

In general, the more array gain we can generate, the smaller 

is the amount of RF power to be produced per link. The 

maximum required power has also direct relation to the PA size 

that should be matched reasonably with the antenna element. 

By separating the propagation channel and antennas, different 

antenna-geometries can be easily tested to find out the optimal 
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power range and spatial resolution with respect to the number 

of antennas and physical dimensions. Simulation results 

indicate that MIMO beam angles of arrival from the RX side 

has huge spread in a realistic environment. A terminal is one of 

the system level bottlenecks in the case that antenna 

configuration is not capable of being steered in multiple 

directions all over the sphere. One should note that the linear 

array in the terminal edge has the practical scanning limitations 

to some +/- 30 degrees but the angle variety of the incoming 

MIMO beams in practical scenario is greatly larger. We expect 

that mobile array configurations including several small arrays 

could be highly desirable instead of a single linear array. For a 

real product, top/bottom ends and long sides are then fully 

utilized only for 5G antenna implementations. The optimum 

way to place antennas with propagation environment for 5G 

systems can be figured out with the methodology described in 

this paper. The sparse-scattering environment raises the need to 

utilize dual-polarization for MIMO beams to double the 

capacity. As in the results of Fig. 11, the path gain difference 

between the strongest and the second beam is large. It is 

reasonable to assume that in the LOS conditions one could 

deliver multiple streams also trough two orthogonal 

polarizations. But the degree to which this could be 

implemented, needs still research work and measurements.  

 If one considers a BS that is equipped with tens or even 

hundreds of antennas, the fully digital architecture is not 

necessarily the optimal approach due to strong parallelism in 

data converters and DSP with extensive power consumption. 

Although the fully digital provides a full degree-of-freedom for 

using the radio channel, it leads to high system complexity and 

cost. Full parallelism with the high carrier frequency and wide 

bandwidth inevitably increases power consumption. 

Alternative BF strategies such as the hybrid analog/digital that 

has been recognized attractive by researchers recently [7], [29]-

[31], can also be verified with the methodology presented in this 

paper. Including multi-user aspects, we need to understand that 

combination of digital and analog BF is needed for an efficient 

MIMO system. The digital processing is required for capacity 

in MU-MIMO and the analog BF is needed for increasing the 

range. Future studies will include the comparison of hybrid 

architectures with a fully digital for realistic antenna, 

propagation and RF implementation models. Also a more 

comprehensive analysis on the interference vs. capacity 

tradeoffs in hardware limited RF transceivers could be 

modelled using the proposed approach. 

VII. CONCLUDING REMARKS 

For achieving data rates close to 10 Gbit/s, several SMDS for 

individual users are needed. We presented methods for 

combining analysis of signal processing, antennas, RF 

impairments and radio propagation for defining link-budget 

towards 5G mmW multiantenna systems. The target is to be 

able to transmit multiple streams for even individual users at 27 

GHz center frequency and over 1 GHz of modulated signal 

bandwidth. The analysis was derived by first exploiring the 

performance limits of the modern tranceivers with state-of-the-

art RF components. Power dependent SNR models were 

derived for TX and RX and the models were combined to derive 

a model for minimum link loss vs achivable data rate. The SNR 

analysis is then combined with map-based propagation model 

and antenna array to replicate the data rate and power analysis 

over multiple data streams. The simulations indicated that 

multi-stream transmission is possible in realistic propagation 

enviroments and under nonlinear RF conditions. Moreover, 

with a proper link budget, 10 Gbit/s data rate can be achieved 

with minimum of rank-2 transmission. Furthermore, it is shown 

with a comprehensive but highly abstracted modelling approach 

that with the realistic RF performance and implementation 

models, the significant amount of array gain is needed to 

achieve decent ranges in 5G at mmWs.  
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