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ARTICLE INFO ABSTRACT

Keywords: Designing an automated assessment tool in online distributed programming can provide students
Distributed programming assignment with a meaningful distributed learning environment that improves their academic performance.
Automatic assessment However, it is a complex and challenging endeavor that, as far as we know, has not been in-

Online learning

. vestigated yet. To address this research gap, this work presents a new automated assessment tool
Students' perceptions

in online distributed programming, called DSLab. The tool was evaluated in a real long-term
online educational experience by analyzing students' perceptions with the aim of improving its
design. A quantitative analysis method was employed to collect and analyze data concerning
students’ perceptions as to whether using the DSLab tool was really a worthwhile experience. Our
study shows that the DSLab tool includes acceptable utility and efficiency features. It also
identifies factors that influence current design efficiency with the aim of improving DSLab design
by suggesting new functionalities and ideas.

1. Introduction

It is widely accepted that programming and algorithms are considered difficult domains for students, and teachers usually face
serious difficulties associated with teaching these subjects; online teaching of programming in particular constitutes one of the major
challenges in teaching computer science courses (Jenkins, 2002; Lahtinen, Ala-Mutka, & Jarvinen, 2005; Watson & Li, 2014). These
difficulties increase when students have to work with complex algorithms such as those used in distributed programming (DP).

Although several automated assessment tools have been developed over the years to assess programming assignments, this still
remains a labor-intensive task (Pettit, Homer, Holcomb, Simone, & Mengel, 2015). This is especially evident in distributed pro-
gramming, where, as far as we know, there is hardly any tool for self-assessing distributed programs in real long-term online edu-
cational settings. As a consequence, we developed DSLab, a tool that students can use for self-assessment of the distributed appli-
cations they build using a real distributed deployment under realistic conditions.

We argue that the benefits of online students employing this tool are manifold and may include the following: (i) their solutions
are assessed in a consistent manner and they obtain immediate feedback, which allows them to know whether their code works
correctly; (ii) they strive for a better solution and, therefore, better learning, by submitting their code multiple times and improving it
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using the tool's feedback; and (iii) they are provided with a facility which informs them of the grade they would obtain at the end of
the execution. Since their assignment consists of different phases, students can decide to stop when they have reached the desired
grade (an interesting side benefit for online students who simultaneously study and work, which allows them to manage their work
load).

The rest of the paper is organized as follows: Section 2 presents related work on automated programming assessment tools,
emphasizing the lack of such tools in distributed programming; then it defines the purpose of our study and research question. Section
3 describes our automated assessment tool. Section 4 presents the implementation and experimentation of our tool. The results of this
experimental study are presented in Section 5. In Section 6, we discuss and analyze these results with regard to the research question.
Finally, conclusions and future work are presented.

2. Literature review

A large variety of automated programming evaluation systems have been developed for many years. This has already been
discussed in an early review of systems for automatic assessment of programming assignments (Ihantola, Ahoniemi, Karavirta, &
Seppdld, 2010). However, most of them had a limited lifespan due to the short-term or limited nature of the overall system. Later, the
need to effectively assess the programming skills of MOOC students has shifted interest to more practical, intuitive and automated
online assessment of programming (Staubitz, Klement, Renz, Teusner, & Meinel, 2015).

A typical example of a programming assessment system is the open-source tool Git, which students use to submit and check their
codes continuously until the code meets the assignment requirements (Kelleher, 2014; Lawrance, Jung, & Wiseman, 2013; Loeliger &
McCullough, 2012). However, Git is not a fully automated tool, since there are several tasks that teachers and students have to
perform manually. An extension of Git has been provided by Chen, Chen, Hsueh, Lee, and Li (2017), which offers more automation,
but their tool has not been tested in real long-term educational settings.

Recent assessment tools utilize new mechanisms for analyzing and assessing programming assignments, examining the type and
nature of student errors and providing meaningful feedback. Such mechanisms are: Edit distance (Barker-Plummer, Dale, & Cox,
2012), control flow graph (CFG) similarity measurement (Vujosevic¢-Janici¢, Nikoli¢, Tosi¢, & Kuncak, 2013), or Euclidian and Le-
venshtein word distance (Stajduhar & Mausa, 2015). However, all these systems fail to detect ‘informal’ errors, and the most im-
portant flaw is the lack of a systematic way to cope effectively with the whole formative assessment process that makes the most sense
to both teachers and students. Our work presents an initial effort to fill this gap by analyzing all those factors and features that can
contribute toward a systematic development of an efficient and useful assessment tool in distributed programming.

Virtual programming lab systems and other programming assessment plug-ins have also been implemented over Course
Management Systems (CMS), like Moodle, such as: The Virtual Programming Lab (VPL) developed by Rodriguez-del-Pino, Rubio-
Royo, and Hernandez-Figueroa (2012), a tool for automated evaluation of VHDL and Matlab programming assignments (Ramos,
Trenas, Gutiérrez, & Romero, 2013), and an online compiler and plagiarism detection tool for assessing programming assignments
(Kaya & Ozel, 2014). However, these tools are still far from providing an environment for a systematic assessment of programming.

Automated assessment tools have also been implemented as part of bigger intelligent tutoring systems (ITS). As such, ITSs are
capable of employing systematic assessment and grading methods (Baker & Rossi, 2013), allowing students to correct their errors in
real time (Malmi et al., 2004), and offering them appropriate formative feedback to enhance their knowledge construction (Clark,
2012; Heffernan & Heffernan, 2014). In addition, ITS can update students’ models and make them aware of their misconceptions,
knowledge gaps and their own learning more accurately and in a timely manner (Grivokostopoulou, Perikos, & Hatzilygeroudis,
2017).

Several online scoring systems have also been developed for different programming environments in recent years, such as au-
tomatic scoring systems for C programming language (Fernandez-Aleman, 2011; Li et al., 2010). Similar systems were also developed
for assessing introductory Python programming problems (Fangohr, O'Brien, Prabhakar, & Kashyap, 2015; Singh, Gulwani, & Solar-
Lezama, 2013). Finally, online automated scoring systems were implemented for Java programming assignments (Kitaya & Inoue,
2016; Shamsi & Elnagar, 2012). These systems constitute concrete solutions for particular learning situations conditioned by the
specific programming environment used. They have also been tested in controlled studies.

Robinson and Carroll (2017) describe an open-source online learning platform that provides new methods for automated for-
mative and formal summative assessment, allowing both standard compiler/interpreter feedback and customized contextual in-
structor guidance. The system can also keep track of students' actions and the resulting analysis can provide information about
student participation and progress. However, a real appreciation of the system's utility and efficiency is lacking, since an in-depth
evaluation of the perceptions of its users is needed.

Hundt, Schlarb, and Schmidt (2017) introduced a web application for the automated assessment of parallel programming as-
signments. Students can submit any number of solutions until a predefined deadline. For each submission they receive immediate
feedback that informs them which tests they have passed. The instructor can also monitor and provide interactive supervision for
each individual submission over the whole time span.

Finally, Pettit et al. (2015) conducted an interesting survey into the real usefulness of automated assessment tools (AAT) in
programming courses. They discovered that AATs are helpful in improving student learning, supporting instructors, and assuring
assessment accuracy. However, they also found that students’ opinions about the helpfulness of AATs are inconclusive.

Indeed, despite the large number of automated assessment tools and published papers, the above survey showed that only a small
percentage of the current research work includes formal results about the effects of tool use. Hence, the authors underline the need for
more rigorous experiments that can explore the effects of AATs on student learning in more depth. Students' opinions are extremely
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important in order to determine the factors and features which are necessary for improving AATSs’ design and use, especially to
decrease negative student perceptions.

2.1. Purpose of the study

Although automated assessment tools for programming assignments have a positive effect on students' academic success, more
systematic research is needed to understand how, to what extent, and under what circumstances these tools can influence students’
academic performance. This is especially needed in the area of online distributed programming where, to the best of our knowledge,
no systematic study exists. To fill this gap, this study examines the utility and efficiency of an automated assessment tool in a
distributed programming environment based on the analysis of the perceptions of students in a real, long-term online learning
experience. An in-depth quantitative analysis of data coming from students answering a questionnaire is performed. In particular, the
study seeks to answer the following research question:

® Research question (RQ) — Did the students perceive that using the DSLab tool was really a worthwhile experience?
3. Proposed tool

DSLab is a web-based tool for assessing distributed applications automatically under realistic conditions in real deployment. The
tool has the following characteristics:

e Automatic assessment: Students upload the source code to be assessed (different instances of the code are executed interacting

with one another). If the final state among the instances is consistent, the assignment is graded as correct; otherwise as not correct.

Feedback: It indicates whether the assignment is correct or not. In case of failure, it reveals which data structures were not

consistent. In addition, students can access the final state of all instances as well as the execution logs created by each instance

while executing. More details about execution logs are presented at the end of this section.

o Interaction of student's implementation with instructor's correct implementation: Half of the computers participating in the
assessment of the assignment run the students' implementation, while the other half run the instructors' implementation. This
gives us more certainty about the correctness of the students' implementation. In the current version of the tool, an assignment is
assessed by running the student's code as well as the teacher's code, interacting with each other. A student's implementation code
is correct if its final state is equal to the final state of the teacher's implementation of the code. Therefore:

o Teachers upload a solution to the assignment.

0 A correct student solution to the assignment, when running in a distributed environment, provides the same result as the
teacher's solution. The teacher's output can be either a predefined value or it can be calculated while running the student's
solution. This second option (calculate the teacher's solution while running student's code) allows different execution para-
meters and condition values to be used to evaluate each assignment.

e Execution in real deployment (different computers) under realistic conditions: We force the failure of some computers fol-

lowing different failure patterns.

Unlimited submissions: The final grade is the highest grade obtained from among all submissions.

Ability to run several assignments simultaneously: DSLab permits several students to submit the assignment simultaneously.

DSLab has the following components (Fig. 1):

e Web interface: It allows students to upload the code they have implemented, to compile and build it with the rest of the project as
well as submit it to be assessed. Instructors can access the submissions of all users and check each student's best submission.
Database: It stores the code uploaded to DSLab and the result of all submissions.

Front-end and LSim: These are in charge of deploying and running the assignments on a set of computers. The front end receives
the specification that describes the characteristics of the assignment to be executed (number of instances of each piece of code to
be run, initialization parameters, etc.) and runs it in LSim. LSim is a tool we developed to test students' assignments on a set of
distributed computers (Fig. 1, right side in blue). It has two parts: (a) LSim framework, which automatically deploys and runs the
application on the computers; (b) LSim Library, which automates the initialization, coordination, collection of results and col-
lection of log messages. More details about the architecture and functionalities of the proposed tool are presented in the tool
website'.

3.1. Logging functionality

As mentioned above, when a submission finishes, the student can check if it was correct or not. If it was not correct, the student is
informed which data structure was incorrect as well as about the final state of each instance involved in the assessment of the
assignment. Most often, this information is not enough to identify the implementation errors (when the assignment failed), or to

1 http://dpcs.uoc.edu/projects/dslab.
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improve the efficiency of the code (if it passed). Therefore, we included a logging functionality that allows students to record the
events (action, state, value of variable, communication session with another instance, etc.) they think could help them understand the
execution of the assignment. Students can access the logs generated by each instance.

Similarly to log4j, a popular logging utility from Apache Software Foundation, we use six levels of log (in decreasing order of
severity): FATAL, ERROR, WARN, INFOR, DEBUG and TRACE. This allows students to categorize each trace they want to collect and,
once the execution is finished, access the level of detail they consider will help them understand how the execution evolved during
the assessment of the assignment.

4. Implementation and experimentation
4.1. Case study description

Our experiment was performed in an undergraduate Distributed Systems online course at our university. Students had to im-
plement a distributed algorithm, upload and execute their code to DSLab and assess its correctness. The multiple submissions cap-
ability of DSLab — which allows students to improve their code using the feedback from previous executions — supports iterative
learning (Suleman, 2008).

The assignment consisted of several implementation phases that were assessed using DSLab (phases: 2, 3 and 4.1). Each phase is
an extension of the previous one, has an increasing level of difficulty and is assessed separately, as it uses different configuration and
execution conditions.

4.2. Participants and procedure

The course was carried out fully online for seven weeks. A total of 110 adult students participated, divided into three classes. All
students performed the same assignment. Among the students, 13 were female (11.81%) and 97 were male (88.18%).

The assignment could be implemented individually or in pairs (formed by students themselves), applying the same task and
assessment criteria. Students could decide which option they preferred. From the 110 students that participated in the experience,
65.85% decided to do the assignment individually and 34.15% in pairs.

In each assignment phase, students could submit their code as many times as they wished. For each submission they received
DSLab assessment and feedback, and thus could look at the execution logs to check for possible errors.

At the end of the whole process, students answered a customized questionnaire that was specifically designed to respond to our
RQ and allowed us to collect quantitative data for our analysis.

4.3. Data collection

The questionnaire was finally answered by 54 students, that is, about 49% of the participants. The questionnaire aimed to
examine students’ perceptions of the utility of the tool (RQ) and included 19 items divided into four categories (as shown in Table 1): five
items related to tool use (PU, standing for Perception — Use), seven items related to tool feedback (PF, standing for Perception —
Feedback), and seven items related to tool efficiency and objectivity (PEO, standing for Perception — Efficiency-Objectivity). We used
a five-point Likert-type scale ranging from 1 (Strongly disagree) to 5 (Strongly agree), requiring a quantitative answer.

The statistical techniques employed in the analysis were descriptive statistics, calculating relative frequencies (%), as well as
bivariate correlation and analysis of variance to find relationships between the variables under study to answer our research question.
The presentation of statistical results is shown in the Results section below.
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Table 1
Questionnaire of nineteen (19) question items related to students’ perceptions of the utility of the tool (RQ).

Students' Perceptions of the utility of the tool

Use of the DSLab automated assessment tool

PU1 There are more than two things that you liked about the tool. What were they? 1.2.

PU2 The more you used the tool, the more you liked it.

PU3 Being able to make several submissions encouraged you to work to obtain a higher grade.

PU4 Do you consider it counterproductive to be able to make several submissions, allowing you to obtain a grade that you consider satisfactory, and
therefore stop working on the rest of the exercises (to dedicate yourself to other things)?

PU5 Under the same conditions, if you had the option to choose between doing the assignment with or without DSLab tool, would you choose to use the
tool?

Feedback provided by the DSLab tool

PF1 Have you found the logs and the execution results provided by the tool useful to help you determine why your program was working incorrectly?

PF2 Has it been useful for you to have the DSLab tool inform you so quickly of whether the submission of each phase of the assignment was correct or not?

PF3 Do you think the tool's logs are accurate?

PF4 Do you think the tool's logs were adaptable to your knowledge level?

PF5 Do you think the logs provided by the tool have conditioned your implementation? (That is, at some point you modified a part of your source code,
even though it was not wrong, just because it was better suited to the feedback logs generated by the tool.)

PF6 The logs and the result associated with each execution have helped you know how your code should have behaved.

PF7 Do you think that if the tool had a more extensive and detailed level of logs it would be much more useful for helping to improve your code?

Efficiency-Objectivity

PEO1 Do the self-assessed assignments meet your expectations about the course requirements?

PEO2 The use of DSLab tool has allowed you to obtain a more robust solution than if you had worked without using the tool.

PEO3 Using the tool has reduced your workload.

PEO4 Using the tool has saved you time.

PEOS Do you think that the use of the DSLab tool makes the notion of correctness for an assignment too strict?

PEO6 Do you think the tool should be used in more assignments in the future?

PEO7 All in all, do you think that a system that allows you to test different solutions and provides quick feedback on your performance of the task is valuable
to you?

5. Results

5.1. Reliability statistics and multivariate normality

To ensure the reliability of data collection, we applied Cronbach's alpha coefficient to the student data. We obtained a Cronbach's
alpha of .85, which is higher than 0.70, thereby reinforcing the reliability of our items.

In addition, the skewness and kurtosis of each variable were examined to check for multivariate normality. To achieve this, the
absolute values of skewness and of kurtosis must not exceed the allowed maximum both for univariate skewness (2.0) and univariate
kurtosis (7.0). Our calculations showed that there was no critical problem regarding multivariate normality, i.e. the data for all the
variables are normally distributed.

5.2. The descriptive statistic measures

The results obtained from descriptive statistics are related with our research question:

RQ -Did the students perceive that using the DSLab tool was really a worthwhile experience?

Regarding the descriptive statistic measures we performed in this analysis, on the one hand we consider the median (or weighted
average) since it is less sensitive than the mean to oscillations of the values of the variable, while not being affected by dispersion. On
the other hand, we consider mode which, as it relies only on frequencies, gives us the most common values in a data set. This is very
useful in our interpretations, in which we want to measure both knowledge improvement after training and the most common score
among participants.

5.2.1. The results with regard to the RQ

We analyzed students' perceptions of the utility of the tool in relation to three parameters: (1) the students’ experience of using
DSLab (PU2-PUS5), (2) the feedback provided by the tool (PF1-PF7), and (3) the efficiency-objectivity of the tool (PEO1- PEO7).
(1) Regarding the use of the tool, the analysis is based on the descriptive statistic measures of items PU2-PU5 in Table 2 and Fig. 2.

More specifically, almost 54% of the students clearly expressed that the more they used the tool, the more they liked it (PU2, with
mode = 4 and median = 4). However, a number of students (around 30%) did not agree with this statement.
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Table 2
Frequency data concerning Students’ Perceptions based on DSLab Use (PU).

Frequency data concerning Students’ Perceptions based on DSLab Use (PU)

PU2 PU3 PU4 PUS5
Fr. % Fr. % Fr. % Fr. %
1 6 11.1 4 74 30 55.6 2 3.7
2 10 18.5 3 5.6 10 18.5 4 7.4
3 9 16.7 6 11.1 5 9.3 6 11.1
4 27 50.0 20 37.0 5 9.3 16 29.6
5 2 3.7 21 38.9 4 74 26 48.1
6
] [— -, ” -
3 &= e = .\\\; ///.
" NS < -z
1 = £as
0
PU2 PU3 PU4 PUS
sy Min 1 1 1 1
e Max 5 5 | 5 5
- & =Mean 3.17 3.94 1.94 4.11
el Median 4.00 4.00 1.00 4,00
i [V]Od € 4 5 1 5

Fig. 2. The descriptive statistic measures concerning Students' Perceptions based on DSLab Use.

Certainly this matter raises the need for a more extensive analysis taking into account the students' background in programming
and transcript of academic records, since this is one of the last courses in the students' academic career. In any case, we did manage to
obtain students’ comments during the semester that we used DSLab.

From the students' comments, we deduced that those with good programming skills found DSLab useful since they could assess
their implementation code and know what grade they would obtain at any time. In addition, the tool allowed them to test their
implementation code against the instructor's implementation. In this way, they could identify and resolve any minor implementation
errors they may have and, therefore, strive to obtain a grade according to their knowledge, skills and available time.

Among students with poorer programming skills, we identified two main attitudes:

(a) Students who appreciated that the tool tested their implementation exhaustively; this allowed them to identify and resolve
problems that they initially had not considered and, consequently, achieve better learning.

(b) Students who did not like that their implementation was executed against the instructor's solution; in that case, the tool detected
implementation errors that students initially had not taken into account when they were testing it on their own local computer
(i.e. these errors did not appear because they did not test that specific case). In most of these cases, students were unhappy to
discover and resolve these errors, since it took them considerable time and effort.

As concerns the latter, we should note that if a teacher had graded the students’ code, they would have received the same results;
however, this process should have been much slower. In fact, the teachers tried to explain this situation to these students so as to
reduce their anxiety and make them realize that the extra time the tool required them to spend should lead them to achieve a more
functional code.

The students’ perception of the usefulness of the tool greatly increased in items PU3 and PU5 (mode = 5 and median = 4). In both
items, more than 75% of the students manifested a clear preference for choosing the option to use the tool instead of working without it
(PUS5) as well as for the tool feature that enabled them to make several submissions which encouraged them to work to obtain a higher grade
(PU3). The latter is further confirmed by almost 75% of the students who stated that they did not consider it counterproductive to be able
to make several submissions, allowing them to obtain a grade they considered satisfactory, and thus they had the choice to stop working on the
rest of the exercises and pay more attention to other things (PU4, with mode = 1 and median = 1).

In conclusion, more than 75% of the students chose to use the tool to debug their codes during the activity, motivated by the ease
of use and the possibility of obtaining better results and grades, without feeling apologetic for not completing the rest of the exercises.
This fact is also depicted in the qualitative answers they provided in item PU1 which asked them to express two things that they liked
most about the tool. Some representative opinions are the following: “It's wonderful to see that it works against a real distributed
system”. “After one or two uses you get it, it's really simple to use and effective”. “It's easy to use, since it has not been necessary to
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Table 3
Frequency data concerning learning Students’ Perceptions based on Feedback (PF).
Frequency data concerning learning Students’ Perceptions based on Feedback (PF)
PF1 PF2 PF3 PF4 PF5 PF6 PF7
Fr. % Fr. % |Fr. % Fr. % Fr. % Fr. % | Fr. %
5 9.3 2 3.7 6 11| 9 1679 167 3 5.6 2 3.7
8 148 | 2 3.7 3 5.6 5 93 [ 12 222 |10 185]| 5 9.3
15 278 | 5 93 [13 241 |17 315 |15 27.8 [ 13 241 |13 241
21 389 |15 278 |29 537 |17 315 |13 241 |21 389 | 21 389
5 93 | 30 556 | 3 5.6 6 111 5 9.3 7 13.0 | 13 241

a A W N =

employ either a manual or any other help”. “I like it because I can upload different projects as tests; furthermore, it not only lets you
see whether the result is correct or not, but it also lets you see the different messages it facilitates as well as the automatic code
correction”.

(2) Regarding the feedback provided by DSLab, the results are presented in Table 3 and Fig. 3.

These results show that more than 50% of the students agreed that the logs and the result associated with each execution helped them
know how their code should have behaved (PF6, mode = 4 and median = 4). However about 25% did not share this opinion. Moreover,
less than 50% of the students convincingly stated that the logs and the execution results provided by the tool were useful enough to help
them determine why their program was working incorrectly (PF1, with mode = 4 and median = 3). In fact, several students indicated that
they would have preferred a more specific automated code correction facility. It is also worth mentioning that almost 25% of students
expressed their disagreement with the usefulness of the tool logs and execution results for helping them debug their code.

The above result is in line with the fact that, on the one hand, the vast majority of students (more than 83%) agreed that the
response of the tool was always quick and informative of the detected faults (PF2, mode = 5 and median = 5). On the other hand, a fairly
large number of students (63%) also agreed that if the tool had a more extensive and detailed level of logs it would be a much more useful
aid to improve their code (PF7, mode = 4 and median = 4).

Furthermore, nearly 60% of the students affirm that the tool's logs provided them with precise information regarding the ex-
ecution of their codes (PF3, mode = 4 and median = 4). However, just 42% of students firmly believed that the tool's logs were
adaptable to their knowledge level (PF4, mode = 3 and median = 3); more than 25% claimed the contrary.

Finally, students’ opinion was somewhat divided when they were asked whether the logs provided by the tool had conditioned their
implementation (PF5, mode = 3 and median = 3). Indeed, 39% of students — compared with 33% - perceived that the tool was not
influencing them to adapt their code to the feedback hints when they had submitted an acceptable code. Consequently, at this point it
is uncertain whether the tool feedback influences students to follow a standard coding pattern, which ultimately hinders their own
creativity.

In conclusion, the analysis of these results shows that although the tool feedback was useful and helpful in general, it presents
some problems and has some limitations that need to be improved:

a) The logs should provide more extensive information that is more related to the detected errors and not to the different steps of the
code execution.

b) The logs should provide students with more specific information about how these errors make their code behave erroneously and
then suggest possible solutions to correct them.

¢) The wording and terminology used in the logs should be better adapted to the students' knowledge level, since they are currently
difficult to understand.
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Fig. 3. The descriptive statistic measures concerning learning Students' Perceptions based on Feedback.
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Table 4
Frequency data concerning Students’ Perceptions on Efficiency-Objectivity (PEO).

Frequency data concerning Students’ Perceptions on Efficiency-Objectivity (PEQ)
PEO1 PEO2 PEO3 PEO4 PEOS PEO6 PEO7

Fr. % Fr. % Fr. % Fr. % Fr. % Fr. % Fr. %
1 1.9 3 56 10 186 7 13.0 8 148 5 9.3
3 5.6 3 56 11 204 14 259 17 315 2 3.7 2 3.7
8 148 8 148 17 315 12 222 15 278 7 13,0 7 13.0
25 463 22 407 13 241 16 296 11 204 16 296 20 37.0
17 315 18 333 3 5.6 5 9.3 3 566 24 444 25 463

N B W N -

(3) Regarding students' perceptions of the efficiency and objectivity of the tool (PEO1- PEO7), the results are presented in Table 4 and
Fig. 4.

These results show that the great majority of students (nearly 78%) agreed that the self-assessed assignments met their expectations
about the requirements of the course (PEO1, mode = 4 and median = 4), since they were able to check whether the assignment worked
in real time. Moreover, 74% of students confirmed that the use of the DSLab tool allowed them to produce a more robust solution than if
they had done so without using the tool (PEO2, mode = 4 and median = 4).

However, only around 30% expressed with certainty that using the tool reduced their workload (PEO3, mode = 3 and median = 3).
Just over 30% were neutral in this aspect, whereas 39% of students did not notice any workload reduction from using the tool.
Consequently, the same number of students (39%) ascertained that they did not save time by using the tool (PEO4, mode = 4 and
median = 3), against an equal number of students (39%) who mentioned important time savings, principally because of the tool's
ease of use.

Furthermore, just 26% of the students agreed that the use of the DSLab tool makes the evaluation of whether the assignment is correct or
not too strict (PEO5, mode = 2 and median = 3). Instead, more than 46% of students perceived that the use of the DSLab tool did not
make the notion of correctness for an assignment too strict, whereas the rest of the students (around 28%) were neutral. As such, 74% of
students — compared with 14% — think that the tool should be used in more assignments in the future (PEO6, mode = 5 and median = 4),
since it constitutes a good simulation artifact for a real distributed environment. This motivates students and gives them a clear idea
of their performance level on the course. Finally, more than 83% of students asserted that DSLab is a system that allows them to test
different solutions and provides quick feedback on their performance of the task, a fact that is valuable to them (PEO7, mode = 5 and
median = 4). Less than 4% had a negative opinion about it.

In conclusion, students find that the DSLab tool is efficient and objective because:

a) It helps them carry out self-assessment of their assignments until they meet the course requirements, thus obtaining a robust
solution.

b) It allows them to test different solutions and provides quick feedback on their task performance.

c) It was rather flexible when assessing the correctness of an assignment, by accepting codes that were correct even though they were
not following the tool coding pattern exactly.

For these reasons, students positively value the use of the DSLab tool and express their preference to continue using the tool in
future assignments.
However, for an important number of students (almost 40%), the use of the tool has not reduced their workload, nor has it saved
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Fig. 4. The descriptive statistic measures concerning Students' Perceptions on Efficiency- Objectivity.
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them time in the resolution of the assignment.

The latter is related with the conclusions drawn for parameter 2, feedback. For this parameter, students would have preferred
more extensive and specific information related to the detected errors and more guidance for error correction, adapted to their
knowledge level. This fact would certainly have contributed to reducing students’ workload and saving them time in resolving the
assignment.

Point c¢) can be contrasted with item PF5 (Table 3). In this case, the multiple submissions facility of the tool as well as the type of
feedback provided have directed several students to follow a standard coding pattern (coding conventions), which may have hindered
their own creativity. Despite this, the tool shows some flexibility by accepting student programs that deviate slightly from standard
coding conventions, but that still represent correct programs (we call them ‘non-standard correct codes’).

6. Discussion

In the previous section, the presentation of questionnaire results based on descriptive statistics provided us with insights into the
use of the DSLab tool and its effects, but mainly about the perceptions of students on the utility of the tool (RQ). Based on these results, in
this section we attempt to take a closer look at our research question within the context of the existing literature.

6.1. Analysis for the RQ

With respect to our research question, to provide a more comprehensive response regarding the students' perceptions about the utility
of the tool, we analyzed the Pearson correlations between the three dependent variables: the use of the tool (PU), the tool feedback
(PF), and the efficiency-objectivity of the tool (PEO) with respect to the independent variable students’ perceptions of the utility of the
tool (P).

Our results are broadly consistent with previous research that has shown students’ appreciation of the opportunity to submit and
check their codes continuously until they meet the requirements of the assignments (Kelleher, 2014; Lawrance et al., 2013; Loeliger &
McCullough, 2012).

In particular, regarding the use of the tool (PU), the results presented in Table 5 show that there is a strong positive relationship
between variables PF1, PF2, PF5, PF6 and PU2, PU3, PUS5.

This strong positive relationship means that, the more students used the tool (PU2), the more beneficial they found the tool
feedback, valuing its fast response and gaining more knowledge. Although the feedback sometimes conditioned their implementation,
it helped them know how their code should have behaved. Moreover, the type of feedback received encouraged students to make
several submissions and work to obtain a higher grade (PU3), which resulted in them considering the tool an important asset for
carrying out their assignments (PU5). Here, it is worth mentioning the negative or low relationship between variables PF3 and PF7
and all PU variables (except PF7 and PU3), which confirms the lack of accuracy of the tool logs and the need for more explicit,
precise, detailed and meaningful feedback (Barker-Plummer et al., 2012; Stajduhar & Mausa, 2015). Finally, the adaptability of the
tool logs to students' knowledge levels (PF4) worked better if students used the tool more (PU2); however, higher adaptability to
student knowledge is necessary in order to allow students to take better advantage of the tool's multiple submission facility and
achieve better performance (Heffernan & Heffernan, 2014).

As regards efficiency-objectivity variables (PEO), there is a strong positive relationship between variables PEO1, PEO2, PEO3,
PEO4, PEO6 and PU2, PUS5. This confirms our previous conclusions that the more students used the tool (PU2), the more they fulfilled

Table 5

The correlations between Use of the DSLab (PU) and Feedback (PF) - Efficiency-Objectivity (PEO) items.
The correlations between Use of the DSLab (PU) and Feedback (PF) - Efficiency-Objectivity
(PEO) items

PU2 PU3 PU4 PUS
PF1 0.55" 0.32" 0.04 047"
PF2 0.33 0.30° -0.14 0.37"
PF3 0.26 0.15 -0.28 0.22
PF4 0.30° 0.18 -0.26 0.35"
PF5 0.32" 0.38" 0.04 0.36"
PF6 0.47" 0.33 -0.09 0.37"
PF7 0.01 0.35" 0.12 -0.07
PEO1 0.38" 0.17 -0.02 0.60"
PEO2 0.50" 0.40" -0.06 0.59"
PEO3 0.32° 0.48" 0.12 0.51"
PEO4 0.47" 0.51" 0.07 0.57"
PEO5 0.08 0.06 0.16 -0.11
PEO6 0.30° 0.38" -0.19 0.52"
PEO7 0.20 0.40" -0.28 0.50"
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course requirements (PEO1) and the greater possibility they had of achieving a robust solution (PEO2). It also confirms that students
will not only use the tool again to do their assignments (PU5) but they will also use it for other courses and assignments (PEO6).
Indeed, DSLab could be used in any course where students have to learn to implement an algorithm. For example, in addition to
distributed courses (which is the main focus of this work), it could be also used in an algorithm and data structures course to assess
the implementation of different algorithms (e.g. quicksort, binary tree, etc.).

This trend echoes findings from other studies indicating improvement in student programming skills (Chen et al., 2017; Helmick,
2007; Higgins, Gray, Symeonidis, & Tsintsifas, 2005). However, our analysis makes an important contribution to the literature by
suggesting that the more students used the tool (PU2), the more they felt it reduced their workload (PEO3) and saved them time
(PEO4), especially the latter. This perception increased greatly when students thought of using the tool if they had to do the as-
signment again (PU5). Moreover, PU3 (making several submissions encouraged students to work to obtain a higher grade) has a strong
positive relationship with the aim of obtaining: a robust solution (PEO2), workload reduction (PEO3) and time saving (PEO4). These
are aspects that students would probably not have achieved if they had worked without the tool or submitted their work just once to
the teacher. Moreover, students developed more confidence and appreciation for the tool utility (PEO6 & PEO7). While more research
is necessary to confirm and better understand these associations, it may not be too soon to suggest that familiarization and constant
activity with the tool constitute factors that positively influence workload reduction and time saving. Also, the negative relationship
between PU4 and PEO7 confirms the findings of previous studies (Blumenstein, Green, Fogelman, Nguyen, & Muthukkumarasamy,
2008; Joy, Griffiths, & Boyatt, 2005; Wang, Su, Ma, Wang, & Wang, 2011) that students did not consider it counterproductive to make
several submissions until they obtained a satisfactory grade. In our case, students could stop working on the rest of the exercises (to
dedicate themselves to other things) when they were satisfied with their grade. Finally, in contrast to Rodriguez-del-Pino et al.
(2012), where the students' program output should conform exactly to the specified solution output of their tool, our analysis notes
that there are not any significant relationships between PEO5 and PU variables. This reasserts students’ perception that our tool
shows some flexibility in accepting non-standard correct codes.

Regarding the feedback provided by the tool (PF), the results presented in Table 6 show that there is a strong positive relationship
between variables PF1, PF2, PF3, PF4, PF6 and variables PEO1, PEO2, PEO4, PEO6, PEO7, as well as PEO3 and PEOS5 to a lesser
extent.

In general, the findings of this study on feedback usefulness and its contribution to making students perceive tool efficiency and
objectivity are in accordance with results from other studies (Clark, 2012; Hundt et al., 2017; Kordaki, Miatidis, & Kapsampelis, 2008;
Robinson & Carroll, 2017). In fact, our results suggest that feedback helped students determine why their program was working
incorrectly (PF1), allowed them to know rapidly whether their assignment was correct or not (PF2), showed an acceptable level of
accuracy (PF3), was adaptable to their knowledge level (PF4), and helped them know how their code should have behaved (PF6).
Consequently, the current feedback type encouraged students to perceive that using the DSLab tool was really a worthwhile ex-
perience (RQ), since it generally fulfilled their expectations about the course requirements (PEO1), allowed them to obtain a more
robust solution than if they had worked without using the tool (PEO2), saved them time (PEO4), gained their confidence (PEO6 &
PEQ7), and, to a lesser extent, reduced their workload (PEO3) and permitted some flexibility in accepting non-standard correct codes
(PEOS5). Considering the survey conducted by Pettit et al. (2015), which found that students' opinions about the helpfulness of
automated assessment tools in programming courses are inconclusive, this is reflected in variables PF5 and PF7 of our study. The
latter did not show any significant relationship with the efficiency-objectivity variables, which reconfirms one of the biggest lim-
itations of our current feedback type - its lack of more extensive and detailed information about students' errors — which would
certainly have been much more useful in helping to improve their code. Furthermore, the only significant positive relationship that
exists between variables PF5 and PEO2 implies that, on the one hand, the feedback provided by the tool conditioned students’
implementation, which in turn limited their own creativity, and, on the other hand, it allowed students to obtain a more robust
solution. Thus, these findings suggest that future research should investigate the format, content and style of tool feedback in order to
achieve a better equilibrium between tool efficiency and objectivity.

Table 6
The correlations between Feedback from the DSLab (PF) and Efficiency-Objectivity (PEO) items.

The correlations between Feedback from the DSLab (PF) and Efficiency-Objectivity (PEQ) items

PF1 PF2 PF3 PF4 PF5 PF6 PF7
PEO1 0.35° 0.39” 0.19 0.38" 0.13 0.42" -0.23
PEO2 0.60" 0.30° 0.33" 0.48" 0.33" 0.48~ 0.03
PEO3 0.42" 0.37" 0.11 0.14 0.12 0.22 0.24
PEO4 0.54" 0.40” 0.14 0.29° 0.23 0.36" 0.23
PEOS 0.13 -0.07 0.41" -0.00 0.24 0.19 0.04
PEO6 0.50" 0.49” 0.43” 0.43" 0.19 0.40” -0.04
PEO7 0.26 0.51" 0.42" 0.27 0.13 0.31" -0.11
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7. Conclusion and limitations

This work presented a new automated assessment tool in online distributed programming, called DSLab, and analyzed a variety of
parameters from students' points of view that may influence the design of such a tool. Designing an automated assessment tool in
online distributed programming that can provide students with a truly worthwhile learning experience and improve their academic
performance is a complex and challenging endeavor that, to the best of our knowledge, has not yet been investigated in this area. Our
study, which was carried out in real long-term online educational settings, showed that the DSLab tool includes acceptable utility and
efficiency features. It has also identified factors that influence and improve DSLab design so that a new version of the tool could meet
these criteria in a more effective way and thus enhance students’ learning experience.

Limitations of the current work provide challenging opportunities for future research. First, more descriptive and explanatory
feedback that is more adaptable to students' knowledge level should be generated; students should be helped in overcoming difficult
situations and improving their code; and students’ implementation code must not be conditioned to follow a standard coding pattern,
thus restricting their own coding creativity. Second, the use of the tool should focus more on issues that are very important for online
higher education students, such as workload reduction and time saving. Currently, only around 30% of students expressed with
certainty that using the tool reduced their workload, whereas around 40% affirmed important time savings. Our analysis showed that
improvement on both issues was evident only when students achieved a high level of familiarization and constant activity with the
tool. Moreover, workload reduction and time saving were clearer to students who strived to obtain a more robust solution to meet
course requirements and gain a better grade, a fact that would otherwise have been more difficult to attain if they had worked
without using the tool. Nevertheless, both aspects remain high-priority issues to improve in subsequent versions of the tool. Third,
though some students used the tool collaboratively in pairs, the current tool design lacks specific features that would support effective
collaborative work and learning. Finally, at a technical level, the tool needs some improvements to correct log inconsistencies and
failures that prevent some files from being generated as expected.
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