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Angle-domain common-image gathers for migration velocity
analysis by wavefield-continuation imaging

Biondo Biondi and William Symés

ABSTRACT

We analyze the kinematic properties of offset-domain Comrimeage Gathers (CIGs
and Angle-Domain CIGs (ADCIGs) computed by wavefield-coméition migration. Our
results are valid regardless of whether the CIGs were oddialny using the correct mi+
gration velocity. They thus can be used as a theoreticat fasideveloping Migration
Velocity Analysis (MVA) methods that exploit the velocityformation contained in AD-
ClIGs.

We demonstrate that in an ADCIG cube the image point lies entirmal to the
apparent reflector dip, passing through the point where dhecs ray intersects the re
ceiver ray. Starting from this geometric result, we deriveamalytical expression for
the expected movements of the image points in ADCIGs as iumgf the traveltime
perturbation caused by velocity errors. By applying thialgincal result and assuming
stationary raypaths, we then derive two expressions folRiagidual Moveout (RMO)
function in ADCIGs. We verify our theoretical results angttéhe accuracy of the pro;
posed RMO functions by analyzing the migration results oyatisetic data set with a
wide range of reflector dips.

Our kinematic analysis leads also to the development of ametliod for computing
ADCIGs when significant geological dips cause strong artsfan the ADCIGs computed
by conventional methods. The proposed method is based arothputation of offset-
domain CIGs along the vertical-offset axis (VOCIGs) andt@‘optimal” combination of
these new CIGs with conventional CIGs. We demonstrate tbd for and the advantage
of the proposed method on a real data set acquired in the Sedh

)

INTRODUCTION

With wavefield-continuation migration methods being usedtinely for imaging project in
complex areas, the ability to perform Migration Velocity #ysis (MVA) starting from the
results of wavefield-continuation migration is becomingeggial to advanced seismic imag-
ing. As for Kirchhoff imaging, MVA for wavefield-continuain imaging is mostly based on
the information provided by the analysis of Common Imagen@afCIGs). Most of the cur-
rent MVA methods start from Angle-Domain CIGs (ADCIGs) (Bth and Sava, 1999; Clapp
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and Biondi, 2000; Mosher et al., 2001; Liu et al., 2001), gjiothe use of more conventional
surface-offset-domain CIGs is also being evaluated (Stb&k., 2002).

Both kinematic and amplitude properties (de Bruin et al9@9Vapenaar et al., 1999;
Sava et al., 2001; de Hoop et al., 2002) have been analyzée iiterature for ADCIGs ob-
tained when the migration velocity is accurate. On the @gtthe properties of the ADCIGs
obtained when the migration velocity is inaccurate havenlirdy qualitatively discussed in
the literature. This lack of quantitative understandingyrtemd to errors when performing
MVA from ADCIGs. In this paper, we analyze the kinematic peapes of ADCIGs under
general conditions (accurate or inaccurate velocity) hé migration velocity is inaccurate,
our analysis requires only a smooth migration velocity fiorcin the neighborhood of the
imaging point. We discuss this condition more extensivelthe first section. The application
of the insights provided by our analysis may substantiaiprove the results of the follow-
ing three procedures: a) measurement of velocity errora #CIGs by residual moveout
(RMO) analysis, b) inversion of RMO measurements into vV@lagpdates, and ¢) computa-
tion of ADCIGs in the presence of complex geologic structure

Our analysis demonstrates that in an ADCIG cube the imag# pes on the normal to
the apparent reflector dip passing through the point whersdhrce ray intersects the receiver
ray. We exploit this result to define an analytical expras$ar the expected movements of
the image points in ADCIGs as a function of the traveltimetymdyation caused by velocity
errors. This leads us to the definition of two alternativedweal moveout functions that can
be applied when measuring velocity errors from migratedgesa We test the accuracy of
these alternatives and discuss their relative advantagksliaadvantages. Furthermore, the
availability of a quantitative expression for the expeatedvements of the image points is
crucial when inverting those movements into velocity cdiimns by either simple vertical up-
dating or sophisticated tomographic methods. Therefaretesults ought to be incorporated
in velocity updating methods.

Our theoretical result also implies that ADCIGs are immuatdeast at first order, from
the distortions caused bmage-point dispersallmage-point dispersal occurs when migration
velocity errors cause events from the same segment of andjppilector to be imaged at
different locations (Etgen, 1990). This inconsistencyates substantial problems when using
dipping reflections for velocity updating; its absence nsak®CIGs even more attractive for
MVA.

The computation of ADCIGs is based on a decomposition (bspairformed by slant-
stacks) of the wavefield either before imaging (Mosher et1&l97; Prucha et al., 1999; Xie
and Wu, 2002), or after imaging (Sava and Fomel, 2002; Ricket Sava, 2002; Biondi and
Shan, 2002). In either case, the slant stack transformistissually applied along the horizon-
tal subsurface-offset axis. However, when the geologis dip steep, this “conventional” way
of computing CIGs does not produce useful gathers, evensfkinematically valid for geo-
logic dips milder than 90 degrees. As the geologic dips mseethe horizontal-offset CIGs
(HOCIGSs) degenerate, and their focusing around zero dffses. This limitation of HOCIGs
can be sidestepped by computing offset-domain CIGs alangdttical subsurface-offset axis
(VOCIGS) (Biondi and Shan, 2002). Although neither set déetfdomain gathers (HOCIG
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or VOCIG) provides useful information for the whole rangegefologic dips, an appropri-
ate combination of the two sets does. Our analysis of thenkatie properties of ADCIGs
suggests a simple and effective method for combining a HOsTilé& with a VOCIG cube to
create an ADCIG cube that is immune to artifacts in the prese arbitrary geologic dips.

The plan of attack for covering the broad, but interrelased of issues that are relevant to
the use of ADCIGs for MVA is the following. We start by brieflgwviewing the methodology
for computing offset-domain and angle-domain CIGs by walgfcontinuation migration.
The second section analyzes the kinematic properties of @@ ADCIGs, and contains the
main theoretical development of the paper. The third seatixploits the theoretical results
to define a robust algorithm to compute ADCIGs in the pres@fggological structure and
illustrates its advantages with a real-data example. ThaHaection verifies the theoretical
analysis by using it to predict reflector movements in theratgg images of a synthetic data
set. Finally, the fifth section derives two expressions lfier RMO function to be applied for
measuring velocity errors from migrated images.

COMPUTATION OF COMMON IMAGE GATHERS BY WAVEFIELD
CONTINUATION

In this section we briefly revisit the method for computingi@oon Image Gathers (CIG) by
wavefield-continuation migration. The following develogm assumes that both the source
wavefield and the receiver wavefield have been numericatipamated into the subsurface.
The analytical expressions represent wavefields in the diomeain, and thus they appear to
implicitly assume that the wavefields have been propagatéukitime domain. However, all
the considerations and results that follow are indeperafehe specific numerical method that
was used for propagating the wavefields. They are obviowslg for reverse-time migration
when the wavefields are propagated in the time domain (Wheni®83; Baysal et al., 1983;
Etgen, 1986; Biondi and Shan, 2002). They are also valid vitewavefields are propagated
by downward continuation in the frequency domain, if theme @o overturned events. The
results presented in this paper are valid even when soeosver migration is used instead
of shot-profile migration, if the conditions are satisfied foese two apparently dissimilar
methods to be equivalent (Biondi, 2003).

The conventional imaging condition for shot-profile migpatis based on the crosscorre-
lation in time of the source wavefiel®) with the receiver wavefieldR). The equivalent of
the stacked image is the average over sourgesf(the zero lag of this crosscorrelation; that
is:

1(zx) =) S(tzX)Rs(t,zx), 1)
s t

wherez andx are respectively depth and the horizontal axes,tasdime. The result of this
imaging condition is equivalent to stacking over offsetdwirchhoff migration.

The imaging condition expressed in equation (1) has thetsotisl disadvantage of not
providing prestack information that can be used for eitfeoeity updates or amplitude anal-
ysis. Equation (1) can be generalized (de Bruin et al., 189¢kett and Sava, 2002; Biondi
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Figure 1: Geometry of an ADCIG

for a single event migrated with the

wrong (low in this case) velocity. The \_ 7
propagation direction of the source " J—)
ray forms the angleg with the ver-
tical, and the propagation direction
of the receiver ray forms the an-
gle § with the vertical;y is the ap-
parent aperture angle, ardis the
apparent reflector dip. The source
ray and the receiver ray cross hat
Notice that in this figures,s and

«a are positive, buty is negative.
biondo1-cig-simple-v2[NR]

and Shan, 2002) by crosscorrelating the wavefields shifteddntally with respect to each
other. The prestack image becomes a function of the hoatoslative shift, which has the
physical meaning of aubsurface half offs€ky,). It can be computed as

I(z,x,xh):ZZSS(t,z,x—xh)Rs(t,z,x+xh). (2)
s t

A section of the image cube taken at constant horizontaltimta is a Horizontal Offset
Common Image Gather, or HOCIG. The whole image cube can breaea collection of
HOCIGs.

Sava and Fomel (2002) presented a simple method for trangfgiHOCIGs into ADCIGs
by a slant stack transformation applied independently ¢h €0CIG (Schultz and Claerbout,
1978):

l,, (z,X,y) = SlantStack[ (z, x, xn)]; 3)

wherey is the aperture angle of the reflection, as shown in Figurehis ffansformation from
HOCIG to ADCIG is based on the following relationship betwelee aperture angle and the
slope,dz/dxn, measured in image space:

0z
— =tany =——,; 4
8Xh t,x y kz ( )

wherek,, andk; are respectively the half-offset wavenumber and the \@rti@venumber.
The relationship between tanand the wavenumbers also suggests that the transformation t

ADCIGs can be accomplished in the Fourier domain by a singaét-trace transform (Sava
and Fomel, 2002).

Sava and Fomel (2002) demonstrated the validity of equdgddmased only on Snell’s
law and on the geometric relationships between the proagdirections of the source ray
(determined bygs in Figure 1) and receiver ray (determined &yn Figure 1). Its validity



SEP-113 ADCIGs and MVA 181

is thus independent of the focusing of the reflected energeiat offset; that is, it is valid
regardless of whether the image point coincides with thergeiction of the two rays (marked
asl in Figure 1). In other words, it is independent of whetherd¢baect migration velocity
is used. The only assumption about the migration velocitias the velocity at the imaging
depth is locally the same along the source ray and the reaaiyeThis condition is obviously
fulfilled when the reflected energy focuses at zero offset,itbis, at least approximately,
fulfilled in most practical situations of interest. In mosagtical cases we can assume that
the migration velocity function is smooth in a neighborhaxid¢he imaging point, and thus
that the velocity at the end point of the source ray is appnaxely the same as the velocity
at the end point of the receiver ray. The only exception otfcal importance is when the
reflection is caused by a high-contrast interface, such adt&ediment interface. In these
cases, our results must be applied with particular care.nfthreemigration velocity is correct,
a andy are respectively the true reflector dip and the true apedngte; otherwise they are
the apparentdip and the apparent aperture angle. In Figure 1, the boxhdrthe imaging
point signifies the local nature of the geometric relatigpshelevant to our discussion; it
emphasizes that these relationships depend only on thievielogity function.

When the velocity is correct, the image point obviously caies with the crossing point
of the two rayd . However, the position of the image point when the velodtyat correct has
been left undefined by previous analyses (Prucha et al.,; B8& and Fomel, 2002). In this
paper, we demonstrate the important result that in an ADCMaen the migration velocity is
incorrect, the image point lies along the direction normoahie apparent geological dip. We
identify this normal direction with the unit vectarthat we define as oriented in the direction
of increasing traveltimes for the rays (see Figure 1).

Notice that the geometric arguments presented in this papedoased on the assumption
that the source and receiver rays cross, even when the dagamvgrated with the wrong
velocity. This assumption is valid in 2-D except in degete@ases of marginal practical
interest (e.g. diverging rays). In 3-D, this assumption mreneasily violated, because the
two rays are not always coplanar. This discrepancy betweBra@d 3-D geometries makes
the generalization to 3-D of the results presented in thiepkess than trivial. Therefore, we
consider the 3-D generalization beyond the scope of thispap

As will be discussed in the following and exemplified by thalrdata example in Fig-
ure 6a, the HOCIGs, and consequently the ADCIGs computen fine HOCIGs (Figure 7a),
have problems when the reflectors are steeply dipping. Afithie the HOCIGs become
useless when imaging almost vertical reflectors using eitlierturned events or prismatic
reflections. To create useful ADCIGs in these situations ni®duce a new kind of CIGs
(Biondi and Shan, 2002). This new kind of CIG is computed hyoucing avertical half
offset(z,) into equation (1) to obtain:

I(z,x,zh):ZZ&(t,z—zh,x) Rs(t,z+ zn,X). (5)
S t

A section of the image cube computed by equation (5) takeprstant depttz is a Vertical
Offset Common Image Gathers, or VOCIG.

As for the HOCIGs, the VOCIGs can be transformed into an ADBY&pplying a slant
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stack transformation to each individual VOCIG; that is:
l,, (z,x,y) = SlantStackl (z, x, zn)]. (6)

This transformation is based on the following relationdigpween the aperture angle and the
slopedx/dz, measured in image space:

X Kz,

——| =tany =—. 7

82h t,z k)( ( )
Equation (7) is analogous to equation (4), and its validég be trivially demonstrated from
equation (4) by a simple axes rotation. However, notice ifpe differences between equa-
tion (7) and equation (4) caused by the conventions definEture 1.

Notice that our notation distinguishes the result of the tremsformations to ADCIG
(I,,x andl,,z), because they are different objects even though they argeisndefined in the
same domainz x,y). One of the main results of this paper is the definition ofrtHationship
between,, andl,,, and the derivation of a robust algorithm to “optimally” rgerthe two sets
of ADCIGs. To achieve this goal we will first analyze the kiretia properties of HOCIGs
and VOCIGs.

KINEMATIC PROPERTIES OF COMMON IMAGE GATHERS

In this section we analyze the kinematic properties of CMath particular emphasis on the
case when velocity errors prevent the image from focusizgiat offset, causing the reflected
energy to be imaged over a range of offsets. We will start kalyamng the kinematics of
offset-domain CIGs.

To analyze the kinematic properties of HOCIGs and VOCIGHs, utseful to observe that
they are just particular cases of offset-domain gathergelreral, the offset can be oriented
along any arbitrary direction. In particular, the offsetedition aligned with the apparent
geological dip of the imaged event has unique propertieswiWeefer to this offset as the
geological-dip offsetand the corresponding CIGs as Geological Offset CIGs, oCI&3.

Figure 2 illustrates the geometry of the different kinds fi$et-domain CIGs for a single
event. In this sketch, the migration velocity is assumedettolver than the true velocity, and
thus the reflections are imaged too shallow and above thé phiere the source ray crosses
the receiver rayl(). The line passing through and bisecting the angle formed by the source
and receiver ray, is oriented at an angle/ith respect to the vertical direction. The anglés
the apparent geological dip of the event after imaging. dhthe angle formed between the
source and receiver ray is the apparent aperture angle

When HOCIGs are computed, the end point of the source $gy &nd the end point of
the receiver rayRy, ) are at the same depth. The imaging pointis midway betweers,, and
Rx,, and the imaging half offset i&, = Ry, — lx,. Similarly, when VOCIGs are computed,
the end point of the source rag,) and the end point of the receiver réy;() are at the same
horizontal location. The imaging poimj, is midway betweers,, and R, , and the imaging
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half offsetisz, = Ry, — |z,. When the offset direction is oriented along the appareoioggcal
dip o (what we called the geological-dip offset direction), tinel @oint of the source ray &
and the end point of the receiver rayRs. The imaging pointp is midway betweerg, and
Ro, and the imaging half offset isp = Ry — lo. Notice that the geological-dip half offskf is
a vector, because it can be oriented arbitrarily with resfgethe coordinate axes.

Figure 2 shows that both,, andl, lie on the line passing through, o and Ry. This

is an important property of the offset-domain CIGs and isebasn a crucial constraint im-
posed on our geometric construction; that is, the travelttong the source ray summed with
the traveltime along the receiver ray is the same for all fifgebdirections, and is equal to
the recording time of the event. The independence of thétratzeltimes from the offset di-
rections is a direct consequence of taking the zero lag ofithescorrelation in the imaging
conditions of equation (2) and (5). This constraint, togethith the assumption of locally
constant velocity that we discussed above, directly leadise following equalities:

‘S(h_SO‘ZlRXh_ROL and ‘Szh_S)lz‘th_RO, (8)

which in turn are at the basis of the collinearitylgf 1y, andly, .

The offsets along the different directions are linked byftiilowing simple relationship,
which can be readily derived by trigonometry applied to Feg2:

- 9 9

Xh cosa 9

7 = —o (10)
o= sina’

WherehNO =n x ho. Notice that the definition dﬁ~o is such thalits sign depends on whether
lo is before or beyond, and that for flat eventsy(= 0) we haveng = Xp.

Although 1y, andl,, are both collinear witho, they are shifted with respect to each other
and with respect tdg. The shifts of the imaging points,, and I, with respect to can be
easily expressed in terms of the offégtand the angles andy as follows:

Aly, =(lx,—lo) =hotanytanc, (11)
tany
Ath :(lzh—lo) :—h m (12)

The shift betweery, andl,, prevents us from constructively averaging HOCIGs with VO-
CIGs to create a single set of offset-domain CIGs.

Notice the dependence ofl y, andAl,, on the aperture angle. This dependence causes
events with different aperture angles to be imaged at @iffelocations, even if they originated
at the same reflecting point in the subsurface. This phenomesrelated to the well known
reflector-point dispersaih common midpoint gathers. In this context, this dispeisal con-
sequence of using a wrong imaging velocity, and we will rédeit asimage-point dispersal
We will now discuss how the transformation to ADCIGs overesnthe problems related to
the image-point shift and thus removes, at least at firstrptide image-point dispersal.
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Figure 2. Geometry of the three dif-
ferent kinds of offset-domain (hor-
izontal, vertical and geological-dip)
CIG for a single event migrated
with the wrong velocity. Iy, is the
horizontal-offset image pointl,, is
the vertical-offset image point, and
lo is the geological-dip offset image
point. | biondo1-cig-gen-ve[NR]

Figure 3: Geometry of an angle-
domain CIG for a single event
migrated with the wrong velocity.
The transformation to the angle do-
main shifts all the offset-domain
image points K, lz,.lo) to the
same angle-domain image poiht.
biondo1-cig-image-dip-vANR]
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Kinematic properties of ADCIGs

The transformation to the angle domain, as defined by equafi-4) for HOCIGs and equa-
tions (6—7) for VOCIGs, acts on each offset-domain CIG iredefently. Therefore, when the
reflected energy does not focus at zero offset, the transfitwmto the angle domain shifts
the image point along the direction orthogonal to the off$&e horizontal-offset image point
(Ix,) shifts vertically, and the vertical-offset image poitg,§ shifts horizontally. We will
demonstrate the two following important properties of timsmal shift

[) The normal shift corrects for the effects of the offsetediion on the location of the
image point; that is, the transformation to the angle dorshifts the image points from
different locations in the offset domaity(, I, andlp) to the same location in the angle
domain (,).

I1) The image location in the angle domaih | lies on the normal to the apparent geolog-
ical dip passing through the crossing point of the sourceraodiver rays k). 1, is
located at the crossing point of the lines passing thraggand Ry and orthogonal to
the source ray and receiver ray, respectively. The shiftgatbe normal to the reflector,
caused by the transformation to angle domain, is thus equal t

An, = (I, — lo) = hotanyn = tarf y Anp, (13)

whereAnp, = (h~o/tany) n is the normal shift in the geological-dip domain. The total
normal shift caused by incomplete focusing at zero offs#tus equal to:

B A
ANt = (ly — | ) = ANp, + ANy, = Anp, (1+tar12y) - COr;hJO/

(14)

Figure 3 illustrates Properties | and Il. These propertiesfar from obvious and their
demonstration constitutes one of the main results of thpepalhey also have several impor-
tant consequences; the three results most relevant totioigkeelocity analysis are:

1. ADCIGs obtained from HOCIGs and VOCIGs can be constrettiaveraged, in con-
trast to the original HOCIGs and VOCIGs. We will exploit tlpsoperty to introduce
a robust algorithm for creating a single set of ADCIGs thahgensitive to geological
dips, and thus is ready to be analyzed for velocity infororati

2. The reflector-point dispersal that negatively affectsesfdomain CIGs is corrected in
the ADCIGs, at least at first order. If we assume the raypathe stationary, for a given
reflecting segment the image points for all aperture anglebare the same apparent
dip, and thus they are all aligned along the normal to the rgppaeflector dip.

3. From equation (14), invoking Fermat'’s principle and gpm simple trigonometry, we
can also easily derive a relationship between the total absmmift Ani; and the total
traveltime perturbation caused by velocity errors as edlo

(15)



186 Biondi and Symes SEP-113

whereS is the background slowness around the image point&ing defined as the
difference between the perturbed traveltime and the backgt traveltime. We will
exploit this relationship to introduce a simple and acaigtpression for measuring
residual moveouts from ADCIGs.

Demonstration of kinematic properties of ADCIGs

Properties | and Il can be demonstrated in several ways. isnpémper, we will follow an
indirect path that might seem circuitous but will allow usdather further insights on the
properties of ADCIGs.

We first demonstrate Property | by showing that the radadertransformations repre-
sented by equation (4), and analogously equation (7), areadgnt to a chain of two trans-
formations. The first one is the transformation of the HOC(@&sVOCIGs) to GOCIGs by a
dip-dependent stretching of the offset axis; that is:

~

ho=xncosx, or hg=—2zxsina; (16)

or in the wavenumber domain,

k k
kho — Xh , or kho - _ .Zh ’
Cosx Sino

(17)

wherekp, is the wavenumber associated with andky, andk,, are the wavenumbers asso-
ciated withx, andz,.

The second is the transformation of HOCIGs to the angle do@agording to the relation

k
tany = ——2, (18)
Kn
whereky is the wavenumber associated with the direction normaléaéfiector. This direc-
tion is identified by the line passing througrandl, in Figures 2 and 3.

The transformation of HOCIGs to GOCIGs by equations (16) @] follows directly
from equations (9) and (10). Because the transformatiordip-elependent stretching of the
offset axis, it shifts energy in thez,(x) plane. Appendix A demonstrates that the amount
of shift in the €,x) plane exactly corrects for the image-point shift chanaogel by equa-
tions (11) and (12).

Appendix B demonstrates the geometrical property that fergy dipping at an angle
« in the the g,x) plane, the wavenumbds, along the normal to the dip is linked to the
wavenumbers along(x) by the following relationships:

kn = kz = kx .
COosx SInx

(19)

Substituting equations (17) and (19) into equation (18)pb&ain equations (4) and (7). The
graphical interpretation of this analytical result is indiae. In Figure 3, the transformation
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to GOCIG [equations (17)] moves the imaging pdigt (or I,) to lg, and the transformation
to the angle domain [equation (18)] moviesto I,. This sequence of two shifts is equivalent
to the direct shift fromly, (or 1) to I, caused by the transformation to the angle domain
applied to a HOCIG (or VOCIG).

We just demonstrated that the transformation to ADCIG igpehdent from which type of
offset-domain CIGs we started from (HOCIG, VOCIG, or GOCIGdnsequently, the imag-
ing pointl,, must be common to all kinds of ADCIGs. Furthermore, the impgiat must lie
along each of the normals to the offset directions passirgitih the respective image points.
In particular, it must lie along the normal to the apparerdlggical dip, and at the crossing
point of the the vertical line passing througl) and the horizontal line passing throubfy.

Given these constraints, the validity of Property Il [eqoiad (13) and (14)] can be easily
verified by trigopnometry, assuming that the image-pointtskare given by the expressions
in equations (9) and (10). However, we will now demonstratgpBrty Il in an alternative
way; that is, by analyzing a GOCIG computed from an event wittapparent geological dip
(e = 0). This analysis provides intuitive understanding of thlation between offset-domain
and angle domain CIGs when the migration velocity is inadtrEurthermore, the analysis of
a GOCIG with flat dip is representative of all the GOCIGs, astation of Figure 3 suggests.

Figure 4 shows the geometry of a GOCIG with flat apparent diphik particular case, the
imaging condition for ADCIGs has a direct “physical” expddion. The source and receiver
rays can be associated with the corresponding planar vemtefpropagating in the same di-
rection (and thus tilted by an angjewith respect to the horizontal). The crosscorrelation
of the plane waves creates the angle-domain image ppwhere the plane waves intersect.
I, is shifted vertically byhotany with respect to the offset-domain imaging polgt In this
case, there is also a direct connection between the conputdtADCIGs in the image space
and the computation of ADCIGs in the data space by plane-wlagemposition of the full
prestack wavefield obtained by recursive survey sinkingdka et al., 1999).

The interpretation of ADCIGs in the “physical” space (Figut) can also be easily con-
nected to the effects of applying slant stacks in the imageesgFigure 5). Migration of a
prestack flat event with too low a migration velocity genesan incompletely focused hyper-
bola in the image space, as sketched in Figure 5. Accordiequation (4), the tangent to the
hyperbola at offsefty = X has the slop@z/axy = —tany. This tangent intersects the vertical
axis at a point shifted byAn,, = h~otanyn from Ig.

In the more general case of dipping reflectors (i.e. witi 0 ), whenx, = h~o/ COs,
the shift along the vertical ig,tanyn = (hotany/co&x) n. This result is consistent with the
geometric construction represented in Figure 3.

ROBUST COMPUTATION OF ADCIGS IN PRESENCE OF GEOLOGICAL
STRUCTURE

Our first application of the CIG kinematic properties analyzn the previous section is the
definition of a robust method to compute high-quality ADCI&sall events, including steeply
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S~
Figure 4: Geometry of a GOCIG with oo 7\ ,
flat apparent dip. In this case, the SO e 4. Y( .. e RO
source and receiver rays can be asso- ~ \
ciated with the corresponding planar
wavefronts propagating in the same \
direction. The crosscorrelation of the \
plane waves creates the angle-domain \
image pointl,, where the plane waves \
intersect. | biondo1-cig-flat-vi[NR] \

Figure 5: Graphical analysis of the _
application of slant stacks to a GO- Ly
CIG when an event with flat ap-
parent dip is migrated with a low
velocity. The event is an incom-
pletely focused hyperbola in the im-
age space. The tangent of this hyper-
bola athg crosses the vertical axis at
l,. |biondo1-cig-image-vINR]
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dipping and overturned reflections. In presence of compéataygical structure, the compu-
tation of neither the conventional HOCIGS nor the new VOCiKzsufficient to provide com-
plete velocity information, because the image is stretciledg both the subsurface-offset
axes.

According to equation (9), as the geological dip increabeshorizontal-offset axis is
stretched. At the limit, whea is equal to 90 degrees, the relation between the horizofftsdt
and the geological-dip offset becomes singular. SimiJaf9CIGs have problems when the
geological dip is close to flat= 0 degrees) and equation (10) becomes singular. This dip-
dependent offset-stretching of the offset-domain ClGsseatartifacts in the corresponding
ADCIGs.

The fact that relationships (9) and (10) diverge only fofased dips (0, 90, 180, and 270
degrees) may falsely suggest that problems are limited¢aases. However, in practice there
are two factors that contribute to make the computation oCABs in presence of geological
dips prone to artifacts:

e To limit the computational cost, we would like to compute tftset-domain gathers
over a range of offsets as narrow as possible. This is p&tlgurue for shot-profile
migrations, where the computation of the imaging condgibg equation (2) can add
substantially to the computational cost when it is carriegl @ wide range of subsurface
offsets.

e The attractive properties of the ADCIGs that we demondiraieove, including the
elimination of the image-point dispersal, depend on theragsion of locally constant
velocity. In particular, velocity is assumed to be constlohg the ray segmeng, S,

Ry, Ro, $4, S, and Ry, Ro drawn in Figure 2. The longer those segments are, the more
likely it is that the constant velocity assumption will beokated sufficiently to cause
substantial errors.

These considerations suggest that, in presence of completuses, high-quality AD-
CIGs ought to be computed using the information present th btOCIGs and VOCIGs.
There are two alternative strategies for obtaining a sisgteof ADCIGs from the informa-
tion present in HOCIGs and VOCIGs. The first method merges KB3@vith VOCIGs after
they have been transformed to GOCIGs by the applicationeobifset stretching expressed in
equation (16). The merged GOCIGs are then transformed tol&B®Gy applying the radial-
trace transformation expressed in equation (18). The skeowthod merges HOCIGs with
VOCIGs directly in the angle domain, after both have beenstia@med to ADCIGs by the
radial-trace transforms expressed in equations (4) and (7)

The two methods are equivalent if the offset range is infipigde, but they may have
different artifacts when the offset range is limited. Sitioefirst method merges the images in
the offset domain, it can take into account the offset-rdilgigation more directly, and thus
it has the potential to produce more accurate ADCIGs. Howéhe second method is more
direct and simpler to implement. In both methods, an effecthough approximate, way for
taking into account the limited offset ranges is to weiglet@iGs as a function of the apparent
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dips« in the image. A simple weighting scheme is:

wy, = CoS a,
wy, = Sirfa, (20)

where the weights)y, andw,, are respectively for the CIGs computed from the HOCIGs and
the VOCIGs. These weights have the attractive propertyttieat sum is equal to one for any
a. We used this weighting scheme for all the results shownigygaper.

ADCIGs in the presence of geological structure: a North Seaxample

The following marine-data example demonstrates that thécgtion of the robust method for
computing ADCIGs presented in this section substantiatigroves the quality of ADCIGs
in the presence of geological structure. Our examples shmration results of a 2-D line
extracted from a 3-D data set acquired in the North Sea oveit 8cdy with a vertical edge.
The data were imaged using a shot-profile reverse time nogrdiecause the reflections from
the salt edge had overturned paths.

As predicted by our theory, in the presence of a wide rangesfbéator dips (e.g. flat
sediments and salt edges), both the HOCIGS and the VOCIGaffarted by artifacts. Fig-
ure 6 illustrates this problem. It displays orthogonal et cut through the HOCIG cube
(Figure 6a), and through the VOCIG cube (Figure 6b). Thetffanes show the images at
zero offset and are the same in the two cubes. The side fadgufeF6a shows the HOCIGs
taken at the horizontal location corresponding to the waltalt edge. We immediately no-
tice that, at the depth interval corresponding to the sajeethe image is smeared along the
offset axis, which is consistent with the horizontal-offsgetch described by equation (9).
On the contrary, the image of the salt edge is well focusethénMOCIG displayed in the
top face of Figure 6b, which is consistent with the vertigtitet stretch described by equa-
tion (10). However, the flattish reflectors are unfocusedh&\fOCIG cube, whereas they are
well focused in the HOCIG cube. The stretching of the offsetsacauses useful information
to be lost when significant energy is pushed outside the rahg#sets actually computed.
In this example, the salt edge reflection is clearly trundta&tethe HOCIG cube displayed in
Figure 6a, notwithstanding that the image was computed fairly wide offset-range (800
meters, starting at -375 meters and ending at 425 meters).

The ADCIGs computed from either the HOCIGs or the VOCIGS reiwglar problems
with artifacts caused by the wide range of reflectors dipguied 7 shows the ADCIG com-
puted from the offset-domain CIGs shown in Figure 6. Theesddfe is smeared in the ADCIG
computed from HOCIG (side face of Figure 7a), whereas itittyfavell focused in the AD-
CIG computed from VOCIG (top face of Figure 7b). Converséhg flattish reflectors are
well focused in the ADCIG computed from HOCIG, whereas theysmeared in the ADCIG
computed from VOCIG.

The artifacts mostly disappear when the ADCIG cubes showfigare 7 are merged
according to the simple scheme discussed above, which heesdights defined in equa-
tions (20). Figure 8 shows the ADCIG cube resulting from trexge. The moveouts for the
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salt edge and the sediment reflections are now clearly eigitthe merged ADCIG cube and
could be analyzed for extracting velocity information. Tanfirm these conclusions we mi-
grated the same data after scaling the slowness functidnasxgbnstant factor equal to 1.04.
Figure 9 shows the ADCIG cubes computed from the HOCIG culgri(€ 9a), and from the
VOCIG cube (Figure 9b). When comparing Figure 7 with Figurevé notice the 175-meter
horizontal shift of the salt edge reflection toward the lediised by the decrease in migration
velocity. However, the artifacts related to the salt eddlec&on are similar in the two figures,
and they similarly obscure the moveout information. On tbet@ry, the moveout informa-
tion is ready to be analyzed in the cube displayed in Figurevhich shows the ADCIG cube
resulting from the merge of the ADCIG cubes shown in Figure@articular, both the flattish
event above the salt edge (at about 1,000 meters depth) asdltredge itself show a typical
upward smile in the angle-domain gathers, indicating t@ntigration velocity was too slow.

ILLUSTRATION OF CIGS KINEMATIC PROPERTIES WITH A SYNTHETIC
DATA SET

To verify the results of our geometric analysis of the kinemproperties of CIGs, we mod-
eled and migrated a synthetic data set with a wide range of dipe reflector has spherical
shape with radius of 500 m. The center is at 1,000 meters deyutt8,560 meters horizontal
coordinate. The velocity is constant and equal to 2,000 & data were recorded in 630
shot records. The first shot was located at a surface codednfia2,000 meters, and the shots
were spaced 10 meters apart. The receiver array was cordigutie an asymmetric split-
spread geometry. The minimum negative offset was constahequal to -620 meters. The
maximum offset was 4,400 meters for all the shots, with theeption of the first 100 shots
(from -2,000 meters to -1,000 meters), where the maximusebffias 5,680 meters to record
all the useful reflections. To avoid boundary artifacts attthp of the model, both sources and
receivers were buried 250 meters deep. Some of the refledtimm the top of the sphere were
muted out before migration to avoid migration artifactsseaiby spurious correlations with
the first arrival of the source wavefield. The whole data set magrated twice: first using
the correct velocity (2,000 m/s), and second after scahiegstowness function by a constant
factorp = 1.04 (corresponding to a velocity of 1,923 m/s). The ADCIBaven in this section
and the following section were computed by merging the ADE&Bmputed from both the
HOCIGs and VOCIGs according to the robust algorithm presgmnt the previous section.

Figure 11a shows the zero-offset section (stack) of the ategr cubes with the correct
velocity and Figure 11b shows the zero-offset section abtawith the low velocity. Notice
that, despite the large distance between the first shot antkthedge of the sphere (about
5,000 meters), normal incidence reflections illuminatetnget only up to about 70 degrees.
As we will see in the angle-domain CIGs, the aperture angler@age shrinks dramatically
with increasing reflector dip. On the other hand, real daszsare likely to have a vertical
velocity gradient that improves the angle coverage of $yegipping reflectors.
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Figure 6: Migrated images of North Sea data set. Orthogoeaians cut through offset-
domain CIG cubes: a) HOCIG cube, b) VOCIG cube. Notice thi#gaats in both cubes.
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Figure 7: Orthogonal sections cut through ADCIG cubes: a)CA® computed from HO-
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Figure 8: Orthogonal sections cut through the ADCIG cubéwss obtained by merging the
cubes displayed in Figure 7 using the proposed method. &ltiteclack of artifacts compared
with Figure 7. biondol-Ang-Cube-merge-v?neV\ﬁCR]

Transformation of HOCIGs and VOCIGs to GOCIGs

Figure 12 illustrates the differences between HOCIGs andCN&3 caused by the image-
point shift, and it demonstrates that the image-point shifbrrected by the transformation to
GOCIGs described in equations (9) and (10).

Figures 12a and 12b show orthogonal sections cut througbfibet-domain image cubes
in the case of the low velocity migration. Figure 12a displalye horizontal-offset image
cube, while Figure 12b displays the vertical-offset imagbec Notice that the offset axis in
Figure 12b has been reversed to facilitate its visual catigai with the image cube displayed
in Figure 12a. The side faces of the cubes display the ClGntakthe surface location cor-
responding to the apparent geological dip of 45 degreeseVéets in the two types of CIGs
have similar shapes, as expected from the geometric asglgessented in a previous section
(cose = sina whena= 45 degrees), but their extents are different. The diffeesrbetween
the two image cubes are more apparent when comparing thddaas, which show the image
at a constant offset of 110 meters (-110 meters in Figure. I2®se differences are due to the
differences in image-point shift for the two offset directs [equation (11) and equation (12)].

Figure 12c and 12d show the image cubes of Figures 12a andfte2libee application
of the transformations to GOCIG, described in equations(@) (10), respectively. The two
transformed cubes are almost identical, because bothfset sfretching and the image-point
shift have been removed. The only significant differencesvasible in the front face for
the reflections corresponding to the top of the sphere. Trefleetions cannot be fully cap-
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Figure 9: Migrated images of North Sea data set. The migraiowvness had been scaled by
1.04 with respect to the migration slowness used for the @aafown in Figures 6—8. Orthog-
onal sections cut through ADCIG cubes: a) ADCIG computethfidOCIG cube, b) ADCIG
computed from VOCIG cube. Notice that the artifacts obs¢bheemoveout information in
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Figure 10: Orthogonal sections cut through the ADCIG culs thas obtained by merg-
ing the cubes displayed in Figure 9 using the proposed methédtice the typical up-
ward smile in the moveouts from both the salt edge and theisttattvent above it.
biondo1-Ang-Cube-merge-v7ne{CR]

tured within the vertical-offset image cube because theesgion in equation (10) diverges
asa goes to zero. Similarly, reflections from steeply dipping@mg are missing from the
horizontal-offset image cube because the expression iatequ9) diverges as goes to 90
degrees.

Image mispositioning in ADCIGs migrated with wrong velocity

In a previous section, we demonstrated that in an ADCIG cabénaging point,, lies on the
line normal to the apparent geological dip and passing tiirdhe point where the source and
receiver rays cross (Figure 3). This geometric propertpletbus to define the analytical rela-
tionship between reflector movement and traveltime peatish expressed in equation (15).
This important result is verified by the numerical experitngmown in Figure 13. This fig-
ure compares the images of the spherical reflector obtaisieg the low velocity (slowness
scaled byp = 1.04) with the reflector position computed analytically enthe assumption
thatl, is indeed the image point in an ADCIG. Because both the traktlae migration ve-
locity functions are constant, the migrated reflector lmcatan be computed exactly by a
simple “kinematic migration” of the recorded events. Thisqess takes into account the dif-
ference in propagation directions between the “true” evantl the “migrated” events caused
by the scaling of the velocity function. Appendix C derivhe equations used to compute the
migrated reflector location as a functionmfe,,, andy,.
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Figure 11: Images of the synthetic data set obtained witbmgct velocity, b) too low velocity
(0 = 1.04). |biondo1-Mig-zo-overh[CR]

The images shown in the six panels in Figure 13 correspondxtdifferent apparent
aperture angles: &), =0, b)y, =10, ¢)y, =20, d)y, =30, e)y, =40, f) y, =50. The black
lines superimposed onto the images are the correspondiegtoe locations predicted by the
relationships derived in Appendix C. The analytical linesfpctly track the migrated images
for all values ofy,.. The lines terminate when the corresponding event was notdaed by the
data acquisition geometry (described above). The images@beyond the termination of the
analytical lines because the truncation artifacts arectdteby the finite-frequency nature of
the seismic signal, and thus they are not predicted by thelsikinematic modeling described
in Appendix C.

RESIDUAL MOVEOUT IN ADCIGS

The inconsistencies between the migrated images at diffapgerture angles are the primary
source of information for velocity updating during Migmati Velocity Analysis (MVA). Fig-
ure 13 demonstrated how the reflector mispositioning calbgeglocity errors can be exactly
predicted by a kinematic migration that assumes the imag# pmlie on the normal to the
apparent geological dip. However, this exact predictidveised on the knowledge of the true
velocity model. Of course, this condition is not realistibem we are actually trying to es-
timate the true velocity model by MVA. In these cases, we fitsasure the inconsistencies
between the migrated images at different aperture angldghen we “invert” these measures
into perturbations of the velocity model.

An effective and robust method for measuring inconsisesbetween images is to com-
pute semblance scans as a function of one “residual movéRMO) parameter, and then pick
the maxima of the semblance scan. This procedure is mostigéavhen the residual move-
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Figure 12: Orthogonal sections cut through offset-domdi® €ubes obtained with too low
velocity (o = 1.04): a) HOCIG cube, b) VOCIG cube, c) GOCIG cube computechfHO-
CIG cube, d) GOCIG cube computed from VOCIG cube. Notice ifferénces between the
HOCIG (panel a) and the VOCIG (panel b) cubes, and the siitidarbetween the GOCIG
cubes (panel c and panel q))iondol-Cube-slow-4p-ove“‘CR]

out function used for computing the semblance scans clegglyoximates the true moveouts
in the images. In this section, we use the kinematic progettiat we derived and illustrated in
the previous sections to derive two alternative RMO fundifor scanning ADCIGs computed
from wavefield-continuation migration.

As discussed above, the exact relationships derived in Agipé& cannot be used, because
the true velocity function is not known. Thus we cannot adally estimate the changes in
ray-propagation directions caused by velocity pertudresti However, we can linearize the
relations and estimate the reflector movement by assumatghle raypaths are stationary.
This assumption is consistent with the typical use of meab®MO functions by MVA pro-
cedures. For example, in a tomographic MVA procedure thecisl is updated by applying
a tomographic scheme that “backprojects” the image instersties along unperturbed ray-
paths. Furthermore, the consequences of the errors imtedday neglecting ray bending are
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Figure 13: Comparison of the actual images obtained usmpth velocity, with the reflector
position computed analytically under the assumption thatimage point lies on the normal
to the apparent geological dip,(in Figure 3). The black lines superimposed onto the images
are the reflector locations predicted by the relationshigsgnted in Appendix C. The six
panels correspond to six different apparent aperture anglg, =0 b) y, =10 c)y, =20

d) y, =30 e)y, =40f)y, =50. |biondol-Tomo-slow-4p-ovelfiCR]

significantly reduced by the fact that RMO functions desetibe movements of the reflec-
tors relative to the reflector position imaged at normaldeace { = 0), not the absolute
movements of the reflectors with respect to the true (unknoeftector position.

Appendix D derives two expressions for the RMO shift along tlermal to the reflector
(Anrmo), under the assumptions of stationary raypaths and cdnstating of the slowness
function by a factop. The first expression is [equation (D-7)]:

1._.p Sinz}/
1—p(1- cose) (cofa —siry)

ANRmo = zon, (21)

wherez, is the depth at normal incidence.

The second RMO function is directly derived from the first lss@ming flat reflectors
(o = 0) [equation (D-8)]:
Angyo = (1- p)tarfyzo n. (22)
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As expected, in both expressions the RMO shift is null at radintidence ¢ = 0), and when
the migration slowness is equal to the true slowness ().

According to the first expression [equation (21)], the RM@tshcreases as a function
of the apparent geological dip|. The intuitive explanation for this behavior is that thegay
become longer as the apparent geological dip increases;ansgquently the effects of the
slowness scaling increase. The first expression is moreraecthan the second one when
the spatial extent of the velocity perturbations is largepared to the raypath length, and
consequently the velocity perturbations are uniformly &bng the entire raypaths. Its use
might be advantageous at the beginning of the MVA processslosvness errors are typically
large scale. However, it has the disadvantage of dependitigeoreflector dipx, and thus its
application is somewhat more complex.

The second expression is simpler and is not as dependent @sshhmption of large-scale
velocity perturbations as the first one. Its use might be atdgpeous for estimating small-
scale velocity anomalies at a later stage of the MVA procesgn the gross features of the
slowness function have been already determined.

To test the accuracy of the two RMO functions we will use thgnation results of a syn-
thetic data set acquired over a spherical reflector. This skett was described in the previous
section. Figure 14 illustrates the accuracy of the two RM@fions when predicting the ac-
tual RMO in the migrated images obtained with a constant isés8 function withp = 1.04.
The four panels show the ADCIGs corresponding to differ@piaaent reflector dip: &) = 0;

b) « = 30; c)a = 45; d)a = 60. Notice that the vertical axes change across the paneach
panel the vertical axis is oriented along the direction radrta the respective apparent geo-
logical dip. The solid lines superimposed onto the imagesamputed using equation (21),
whereas the dashed lines are computed using equation (82h FAgure 13, the images ex-
tend beyond the termination of the analytical lines becadigbe finite-frequency nature of
the truncation artifacts.

The migrated images displayed in Figure 14 were computedtbing both the true and the
migration slowness function to be constant. Therefors,¢hse favors the first RMO function
[equation (21)] because it nearly meets the conditions uwtiech equation (21) was derived
in Appendix D. Consequently, the solid lines overlap thenatign results for all dip angles.
This figure demonstrates that, when the slowness pertarbigtsufficiently small (4 % in this
case), the assumption of stationary raypaths causes oaly amors in the predicted RMO.

On the contrary, the dashed lines predicted by the second RMEion [equation (22)]
are an acceptable approximation of the actual RMO functidy for small dip angles (up to
30 degrees). For large dip angles, a valug stibstantially higher than the correct one would
be necessary to fit the actual RMO function with equation.(22his effect of the reflector
dip is not properly taken into account, the false indicagiprovided by the inappropriate use
of equation (22) can prevent the MVA process from converging
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Figure 14: ADCIGs for four different apparent reflector dipa = 0; b)a = 30; ¢)a = 45; d)

a =60 with p = 1.04. Superimposed onto the images are the RMO functionpetad using
equation (21) (solid lines), and using equation (22) (ddsines). Notice that the vertical axes
change across the panels; in each panel the vertical axieiged along the direction normal
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CONCLUSIONS

We analyzed the kinematic properties of ADCIGs in presericelocity errors. We proved
that in the angle domain the image point lies along the notm#ie apparent reflector dip.
This geometric property of ADCIGs makes them immune to thageipoint dispersal and
thus attractive for MVA.

We derived a quantitative relationship between imageipmiovements and traveltime
perturbations caused by velocity errors, and verified ilislig with a synthetic-data example.
This relationship should be at the basis of velocity-updathethods that exploit the velocity
information contained in ADCIGs.

Our analysis leads to the definition of two RMO functions tbamh be used to measure
inconsistencies between migrated images at differentageangles. The RMO functions
describe the relative movements of the imaged reflectogsapproximately, because they are
derived assuming stationary raypaths. However, a syctiegtmple shows that, when the
velocity perturbation is sufficiently small, one of the pospd RMO functions is accurate for
a wide range of reflector dips and aperture angles.

The insights gained from our kinematic analysis explaingtieng artifacts that affect
conventional ADCIG in presence of steeply dipping reflextdihey also suggest a procedure
for overcoming the problem: the computation of verticdket CIGs (VOCIGs) followed by
the combination of VOCIGs with conventional HOCIGs. We e@ a simple and robust
scheme for combining HOCIGs and VOCIGs. A North Sea data elawlearly illustrates
both the need for and the advantages of our method for comgppAIDCIGSs in presence of a
vertical salt edge.
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APPENDIX A

PROOF THAT THE TRANSFORMATION TO GOCIG CORRECTS FOR THE
IMAGE-POINT SHIFT

This appendix proves that by applying the offset transfdiona described in equations (9)
and (10) we automatically remove the image-point shift abtarized by equations (11) and (12).
The demonstration for the VOCIG transformation is simitettte one for the HOCIG transfor-
mation, and thus we present only the demonstration for thElBS. HOCIGs are transformed
into GOCIGs by applying the following change of variableshaf offset axis,, in the vertical
wavenumbek, and horizontal wavenumbé&y domain:

~ 1
_ ho el ~ o k)( ~ k)% 2
Xp = Py sign (tanx) hoy/' 1+ tarfa = S|gn(k—z> ho (1+ k_§ ) (A-1)

For the sake of simplicity, in the rest of the appendix we aibp the sign in front of expres-
sion (A-1) and consider only the positive valuekgfk,.

We want to prove that by applying (A-1) we also automaticahift the image by
A;ly, = —hotany tana sina (A-2)
in the vertical direction, and
Axly, = hotany tana cose (A-3)
in the horizontal direction.

The demonstration is carried out in two steps: 1) we comet&inematics of the impulse
response of transformation (A-1) by a stationary-phaseceqmpation of the inverse Fourier
transform alond; andky, and 2) we evaluate the dips of the impulse response, rélate to
the anglesr andy, and then demonstrate that relations (A-3) and (A-2) alisfszd.
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Evaluation of the impulse response of the transformation taGOCIGs

The transformation to GOCIG of an imagg (kz,ky, Xn) is defined as
1
~ R dhy ik (145 ) 2
'0('<z"<x’kh)=/dho'o(kz1kmho)e"‘““°=/dxh(d—)q:’) Ly (K Ko Xn) € o (1+)
(A-4)

The transformation to GOCIG of an impulse locatedzak(x;) is thus (after inverse Fourier
transforms):

. _ kZ _% ~ _ _
—_~ ~ dh\é) i1kn Xh(l—i—é) —hg | +kz(z—2)+kx (X—X)
Imp(z,x,ho):fdkh/dthdkxfdkz(ﬁ)e |
(A-5)

We now approximate by stationary phase the inner doublgrake The phase of this
integral is:

_ k2\"2 ~ _ _
® = kp |:xh(1+k§) h0:|+kz(zz)+kx(xx). (A-6)
z
The stationary path is defined by the solutions of the follmsystem of equations:
3

P _k2 k2\"2 _
o = Kexng (145 -2 =0, A7
ok, hth§< +k§> +(z—-2) (A-7)
AP _ kg k2\72 _
— = —kpXn—s 1+ 2 —x)=0. A-8
ok, hth§< +k§> +(xX=x)=0 (A-8)

By moving both £ — z) and  — x) to the right of equations (A-7) and (A-8), and then dividing
equation (A-7) by equation (A-8), we obtain the followindattonship betweenz(— z) and
(X—x): _
Z—7Z Ky
X—x k'
Furthermore, by multiplying equation (A-7) b and equation (A-8) bk, and then sub-
stituting them appropriately in the phase function (A-6¢ @an evaluate the phase function

along the stationary path as follows:

(A-9)

_ k2 -2 -
Dstar=Kn | Xn <1+ k_;) —ho |, (A-10)
7

which becomes, by substituting equation (A-9),

— {xh [1+ (2= 2)2} - r’fo] . (A-11)

(X—x)?
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Notice that the minus sign comes from the sign function irreggion (A-1). By substituting
expression (A-11) in equation (A-5) it is immediate to e&ithe kinematics of the impulse
response as follows:

_o1h
~o:—xh[1+((;_)z())2} . (A-12)

Evaluation of the image shift as a function ofx and y

The final step is to take the derivative of the impulse respari®quation (A-12) and use the
relationships of these derivatives with taand tary :

0z X

— =tana = — —1, A-13
IX ho? ( )
0z P P
——C —tany = —(X—X)—— = —(Z7—27) 5. (A-14)
9Xn X2 Zho_q
Rt o’

Substituting equations (A-13) and (A-14) into the follogirelationships:

= —hptany tana sine, (A-15)

Agzly, z
X = hotany tana cosy, (A-16)

—7-
AX'Xh - )?—

and after some algebraic manipulation, we prove the thesis.

APPENDIX B

This appendix demonstrates equations (19) in the main test for energy dipping at an
anglex in the (@ x) plane, the wavenumbds, along the normal to the dip is linked to the
wavenumberg, andky by the following relationships:

kn = kZ = kx B
COosx SInx

(B-1)

For energy dipping at an anglethe wavenumbers satisfy the well-known relationship

k
tano = —, (B-2)
ks

where the positive sign is determined by by the conventiefined in Figure 1. The wavenum-
berk, is related tdkx andk; by the axes rotation

kn = kzCosx + ky Sina. (B-3)
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Substituting equation (B-2) into equation (B-3) we obtain

k : k : k
kn = —— (coa +tana cosw sina) = —— (cofa +sinfa) = —, (B-4)
cosy cosy cosy
o k k k
kn = —— (Cota sina cosw + sifa) = —— (coS o + sirfa) = ——. (B-5)
sina sina sina

APPENDIX C

In this appendix we derive the equations for the “kinematigration” of the reflections from

a sphere, as a function of the rajobetween the true constant slowne&ssnd the migra-
tion slownessS, = pS. For a givenp we want to find the coordinates of the imaging point
l,(z,,x,) as a function of the apparent geological dipand the apparent aperture angje
Central to our derivation is the assumption that the imagiigt |,, lies on the normal to the
apparent reflector dip passing througlas represented in Figure 3.

The first step is to establish the relationships betweenrtiext andy and the apparent
«, andy,. This can be done through the relationships between theagedin directions of
the source/receiver rays (respectively marked as the sggads in Figure 1), and the event
time dips, which are independent on the migration slownd$e trueg andé$ can be thus
estimated as follows:

B =arcsin(psing,) = arcsin psin(a, —v,)], (C-1)
8 = arcsin(psing,) = arcsinf psin(a, +y,)]; (C-2)

and then the true andy are:

B+4é 5—p
=—— and y = ——.
=2 YT2
Next step is to take advantage of the fact that the reflectosghere, an thus that the coordi-

nates £ X) of the true reflection point are uniquely identified by thp dhglex as follows:

(C-3)

2=(zc.— Rcosx), and X= (X;+ Rsina), (C-4)
where g, Xc) are the coordinates of the center of the sphereRgits radius.

The midpoint, offset, and traveltime of the event can be tboyapplying simple trigonom-
etry (see Sava and Fomel (2002)) as follows:

sinycosy

X = — 7 5 C-5
hsurf cofa —sirty (C-9)
Sino Cosw
X = X+—7 C-6
msurf cofa —sify (C-6)
COSx CO
tb = 2S 5 (C-7)

— 7.
cofa —siy
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The coordinates of the poim_(Z X), where the source and the receiver rays cross, are:

_ coga, —Sirfy,
Z = Xnhsurf— (C-8)
siny, cosy,
_ Sina,cosx, _
X = Xmsurf — , Z=
cofa, —sirty,
y sina, cosa,, cos?ap—sinzypx
msurf — - : hsurf =
"' cofa,—sity, siny,cosy,
Sino, Cosx, )
Xmsurf— =~ Xhsurfs (C-9)
siny, cosy,
and the corresponding traveltimg, is:
COSx, COSy, —
tp, =2pS z (C-10)

cofa, —Sirfy,

Once we have the traveltimés andtp,, the normal shiftAny can be easily evaluated
by applying equation (15) (where the background velocitg,isind the aperture angleysg),
which yields:

tp, —t
Mn (C-11)

ANt = — .
T T 2pScosy,

We use equation (C-11), together with equations (C-8) anf)(Go compute the lines
superimposed onto the images in Figure 13.

APPENDIX D

In this Appendix we derive the expression for the residuav@ooit (RMO) function to be
applied to ADCIGs computed by wavefield continuation. Thevagion follows the derivation
presented in Appendix C. The main difference is that in tpigesdix we assume the rays to
be stationary. In other words, we assume that the appaneaingdiex, and aperture anglg,

are the same as the true angleandy . This assumption also implies that the (unknown) true
reflector position £,X) coincides with the point (z,x) where the source and the receiver ray
Cross.

Given these assumptions, the total traveltime through éntigoed slowness functid,
is given by the following expression:

COSX COSy _

tp, =20S—-—7,
Dp =P cofa —Sirty

(D-1)
which is different from the corresponding equation in ApgienC [equation (C-10)]. The
difference in traveltimestf,, — tp), wheretp is given by equation equation (C-7), is thus a
linear function of the difference in slownesses { 1)S]; that is,

COSXCOSy _

tp,—tp=2(p0—-1)S——7.
o P b )Co§a—sin2y

(D-2)
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As in Appendix C, the normal shifAny: can be evaluated by applying equation (15)
(where the background velocity 8 and the aperture angley9, which yields:

1-p cost
p coa—siry

ANiot = n. (D'B)

The RMO function Angrmo) describes the relative movement of the image point atjany
with respect to the image point for the normal-incidenceneé{e = 0). From equation (D-3),
it follows that the RMO function is:

ANRMo = ANt (¥) — Aot (y = 0) =

l—p[ CoSx 1 }_ B
p Lcofa—sify cosx B
1-p sirfy _

p (cofa —sin y)COSozzn' (B-4)

The true deptlz is not known, but at normal incidence it can be estimated asetibn of the
migrated deptlzy by inverting the following relationship:

zoz(l_p +1)Z (D-5)
0 COS
as:
_ p COSw )
Z_[l—p(l—cow)]zo' (D-6)

Substituting relation (D-6) in equation (D-4) we obtain tesult:

1-p Sirfy
1-p(1—cosx) (cofa —sirfy)

ANRmo = zon, (D-7)

which for flat reflectors¢ = 0) simplifies into:

Angmo = (1- p)tarfy zon. (D-8)

In Figure 14, the solid lines superimposed into the imagescamputed using equa-
tion (D-7), whereas the dashed lines are computed usingiequ®-8).



