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#### Abstract

In this paper, motivated in part by the role of discrete groups of dilations in wavelet theory, we introduce and investigate the anisotropic Hardy spaces associated with very general discrete groups of dilations. This formulation includes the classical isotropic Hardy space theory of Fefferman and Stein and parabolic Hardy space theory of Calderón and Torchinsky.

Given a dilation $A$, that is an $n \times n$ matrix all of whose eigenvalues $\lambda$ satisfy $|\lambda|>1$, define the radial maximal function $$
M_{\varphi}^{0} f(x):=\sup _{k \in \mathbb{Z}}\left|\left(f * \varphi_{k}\right)(x)\right|, \quad \text { where } \varphi_{k}(x)=|\operatorname{det} A|^{-k} \varphi\left(A^{-k} x\right)
$$

Here $\varphi$ is any test function in the Schwartz class with $\int \varphi \neq 0$. For $0<p<\infty$ we introduce the corresponding anisotropic Hardy space $H_{A}^{p}$ as a space of tempered distributions $f$ such that $M_{\varphi}^{0} f$ belongs to $L^{p}\left(\mathbb{R}^{n}\right)$.

Anisotropic Hardy spaces enjoy the basic properties of the classical Hardy spaces. For example, it turns out that this definition does not depend on the choice of the test function $\varphi$ as long as $\int \varphi \neq 0$. These spaces can be equivalently introduced in terms of grand, tangential, or nontangential maximal functions. We prove the Calderón-Zygmund decomposition which enables us to show the atomic decomposition of $H_{A}^{p}$. As a consequence of atomic decomposition we obtain the description of the dual to $H_{A}^{p}$ in terms of Campanato spaces. We provide a description of the natural class of operators acting on $H_{A}^{p}$, i.e., Calderón-Zygmund singular integral operators. We also give a full classification of dilations generating the same space $H_{A}^{p}$ in terms of spectral properties of $A$.

In the second part of this paper we show that for every dilation $A$ preserving some lattice and satisfying a particular expansiveness property there is a multiwavelet in the Schwartz class. We also show that for a large class of dilations (lacking this property) all multiwavelets must be combined minimally supported in frequency, and thus far from being regular. We show that $r$-regular (tight frame) multiwavelets form an unconditional basis (tight frame) for the anisotropic Hardy space $H_{A}^{p}$. We also describe the sequence space characterizing wavelet coefficients of elements of the anisotropic Hardy space.
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## Anisotropic Hardy spaces

## 1. Introduction

In the first chapter of this monograph we develop the real variable theory of Hardy spaces $H^{p}(0<p<\infty)$ on $\mathbb{R}^{n}$ in what we believe is greater generality than has ever been done.

Historical Background. The theory of Hardy spaces is very rich with many highly developed branches. A recent inquiry in MathSciNet ${ }^{\circledR}$ (the database of Mathematical Reviews since 1940) revealed a fast growing collection of more than 2800 papers related to some extent to various Hardy spaces. Therefore, we can sketch only the most significant highlights of this theory.

Initially, Hardy spaces originated in the context of complex function theory and Fourier analysis in the beginning of twentieth century. The classical Hardy space $H^{p}$, where $0<p<\infty$, consists of holomorphic functions $f$ defined on the unit disc such that

$$
\|f\|_{H^{p}}:=\sup _{0<r<1}\left[\int_{0}^{1}\left|f\left(r e^{2 \pi i \theta}\right)\right|^{p} d \theta\right]^{1 / p}<\infty
$$

or on the upper half plane such that

$$
\|f\|_{H^{p}}:=\sup _{0<y<\infty}\left[\int_{-\infty}^{\infty}|f(x+i y)|^{p} d x\right]^{1 / p}<\infty
$$

If $p=\infty$ we replace the above integrals by the suprema. For a systematic exposition of the subject see books by Duren [Du], Garnett [Ga], and Koosis [Ko].

The possible generalizations of these spaces to higher dimensions include Hardy spaces on the unit ball in $\mathbb{C}^{n}$, on the polydisc or on the tube domains over cones, see books of Rudin [Ru1, Ru2], and Stein and Weiss [SW2]. Another possibility is to consider spaces of conjugate harmonic functions $f=\left(u_{0}, \ldots, u_{n}\right)$ on $\mathbb{R}^{n} \times(0, \infty)$, satisfying certain natural generalizations of the Cauchy-Riemann equations and the size condition

$$
\|f\|_{H^{p}}:=\sup _{0<y<\infty}\left[\int_{\mathbb{R}^{n}}\left|f\left(x_{1}, \ldots, x_{n}, y\right)\right|^{p} d x_{1} \ldots d x_{n}\right]^{1 / p}<\infty
$$

see Stein and Weiss [SW1, SW2]. In this development the attention is focused on the boundary values of the harmonic functions, which are distributions on $\mathbb{R}^{n}$. The harmonic functions can be then recovered from the boundary values by Poisson integral formula. The resulting spaces $H^{p}\left(\mathbb{R}^{n}\right)$ are equivalent to $L^{p}\left(\mathbb{R}^{n}\right)$ for $p>1$. However, for $p \leq 1$ these spaces differ from $L^{p}\left(\mathbb{R}^{n}\right)$ and are better suited for the purposes of harmonic analysis than $L^{p}\left(\mathbb{R}^{n}\right)$. Indeed, singular integral operators and multiplier operators turn out to be bounded on $H^{p}$, see Stein [St1].

The beginning of the 1970's marked the birth of real-variable theory of Hardy spaces as we know it today. First, Burkholder, Gundy, and Silverstein in [BGS] using Brownian motion methods showed that $f$ belongs to the classical Hardy space
$H^{p}$ if and only if the nontangential maximal function of $\operatorname{Re} f$ belongs to $L^{p}$. The real breakthrough came in the work of C. Fefferman and Stein [FS2]. They showed that $H^{p}$ in $n$ dimensions can be defined as the space of tempered distributions $f$ on $\mathbb{R}^{n}$ whose radial maximal function $M_{\varphi}^{0}$ or nontangential maximal function $M_{\varphi}$ belong to $L^{p}\left(\mathbb{R}^{n}\right)$, where

$$
\begin{aligned}
M_{\varphi}^{0} f(x) & :=\sup _{0<t<0}\left|\left(f * \varphi_{t}\right)(x)\right| \\
M_{\varphi} f(x) & :=\sup _{0<t<\infty} \sup _{|x-y|<t}\left|\left(f * \varphi_{t}\right)(y)\right|
\end{aligned}
$$

and $\varphi_{t}(x):=t^{-n} \varphi(x / t)$. Here $\varphi$ is any test function in the Schwartz class with $\int \varphi \neq 0$ or the Poisson kernel $\varphi(x)=\left(1+|x|^{2}\right)^{-(n+1) / 2}$ (in this case $f$ is restricted to bounded distribution) and the definition of $H^{p}$ does not depend on this choice. To prove this impressive result C. Fefferman and Stein introduced a very important tool, the grand maximal function, which can also be used to define Hardy spaces $H^{p}$. The real analysis methods also played a decisive role in the well-known C. Fefferman duality theorem between $H^{1}$ and $B M O$ - the space of functions of bounded mean oscillation.

Further insight into the theory of Hardy spaces came from the works of Coifman [Co] $(n=1)$ and Latter [La] $(n \geq 1)$ where the atomic decomposition of elements in $H^{p}\left(\mathbb{R}^{n}\right)(p \leq 1)$ was exhibited. Atoms are compactly supported functions satisfying certain boundedness properties and some number of vanishing moments. The Hardy space $H^{p}\left(\mathbb{R}^{n}\right)$ can be thought of in terms of atoms and many important theorems can be reduced to easy verifications of statements for atoms.

Other developments followed. Coifman and Weiss in [CW2] introduced Hardy spaces $H^{p}$ for the general class of spaces of homogeneous type using as a definition atomic decompositions. Since there is no natural substitute for polynomials, the Hardy spaces $H^{p}$ on spaces of homogeneous type can be defined only for $p \leq 1$ sufficiently close to 1 . Another approach started in the work of Calderón and Torchinsky [CT1, CT2] who developed theory of Hardy spaces $H^{p}(0<p<\infty)$ on $\mathbb{R}^{n}$ for nonisotropic dilations. The theory of Hardy spaces was also established on more general groups than $\mathbb{R}^{n}$. For the Heisenberg group it was done by Geller [Ge] and for general homogeneous groups by Folland and Stein [FoS]. We also mention the development of Hardy space on subsets of $\mathbb{R}^{n}$ by Jonsson and Wallin [JW] and weighted Hardy spaces on $\mathbb{R}^{n}$ by Strömberg and Torchinsky in [ST1, ST2].

Parabolic Hardy spaces. Calderón and Torchinsky initiated the study of Hardy spaces on $\mathbb{R}^{n}$ with nonisotropic dilations in [CT1, CT2]. They start with a one parameter continuous subgroup of $G L\left(\mathbb{R}^{n}, n\right)$ of the form $\left\{A_{t}: 0<t<\infty\right\}$ satisfying $A_{t} A_{s}=A_{t s}$ and

$$
t^{\alpha}|x| \leq\left|A_{t} x\right| \leq t^{\beta}|x| \quad \text { for all } x \in \mathbb{R}^{n}, t \geq 1
$$

for some $1 \leq \alpha \leq \beta<\infty$. The infinitesimal generator $P$ of $A_{t}=t^{P}:=\exp (P \ln t)$ satisfies $\langle P x, x\rangle \geq\langle x, x\rangle$, where $\langle\cdot, \cdot\rangle$ is the standard scalar product in $\mathbb{R}^{n}$. The induced nonisotropic norm $\rho$ on $\mathbb{R}^{n}$ satisfies $\rho\left(A_{t} x\right)=t \rho(x)$. The parabolic Hardy space $H^{p}(0<p<\infty)$ is defined as a space of tempered distributions $f$ whose nontangential function $M_{\varphi} f$ belongs to $L^{p}\left(\mathbb{R}^{n}\right)$, where

$$
M_{\varphi} f(x):=\sup _{\rho(x-y)<t}\left|\left(f * \varphi_{t}\right)(x)\right|, \quad \varphi_{t}(x)=t^{-\operatorname{tr} P} \varphi\left(A_{t}^{-1} x\right)
$$

$\varphi$ is any test function with $\int \varphi \neq 0$. Calderón and Torchinsky also obtain equivalent formulations of parabolic Hardy spaces using the grand maximal functions, Luzin functions, and Littlewood-Paley functions. The atomic decomposition for theses spaces was done by Calderón [Ca, Ga] and Latter and Uchiyama [LU].

It is worth noting that the general setup for defining Hardy spaces on homogeneous groups developed by Folland and Stein $[\mathrm{FoS}]$ presupposes that the dilation group $\left\{A_{t}: 0<t<\infty\right\}$ is of the form $A_{t}=\exp (P \ln t)$, where $P$ is a diagonalizable element of $G L\left(\mathbb{R}^{n}, n\right)$ with positive eigenvalues. In general, such a matrix $P$ need not satisfy $\langle P x, x\rangle \geq\langle x, x\rangle$. Conversely, generators $P$ allowed in [CT1, CT2] need not even be diagonalizable. Therefore, on the formal level, dilations structures considered in [CT1, CT2, FoS] do not in general overlap. As a consequence some Hardy spaces procured in one theory do not appear in the other, and vice versa.

The optimal solution would be to relax even further the assumptions on the group of dilations $\left\{A_{t}: 0<t<\infty\right\}$ by merely assuming that $\lim _{t \rightarrow 0^{+}}\left\|A_{t}\right\|=0$. This is the approach we adapt in our work with the exception that we allow even more general discrete dilation structures which have originated in the theory of wavelets.

Description of the chapter. The scope of this chapter is an introduction and investigation of the real variable theory of Hardy spaces associated with a general group of dilations. By a group of dilations we mean a one parameter, discrete subgroup of $G L(\mathbb{R}, n)$, i.e., $\left\{A^{k}: k \in \mathbb{Z}\right\}$, where $A$ is a generating $n \times n$ matrix whose all eigenvalues $\lambda$ satisfy $|\lambda|>1$. We investigate the properties of the space of homogeneous type induced by this group of dilations in Section 2. In the next section we define the anisotropic Hardy space $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ as a space of tempered distributions $f$ whose grand maximal function belongs to $L^{p}\left(\mathbb{R}^{n}\right)$. The most straightforward definition of these spaces is obtained using the radial maximal function. That is, for a dilation $A$ and $0<p<\infty$ we introduce the corresponding anisotropic Hardy space $H_{A}^{p}$ as a space of tempered distributions $f$ whose radial maximal function $M_{\varphi}^{0} f$ given by

$$
M_{\varphi}^{0} f(x)=\sup _{k \in \mathbb{Z}}\left|\left(f * \varphi_{k}\right)(x)\right|, \quad \text { where } \varphi_{k}(x)=|\operatorname{det} A|^{-k} \varphi\left(A^{-k} x\right)
$$

belongs to $L^{p}$. Here $\varphi$ is any test function in the Schwartz class with $\int \varphi \neq 0$. By virtue of the main theorem in Section 7 this definition does not depend on the choice of $\varphi$ as long as $\int \varphi \neq 0$. In Section 4 we introduce anisotropic Hardy spaces by means of atomic decompositions. In Section 5, one of the longest and most technical sections, we carefully derive the Calderón-Zygmund decomposition. In Sections 6 and 7 we prove that various definitions of Hardy spaces in terms of grand, radial, tangential, and nontangential maximal functions and in terms of atomic decompositions are all equivalent. In the next section we describe the duals of anisotropic Hardy spaces. In Section 9 we develop the theory of CalderónZygmund operators acting on anisotropic $H_{A}^{p}$ spaces. Finally, in the last section we classify dilations which yield equivalent anisotropic Hardy spaces.

We want to emphasize that the presentation of Sections 3-7 is greatly influenced by the excellent exposition of Hardy spaces on homogeneous groups in the book of Folland and Stein [FoS].

## 2. The space of homogeneous type associated with the discrete group of dilations

The concept of a dilation is a fundamental one in our work.
Definition 2.1. A dilation is $n \times n$ real matrix $A$, such that all eigenvalues $\lambda$ of $A$ satisfy $|\lambda|>1$.

It is clear that $A$ is a dilation if and only if $\left\|A^{-j}\right\| \rightarrow 0$ as $j \rightarrow \infty$. We could alternatively define a dilation as a matrix whose all eigenvalues $\lambda$ satisfy $0 \neq|\lambda|<1$. The inverse of this matrix becomes then a dilation in the sense of Definition 2.1.

For any dilation $A$ we consider the corresponding discrete group of linear transformations $\left\{A^{j}: j \in \mathbb{Z}\right\}$ which induces a natural structure of a space of homogeneous type on $\mathbb{R}^{n}$. Unless the dilation $A$ is very special (to be made precise later) this structure is different than the usual isotropic structure of $\mathbb{R}^{n}$. In this section we present the underlying ideas.

To start we suppose $\lambda_{1}, \ldots, \lambda_{n}$ are eigenvalues of $A$ (taken according to the multiplicity) so that $1<\left|\lambda_{1}\right| \leq \ldots \leq\left|\lambda_{n}\right|$. Let $\lambda_{-}, \lambda_{+}$be any numbers so that $1<\lambda_{-}<\left|\lambda_{1}\right| \leq\left|\lambda_{n}\right|<\lambda_{+}$. Then we can find a constant $c>0$ so that for all $x \in \mathbb{R}^{n}$ we have

$$
\begin{array}{ll}
1 / c \lambda_{-}^{j}|x| \leq\left|A^{j} x\right| \leq c \lambda_{+}^{j}|x| & \text { for } j \geq 0 \\
1 / c \lambda_{+}^{j}|x| \leq\left|A^{j} x\right| \leq c \lambda_{-}^{j}|x| & \text { for } j \leq 0 \tag{2.2}
\end{array}
$$

where $|\cdot|$ is a standard norm in $\mathbb{R}^{n}$. Note that (2.2) is a consequence of (2.1) and vice versa. Furthermore, if for any eigenvalue $\lambda$ of $A$ with $|\lambda|=\left|\lambda_{1}\right|$ (or $\left.|\lambda|=\left|\lambda_{n}\right|\right)$ the matrix $A$ does not have Jordan blocks corresponding to $\lambda$, i.e., $\operatorname{ker}(A-\lambda I)=\operatorname{ker}(A-\lambda I)^{2}$ then we can set $\lambda_{-}=\left|\lambda_{1}\right|\left(\lambda_{+}=\left|\lambda_{n}\right|\right)$.

A set $\Delta \subset \mathbb{R}^{n}$ is said to be an ellipsoid if

$$
\begin{equation*}
\Delta=\left\{x \in \mathbb{R}^{n}:|P x|<1\right\} \tag{2.3}
\end{equation*}
$$

for some nondegenerate $n \times n$ matrix $P$, where $|\cdot|$ denotes the standard norm in $\mathbb{R}^{n}$.

In general, we can not expect that the dilation $A$ is expansive in the standard norm, i.e., $|A x| \geq|x|$ for all $x \in \mathbb{R}^{n}$. Nevertheless, by [Sz, Lemma 1.5.1], there exists a scalar product with the induced norm $|\cdot|_{*}$ and $r>1$ so that

$$
\begin{equation*}
|A x|_{*} \geq r|x|_{*} \quad \text { for } x \in \mathbb{R}^{n} . \tag{2.4}
\end{equation*}
$$

We present the proof of this result for the sake of completeness.
Lemma 2.2. Suppose $A$ is a dilation. Then there exists an ellipsoid $\Delta$ and $r>1$ such that

$$
\begin{equation*}
\Delta \subset r \Delta \subset A \Delta \tag{2.5}
\end{equation*}
$$

Proof. Define the inner product $\langle\cdot, \cdot\rangle_{*}$ by

$$
\langle x, y\rangle_{*}=\langle x, y\rangle+\left\langle A^{-1} x, A^{-1} y\right\rangle+\ldots+\left\langle A^{-k} x, A^{-k} y\right\rangle
$$

where $k$ is an integer satisfying $k>2 \ln c / \ln \lambda_{-}$, and $c, \lambda_{-}$are as in (2.1). We claim that the norm $|x|_{*}=\langle x, x\rangle_{*}^{1 / 2}$ satisfies (2.4). Indeed, by (2.1) and (2.2)

$$
\begin{aligned}
|A x|_{*}^{2} & =|A x|^{2}+|x|^{2}+\ldots+\left|A^{-k+1} x\right|^{2}=|x|_{*}^{2}+|A x|^{2}-\left|A^{-k} x\right|^{2} \\
& \geq|x|_{*}^{2}+1 / c^{2}|x|^{2}-c^{2} \lambda_{-}^{-2 k}|x|^{2}=|x|_{*}^{2}\left(1+\left(c^{-2}-c^{2} \lambda_{-}^{-2 k}\right)|x|^{2} /|x|_{*}^{2}\right) \\
& =|x|_{*}^{2}\left[1+\frac{c^{-2}-c^{2} \lambda_{-}^{-2 k}}{|x|^{2}+\ldots+\left|A^{-k} x\right|^{2}}|x|^{2}\right] \geq|x|_{*}^{2}\left[1+\frac{c^{-4}-\lambda_{-}^{-2 k}}{1+\ldots+\lambda_{-}^{-2 k}}\right]=r^{2}|x|_{*}^{2},
\end{aligned}
$$

where $r$ is the square root of the last bracket. By a simple application of the Riesz Lemma there is a matrix $Q$ so that $\langle Q x, y\rangle=\langle x, y\rangle_{*}$. Clearly, $Q$ is self-adjoint and positive definite. If we take $P=Q^{1 / 2}$ then $|P x|^{2}=\langle Q x, x\rangle=|x|_{*}$. Define $\Delta$ by (2.3), i.e., $\Delta=\left\{x \in \mathbb{R}^{n}:|x|_{*}<1\right\}$. Since $\left|A^{-1} x\right|_{*} \leq|x|_{*} / r$ then $A^{-1} \Delta \subset r^{-1} \Delta$ and hence (2.5) holds.

By a scaling we can additionally assume that ellipsoid $\Delta$ in Lemma 2.2 satisfies $|\Delta|=1$. We define a family of balls around the origin as the sets

$$
\begin{equation*}
B_{k}:=A^{k} \Delta \quad \text { for } k \in \mathbb{Z} \tag{2.6}
\end{equation*}
$$

By (2.5) we have

$$
\begin{equation*}
B_{k} \subset r B_{k} \subset B_{k+1}, \quad\left|B_{k}\right|=b^{k}, \quad \text { where } b:=|\operatorname{det} A|>1 \tag{2.7}
\end{equation*}
$$

Even though the choice of the expansive ellipsoid $\Delta$ is not unique, from this point we fix one choice of $\Delta$, and consequently the $B_{k}$ 's, for a given dilation $A$.

Next we introduce the natural concept of a quasi-norm which generalizes the usual norm on $\mathbb{R}^{n}$. A quasi-norm satisfies a discrete homogeneity property with respect to $A$ and a triangle inequality up to a constant.

Definition 2.3. A homogeneous quasi-norm associated with a dilation $A$ is a measurable mapping $\rho: \mathbb{R}^{n} \rightarrow[0, \infty)$, so that
(i) $\rho(x)=0 \Longleftrightarrow x=0$,
(ii) $\rho(A x)=b \rho(x)$ for all $x \in \mathbb{R}^{n}$,
(iii) there is $c>0$ so that $\rho(x+y) \leq c(\rho(x)+\rho(y))$ for all $x, y \in \mathbb{R}^{n}$.

It turns out that all quasi-norms associated to a fixed dilation $A$ are equivalent.
Lemma 2.4. Any two homogeneous quasi-norms $\rho_{1}, \rho_{2}$ associated with a dilation $A$ are equivalent, i.e., there exists a constant $c>0$ so that

$$
\begin{equation*}
1 / c \rho_{1}(x) \leq \rho_{2}(x) \leq c \rho_{1}(x) \quad \text { for } x \in \mathbb{R}^{n} \tag{2.8}
\end{equation*}
$$

Proof. It suffices to show that for every quasi-norm $\rho$ we have

$$
\begin{equation*}
0<\inf _{x \in B_{1} \backslash B_{0}} \rho(x) \leq \sup _{x \in B_{1} \backslash B_{0}} \rho(x)<\infty \tag{2.9}
\end{equation*}
$$

Suppose on the contrary that $\sup _{x \in B_{1} \backslash B_{0}} \rho(x)=\infty$. Then we can find a sequence $\left(x_{i}\right) \subset \mathbb{R}^{n}$ such that $\left|x_{i}\right| \rightarrow 0, \rho\left(x_{i}\right) \rightarrow \infty$ as $i \rightarrow \infty$. Choose $M>0$ so that the set

$$
\Omega=\left\{x \in B_{1} \backslash B_{0}: \rho(x) \leq M\right\}
$$

has measure strictly bigger than $(b-1) / 2$. Choose $N$, so that $\rho\left(x_{i}\right)>2 c M$ for $i>N$. Since

$$
\rho(x) \geq 1 / c \rho\left(x_{i}\right)-\rho\left(x_{i}-x\right),
$$



Figure 1. The family of dilated balls $\left\{B_{k}: k \in \mathbb{Z}\right\}$.
we have $\rho(x)>M$ for $x \in x_{i}-\Omega$, i.e.,

$$
\left(x_{i}-\Omega\right) \cap \Omega=\emptyset .
$$

Since $-\Omega \subset B_{1} \backslash B_{0}$ and $x_{i} \rightarrow 0$ we have

$$
\left|\left(x_{i}-\Omega\right) \cap\left(B_{1} \backslash B_{0}\right)\right| \rightarrow|\Omega|>(b-1) / 2 \quad \text { as } i \rightarrow \infty
$$

Hence,

$$
b-1<\left|\left(x_{i}-\Omega\right) \cap\left(B_{1} \backslash B_{0}\right)\right|+|\Omega| \leq\left|B_{1} \backslash B_{0}\right|=b-1
$$ for sufficiently large $i$, which is a contradiction.

Finally, suppose on the contrary that $\inf _{x \in B_{1} \backslash B_{0}} \rho(x)=0$. Then we can find a sequence $\left(x_{i}\right) \subset B_{1} \backslash B_{0}$ such that $\rho\left(x_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$. By selecting a subsequence we can assume $\left(x_{i}\right)$ converges to some point $x \neq 0$. Since

$$
\rho(x) \leq c\left(\rho\left(x-x_{i}\right)+\rho\left(x_{i}\right)\right) \rightarrow 0 \quad \text { as } i \rightarrow \infty
$$

we have $\rho(x)=0$ which is a contradiction. Therefore (2.9) holds.
The natural question is whether for two distinct dilations $A_{1}$ and $A_{2}$, the corresponding quasi-norms $\rho_{1}$ and $\rho_{2}$ are equivalent, i.e., (2.8) holds for some $c>0$. One
may wish to state the classification theorem in terms of eigenvalues and eigenspaces corresponding to Jordan blocks, which we postpone until Section 10, see Theorem 10.3. Instead, we consider the simplest situation.

Example. Suppose $A=d$ Id for some real $|d|>1$. It is clear that $\rho(x)=|x|^{n}$ satisfies properties of the quasi-norm. Therefore all matrices of this form induce equivalent quasi-norms. Here it becomes clear why we impose $\rho(A x)=b \rho(x)$ with $b=|\operatorname{det} A|$. It is not hard to see that any matrix $A$ without Jordan blocks and whose all of eigenvalues $\lambda$ satisfy $|\lambda|=d$ for some fixed $d>1$ has the corresponding quasi-norm $\rho$ which is equivalent to $|\cdot|^{n}$. And vice versa, any other matrix whose all of eigenvalues are not equal in absolute value or with Jordan block(s) has a quasi-norm which is not equivalent to $|\cdot|^{n}$. Equivalently, a quasi-norm induced by a dilation $A$ is equivalent to $|\cdot|^{n}$ if and only if $A$ is diagonalizable over $\mathbb{C}$ with all eigenvalues equal in the absolute value. This provides the classification of dilations inducing the usual isotropic homogeneous structure on $\mathbb{R}^{n}$ announced in the beginning of this section.

For a fixed dilation $A$ we define the "canonical" quasi-norm used throughout this chapter.

Definition 2.5. Define the step homogeneous quasi-norm $\rho$ on $\mathbb{R}^{n}$ induced by the dilation $A$ as

$$
\rho(x)= \begin{cases}b^{j} & \text { if } x \in B_{j+1} \backslash B_{j}  \tag{2.10}\\ 0 & \text { if } x=0\end{cases}
$$

Here $B_{k}=A^{k} \Delta$, where $\Delta$ is an ellipsoid from Lemma 2.2 and $|\Delta|=1$.
Indeed, $\rho$ clearly satisfies (i) and (ii) of Definition 2.2. Let $\omega$ be the smallest integer so that $2 B_{0} \subset A^{\omega} B_{0}=B_{\omega}$. The existence of $\omega$ is guaranteed by (2.5). Suppose $x, y \in \mathbb{R}^{n}, \rho(x)=b^{i}, \rho(y)=b^{j}$ for some $i, j \in \mathbb{Z}$. Thus, $x+y \in B_{i}+B_{j} \subset$ $2 B_{\max (i, j)} \subset A^{\omega} B_{\max (i, j)}$. Therefore

$$
\rho(x+y) \leq b^{\omega} b^{\max (i, j)} \leq b^{\omega}\left(b^{i}+b^{j}\right)=b^{\omega}(\rho(x)+\rho(y)),
$$

and (iii) holds with the constant $c=b^{\omega}$.
Therefore, we can summarize that for each $i \in \mathbb{Z}$ we have

$$
\begin{align*}
& x \in B_{i} \quad \text { and } \quad y \in B_{i} \Longrightarrow x+y \in B_{i+\omega},  \tag{2.11}\\
& x \notin B_{i+\omega} \quad \text { and } \quad y \in B_{i} \Longrightarrow x+y \notin B_{i} .
\end{align*}
$$

We also record two useful inequalities

$$
\begin{align*}
\max (1, \rho(x+y)) \leq b^{\omega} \max (1, \rho(x)) \max (1, \rho(y)) & \text { for all } x, y, \in \mathbb{R}^{n}  \tag{2.12}\\
\max \left(1, \rho\left(A^{j} x\right)\right) \leq b^{j} \max (1, \rho(x)) & \text { for } j \geq 0, x \in \mathbb{R}^{n} \tag{2.13}
\end{align*}
$$

Remark. The notion of a quasi-norm put forth in Definition 2.3 seems to be missing in the literature. Lemarié-Rieusset in $[\mathrm{LR}]$ considered a closely related quasi-norm satisfying (i) and (ii) of Definition 2.3 which is $C^{\infty}$ on $\mathbb{R}^{n}$ except at the origin. He also gives a construction of such a quasi-norm for an arbitrary dilation $A$, see [LR]. Quasi-norms of Lemarié-Rieusset automatically satisfy the triangle inequality up to a constant. In our definition, which was motivated by
[LR], we give up the smoothness of quasi-norms to include the important class of step homogeneous quasi-norms used throughout this chapter.

We need two covering lemmas which hold in arbitrary spaces of homogeneous type, see [CW1, CW2]. However, we present them in a form adapted to our setting.

Lemma 2.6 (Wiener). Suppose $\Omega \subset \mathbb{R}^{n}$, and $r: \Omega \rightarrow \mathbb{Z}$ is an arbitrary function. Assume that either (a) $\Omega$ is bounded, or (b) $\Omega$ is open, $|\Omega|<\infty$, and $x+B_{r(x)} \subset \Omega$ for all $x \in \Omega$. Then there exists a sequence $\left(x_{j}\right) \subset \Omega$ (finite or infinite) so that the balls $x_{j}+B_{r\left(x_{j}\right)}$ are mutually disjoint and $\Omega \subset \bigcup_{j}\left(x_{j}+B_{r\left(x_{j}\right)+\omega}\right)$.

Proof. In case (a), if $\sup _{x \in \Omega} r(x)=\infty$ then we can find $x \in \Omega$ so that $\Omega \subset x+B_{r(x)}$, and we are done. Thus, we can assume $\sup _{x \in \Omega} r(x)<\infty$. In case (b), since $|\Omega|<\infty$ we also must have $\sup _{x \in \Omega} r(x)<\infty$. Pick $x_{1} \in \Omega$ such that $r\left(x_{1}\right)=\sup _{x \in \Omega} r(x)$. If $\Omega \subset x_{1}+B_{r\left(x_{1}\right)+\omega}$ then we are done. Otherwise, we proceed inductively. Assume we have picked $x_{1}, \ldots, x_{j}$, set $\Omega^{\prime}=\Omega \backslash \bigcup_{i=1}^{j}\left(x_{i}+B_{r\left(x_{i}\right)+\omega}\right)$. If $\Omega=\emptyset$ we are done. If not, pick $x_{j+1} \in \Omega^{\prime}$ such that $r\left(x_{j+1}\right)=\sup _{x \in \Omega^{\prime}} r(x)$. Suppose $i<j$ and $\left(x_{i}+B_{r\left(x_{i}\right)}\right) \cap\left(x_{j}+B_{r\left(x_{j}\right)}\right) \neq \emptyset$ then $x_{j}-x_{i} \in B_{r\left(x_{i}\right)}-$ $B_{r\left(x_{j}\right)} \subset 2 B_{r\left(x_{i}\right)} \subset B_{r\left(x_{i}\right)+\omega}$, since $r\left(x_{i}\right) \geq r\left(x_{j}\right)$. Thus, $x_{j} \in B_{r\left(x_{i}\right)+\omega}$, which is a contradiction. Therefore, balls $x_{j}+B_{r\left(x_{j}\right)}$ are mutually disjoint.

If the sequence $\left(x_{j}\right)$ is finite then clearly $\Omega \subset \bigcup_{j}\left(x_{j}+B_{r\left(x_{j}\right)+\omega}\right)$. If not we have $r\left(x_{j}\right) \rightarrow-\infty$ as $j \rightarrow \infty$ since $\Omega$ has finite measure and balls $x_{j}+B_{r\left(x_{j}\right)}$ are mutually disjoint. Suppose on the contrary that there exists $x \in \Omega$ such that $x \notin \bigcup_{j}\left(x_{j}+B_{r\left(x_{j}\right)+\omega}\right)$. For sufficiently large $j$ we have $r(x) \geq r\left(x_{j}\right)$, which is a contradiction of the choice of $x_{j}$ 's.

Lemma 2.7 (Whitney). Suppose $\Omega \subset \mathbb{R}^{n}$ is open, and $|\Omega|<\infty$. For every integer $d \geq 0$ there exists a sequence of points $\left(x_{j}\right)_{j \in \mathbb{N}} \subset \Omega$, and a sequence of integers $\left(l_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Z}$, so that
(i) $\Omega=\bigcup\left(x_{j}+B_{l_{j}}\right)$,
(ii) $x_{j}+B_{l_{j}-\omega}$ are pairwise disjoint for $j \in \mathbb{N}$,
(iii) for every $j \in \mathbb{N},\left(x_{j}+B_{l_{j}+d}\right) \cap \Omega^{\mathbf{c}}=\emptyset$, but $\left(x_{j}+B_{l_{j}+d+1}\right) \cap \Omega^{\mathbf{c}} \neq \emptyset$,
(iv) if $\left(x_{i}+B_{l_{i}+d-2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+d-2 \omega}\right) \neq \emptyset$ then $\left|l_{i}-l_{j}\right| \leq \omega$,
(v) for each $j \in \mathbb{N}$, the cardinality of $\left\{i \in \mathbb{N}:\left(x_{i}+B_{l_{i}+d-2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+d-2 \omega}\right) \neq \emptyset\right\}$ is less than $L$, where $L$ is a constant depending only on $d$.

Proof. For every $x \in \Omega$ define function

$$
r(x):=\sup \left\{r \in \mathbb{Z}: x+B_{r+d+\omega} \subset \Omega\right\} .
$$

Since $\Omega$ is open and has finite measure the supremum is always finite. By the Wiener Lemma applied to the function $r(x)$ we can find a sequence of $\left(x_{j}\right) \subset \Omega$ so that $\left(x_{j}+B_{r\left(x_{j}\right)}\right)$ are mutually disjoint, and $\left(x_{j}+B_{r\left(x_{j}\right)+\omega}\right) \subset \Omega$ cover the set $\Omega$. Therefore, if we define $l_{j}:=r\left(x_{j}\right)-\omega$ then (i) and (ii) hold. Clearly (iii) also holds by the choice of $r(x)$. If $d \geq 1$ then we have

$$
\Omega=\bigcup_{j}\left(x_{j}+B_{l_{j}}\right)=\bigcup_{j}\left(x_{j}+B_{l_{j}+1}\right) \supset \bigcup_{j}\left(x_{j}+r B_{l_{j}}\right),
$$

where $r$ is the same as in Lemma 2.2, and therefore the sequence $\left(x_{j}\right)$ is necessarily infinite.

To show (iv), suppose $y \in\left(x_{i}+B_{l_{i}+d-2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+d-2 \omega}\right)$ and $l_{j} \geq l_{i}+\omega+1$. Then

$$
x_{i}-x_{j} \in y-B_{l_{i}+d-2 \omega}-y+B_{l_{j}+d-2 \omega} \subset B_{l_{j}+d-\omega} .
$$

Since
$x_{i}+B_{l_{i}+d+1}=\left(x_{i}-x_{j}\right)+x_{j}+B_{l_{i}+d+1} \subset x_{j}+B_{l_{j}+d-\omega}+B_{l_{i}+d+1} \subset x_{j}+B_{l_{j}+d}$, we have by (iii)

$$
\emptyset \neq\left(x_{i}+B_{l_{i}+d+1}\right) \cap \Omega^{\mathbf{c}} \subset\left(x_{j}+B_{l_{j}+d}\right) \cap \Omega^{\mathbf{c}}
$$

which is a contradiction of (iii). Therefore $l_{j} \leq l_{i}+\omega$, and by symmetry we obtain (iv).

Fix $j \in \mathbb{N}$ and consider

$$
I=\left\{i \in \mathbb{N}:\left(x_{i}+B_{l_{i}+d-2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+d-2 \omega}\right) \neq \emptyset\right\} .
$$

If $i \in I$ then by (iv)

$$
\begin{aligned}
x_{i}+B_{l_{i}-\omega} \subset\left(x_{i}-x_{j}\right) & +x_{j}+B_{l_{i}-\omega} \subset x_{j}+B_{l_{i}+d-2 \omega}+B_{l_{j}+d-2 \omega}+B_{l_{i}-\omega} \\
& \subset x_{j}+B_{l_{j}+d-\omega}+B_{l_{j}+d-2 \omega}+B_{l_{j}} \subset x_{j}+B_{l_{j}+d+\omega} .
\end{aligned}
$$

Since for $i \in I, x_{i}+B_{l_{j}-2 \omega} \subset x_{i}+B_{l_{i}-\omega}$ we conclude by (ii) that the cardinality of $I$ is less than

$$
\left|B_{l_{j}+d+\omega}\right| /\left|B_{l_{j}-2 \omega}\right|=b^{d+3 \omega}=L
$$

## 3. The grand maximal definition of anisotropic Hardy spaces

Definition 3.1. We say that a $C^{\infty}$ complex valued function $\varphi$ on $\mathbb{R}^{n}$ belongs to the Schwartz class $\mathcal{S}$, if for every multi-index $\alpha$ and integer $m \geq 0$ we have

$$
\begin{equation*}
\|\varphi\|_{\alpha, m}:=\sup _{x \in \mathbb{R}^{n}} \rho(x)^{m}\left|\partial^{\alpha} \varphi(x)\right|<\infty \tag{3.1}
\end{equation*}
$$

The space $\mathcal{S}$ endowed with pseudonorms $\|\cdot\|_{\alpha, m}$ becomes a (locally convex) topological vector space. The dual space of bounded functionals on $\mathcal{S}$, i.e., the space of tempered distributions on $\mathbb{R}^{n}$, is denoted by $\mathcal{S}^{\prime}$.

If $f \in \mathcal{S}^{\prime}$ and $\varphi \in \mathcal{S}$ we denote the evaluation of $f$ on $\varphi$ by $\langle f, \varphi\rangle$. Sometimes we will pretend that distributions are functions by writing $\langle f, \varphi\rangle=\int f(x) \varphi(x) d x$. Convergence in $\mathcal{S}^{\prime}$ will always mean weak convergence, i.e., $f_{j} \rightarrow f$ in $\mathcal{S}^{\prime}$ if and only if $\left\langle f_{j}, \varphi\right\rangle \rightarrow\langle f, \varphi\rangle$ for all $\varphi \in \mathcal{S}$. For fundamentals on distributions, see [Ru3].

The Schwartz class $\mathcal{S}$ given in the above definition overlaps with the usual one by virtue of the lemma essentially due to Lemarié-Rieusset, see [LR].

Lemma 3.2. Suppose $\rho$ is a homogeneous quasi-norm associated with dilation A. Then

$$
\begin{array}{ll}
1 / c^{\prime} \rho(x)^{\ln \lambda_{-} / \ln b} \leq|x| \leq c^{\prime} \rho(x)^{\ln \lambda_{+} / \ln b} & \text { for } \rho(x) \geq 1 \\
1 / c^{\prime} \rho(x)^{\ln \lambda_{+} / \ln b} \leq|x| \leq c^{\prime} \rho(x)^{\ln \lambda_{-} / \ln b} & \text { for } \rho(x) \leq 1 \tag{3.3}
\end{array}
$$

where $c^{\prime}$ is some constant, and $\lambda_{-}$, $\lambda_{+}$satisfy (2.1) and (2.2).
Proof. By Lemma 2.4, without loss of generality we can assume $\rho$ is the step homogeneous quasi-norm. For every integer $j \geq 0$ we have by (2.1)

$$
\sup _{x \in B_{j+1} \backslash B_{j}}|x|=\sup _{x \in B_{j+1} \backslash B_{j}}\left|A^{j} A^{-j} x\right| \leq c \sup _{x \in B_{1} \backslash B_{0}}|x| \lambda_{+}^{j}=c \sup _{x \in B_{1} \backslash B_{0}}|x| b^{j \ln \lambda_{+} / \ln b},
$$

and analogously

$$
\inf _{x \in B_{j+1} \backslash B_{j}}|x| \geq 1 / c \inf _{x \in B_{1} \backslash B_{0}}|x| \lambda_{-}^{j}=1 / c \inf _{x \in B_{1} \backslash B_{0}}|x| b^{j \ln \lambda_{-} / \ln b}
$$

Therefore, (3.2) holds for $x \in B_{j+1} \backslash B_{j}$, where $j \geq 0$, so for all $x \in\left(B_{0}\right)^{\mathbf{c}}$.
Considering $x \in B_{j+1} \backslash B_{j}$, where $j \leq 0$ and using (2.2) we obtain (3.3) for $x \in B_{1}$.

An important role in our investigation is played by the unit ball with respect to a particular finite family of pseudonorms of $\mathcal{S}$. It is critical that we use (3.1) to alter the standard definition of the pseudonorms in $\mathcal{S}$. Otherwise the grand maximal function introduced below would not behave nicely with respect to dilations and many results in Section 5 could not hold. A posteriori, we see that this is only a technical issue by virtue of Lemma 3.2.

Definition 3.3. For an integer $N \geq 0$ consider family

$$
\begin{equation*}
\mathcal{S}_{N}:=\left\{\varphi \in \mathcal{S}:\|\varphi\|_{\alpha, m} \leq 1 \text { for }|\alpha| \leq N, m \leq N\right\} . \tag{3.4}
\end{equation*}
$$

Equivalently

$$
\begin{equation*}
\varphi \in \mathcal{S}_{N} \Longleftrightarrow\|\varphi\|_{\mathcal{S}_{N}}:=\sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max \left(1, \rho(x)^{N}\right)\left|\partial^{\alpha} \varphi(x)\right| \leq 1 \tag{3.5}
\end{equation*}
$$

For $\varphi \in \mathcal{S}, k \in \mathbb{Z}$ define the dilate of $\varphi$ to the scale $k$ by

$$
\begin{equation*}
\varphi_{k}(x)=b^{-k} \varphi\left(A^{-k} x\right) \tag{3.6}
\end{equation*}
$$

Definition 3.4. Suppose $\varphi \in \mathcal{S}$, and $f \in \mathcal{S}^{\prime}$. The nontangential maximal function of $f$ with respect to $\varphi$ is defined as

$$
\begin{equation*}
M_{\varphi} f(x):=\sup \left\{\left|f * \varphi_{k}(y)\right|: x-y \in B_{k}, k \in \mathbb{Z}\right\} \tag{3.7}
\end{equation*}
$$

The radial maximal function of $f$ with respect to $\varphi$ is defined as

$$
\begin{equation*}
M_{\varphi}^{0} f(x):=\sup _{k \in \mathbb{Z}}\left|f * \varphi_{k}(x)\right| \tag{3.8}
\end{equation*}
$$

For given $N \in \mathbb{N}$ we define the nontangential grand maximal function of $f$ as

$$
\begin{equation*}
M_{N} f(x):=\sup _{\varphi \in \mathcal{S}_{N}} M_{\varphi} f(x) \tag{3.9}
\end{equation*}
$$

The radial grand maximal function of $f$ is

$$
\begin{equation*}
M_{N}^{0} f(x):=\sup _{\varphi \in \mathcal{S}_{N}} M_{\varphi}^{0} f(x) \tag{3.10}
\end{equation*}
$$

Finally, given $\tilde{N}>0$ we define the tangential maximal function of $f$ with respect to $\varphi$ as

$$
T_{\varphi}^{\tilde{N}} f(x)=\sup \left\{\left|f * \varphi_{k}(y)\right| / \max \left(1, \rho\left(A^{-k}(x-y)\right)\right)^{N}: y \in \mathbb{R}^{n}, k \in \mathbb{Z}\right\}
$$

Remark. It is immediate that we have the following pointwise estimates between radial, nontangential, and tangential maximal functions

$$
M_{\varphi}^{0} f(x) \leq M_{\varphi} f(x) \leq T_{\varphi}^{N} f(x) \quad \text { for all } x \in \mathbb{R}^{n}
$$

Moreover, radial and nontangential grand maximal functions are pointwise equivalent by virtue of Proposition 3.10. In Section 7, we will also see that for sufficiently large $N$ (depending on $\tilde{N}$ ) and $\varphi \in \mathcal{S}$ with $\int \varphi \neq 0$, the tangential maximal function $T_{\varphi}^{\tilde{N}} f(x)$ dominates pointwise the grand maximal function $M_{N} f(x)$, see Lemma 7.5.

Proposition 3.5. For $f \in \mathcal{S}^{\prime}$, let $M f$ denote any of the maximal functions introduced in Definition 3.4. Then $M f: \mathbb{R}^{n} \rightarrow[0, \infty]$ is lower semicontinuous, function, i.e., for all $\lambda>0,\left\{x \in \mathbb{R}^{n}: M f(x)>\lambda\right\}$ is open.

Proof. If $\varphi \in \mathcal{S}$ and $f \in \mathcal{S}^{\prime}$ then $f * \varphi$ is a continuous (even $C^{\infty}$ ) function on $\mathbb{R}^{n}$. Note that

$$
M_{\varphi} f(x)=\sup \left\{\left|f * \varphi_{k}(y)\right|: x-y \in B_{k} \cap \mathbb{Q}^{n}, k \in \mathbb{Z}\right\}
$$

Furthermore, since the Schwartz class $\mathcal{S}$ is separable with respect to pseudonorms $\|\cdot\|_{\alpha, m}$, we can substitute $\mathcal{S}_{N}$ by a countable, dense subset in the definition of the grand maximal function. Therefore, in each case $M f$ can be computed as a supremum of a countable family of continuous functions. Therefore, $M f$ is lower semicontinuous.

We start the investigation of maximal functions with the fundamental Maximal Theorem 3.6. This and the following results are relatively mechanical conversions of the well-known classical results which also hold for homogeneous groups, see [FoS].


Figure 2. The nontangential maximal function $M_{\varphi} f(x)$ IS COMPUTED BY TAKING SUPREMA OF $\left|f * \varphi_{k}(y)\right|$ OVER ELLIPSES $x+B_{k}$ AT ALL SCALES $k \in \mathbb{Z}$.

The biggest novelty is the use of discrete (instead of continuous) dilations of fairly general form.

Theorem 3.6 (The Maximal Theorem). For a fixed $s>1$ consider family

$$
\begin{equation*}
\mathcal{F}:=\left\{\varphi \in L^{\infty}\left(\mathbb{R}^{n}\right):|\varphi(x)| \leq(1+\rho(x))^{-s}\right\} \tag{3.11}
\end{equation*}
$$

For $1 \leq p \leq \infty$ and $f \in L^{p}\left(\mathbb{R}^{n}\right)$ define the maximal function

$$
\begin{equation*}
M f(x)=M_{\mathcal{F}} f(x):=\sup _{\varphi \in \mathcal{F}} M_{\varphi} f(x) \tag{3.12}
\end{equation*}
$$

Then there exists a constant $C=C(s)$ so that

$$
\begin{align*}
|\{x: M f(x)>\lambda\}| \leq C| | f \|_{1} / \lambda & \text { for all } f \in L^{1}\left(\mathbb{R}^{n}\right), \lambda>0  \tag{3.13}\\
\|M f\|_{p} \leq C p /(p-1)\|f\|_{p} & \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right), 1<p \leq \infty \tag{3.14}
\end{align*}
$$

Proof. For $\lambda, R>0$ consider $\Omega_{\lambda}^{R}=\{x: M f(x)>\lambda,|x|<R\}$. For every $x \in \Omega_{\lambda}^{R}$ take $y=y(x) \in \mathbb{R}^{n}, k=k(x) \in \mathbb{Z}$, and $\varphi \in \mathcal{F}$ such that $x-y \in B_{k}$ and $\left|f * \varphi_{k}(y)\right|>\lambda$.

$$
\begin{aligned}
\lambda & <\left|f * \varphi_{k}(y)\right| \leq \int_{\mathbb{R}^{n}}|f(z)|\left|\varphi_{k}(z-y)\right| d z=b^{-k} \int_{y+B_{k}}\left|f(z) \| \varphi\left(A^{-k}(z-y)\right)\right| d z \\
& +b^{-k} \sum_{j=1}^{\infty} \int_{y+B_{k+j} \backslash B_{k+j-1}}\left|f(z) \| \varphi\left(A^{-k}(z-y)\right)\right| d z \\
& \leq b^{-k}\left[\sup _{z \in B_{0}}|\varphi(z)| \int_{y+B_{k}}|f(z)| d z+\sum_{j=1}^{\infty} \sup _{z \in B_{j+1} \backslash B_{j}}|\varphi(z)| \int_{y+B_{k+j}}|f(z)| d z\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left[1+\sum_{j=1}^{\infty} b^{j} \sup _{z \in B_{j+1} \backslash B_{j}}|\rho(z)|^{-s}\right] \sup _{j \geq 0} b^{-k-j} \int_{y+B_{k+j}}|f(z)| d z \\
& \leq \sum_{j=0}^{\infty} b^{j(1-s)} \sup _{j \geq 0} b^{-k-j} \int_{y+B_{k+j}}|f(z)| d z
\end{aligned}
$$

Thus, there is $j_{0} \geq 0$ so that

$$
\frac{1}{b^{k+j_{0}}} \int_{y+B_{k+j_{0}}}|f(z)| d z>\lambda / C
$$

where $C=\sum_{j=0}^{\infty} b^{j(1-s)}$. Since $x-y \in B_{k}$,

$$
y+B_{k+j_{0}} \subset x+B_{k}+B_{k+j_{0}} \subset x+2 B_{k+j_{0}} \subset x+B_{k+j_{0}+\omega}
$$

So for each $x \in \Omega_{\lambda}^{R}$ there is $r=r(x)=k+j_{0}+\omega$, such that

$$
\int_{x+B_{r}}|f(z)| d z>\frac{\lambda}{C b^{\omega}}\left|B_{r}\right|
$$

By the Wiener Lemma there is sequence $\left(x_{j}\right)$ in $\Omega_{\lambda}^{R}$ so that $x_{j}+B_{r\left(x_{j}\right)}$ are mutually disjoint and $x_{j}+B_{r\left(x_{j}\right)+\omega}$ cover $\Omega_{\lambda}^{R}$. Therefore,

$$
\left|\Omega_{\lambda}^{R}\right| \leq \sum_{j}\left|B_{r\left(x_{j}\right)+\omega}\right| \leq \sum_{j} b^{\omega}\left|B_{r\left(x_{j}\right)}\right| \leq \frac{C b^{2 \omega}}{\lambda}\|f\|_{1}
$$

By letting $R \rightarrow \infty$ we obtain (3.13).
Since $C=\int_{\mathbb{R}^{n}}(1+\rho(x))^{-s} d x<\infty$, we have $\|M f\|_{\infty} \leq C\|f\|_{\infty}$ for $f \in L^{\infty}$. By the Marcinkiewicz Interpolation Theorem we obtain (3.14).

As a consequence of Theorem 3.6 we conclude that the Hardy-Littlewood maximal function $M=M_{H L}$ given by

$$
\begin{equation*}
M_{H L} f(x):=\sup _{k \in \mathbb{Z}} \sup _{y \in x+B_{k}} \frac{1}{\left|B_{k}\right|} \int_{y+B_{k}}|f(z)| d z \tag{3.15}
\end{equation*}
$$

satisfies (3.13) and (3.14). Naturally, this is also a consequence of general results for spaces of homogeneous type, see [St2, Theorem 1 in Chapter 1].

ThEOREM 3.7. Suppose $\varphi \in L^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies $|\varphi(x)| \leq C(1+\rho(x))^{-s}$ for some $s>1$, and let $c=\int \varphi$. Then for $f \in L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p \leq \infty$,

$$
\begin{equation*}
\lim _{\substack{k \rightarrow-\infty \\ y \in x+B_{k}}} f * \varphi_{k}(y)=c f(x) \quad \text { for a.e. } x \in \mathbb{R}^{n} \tag{3.16}
\end{equation*}
$$

Proof. Suppose $p=1$ and $f \in L^{1}\left(\mathbb{R}^{n}\right)$. By the Luzin (Лузин) Theorem given $\varepsilon>0$ we can find a continuous function $g$ with compact support such that $\|f-g\|_{1}<\varepsilon$. Clearly

$$
\lim _{\substack{k \rightarrow-\infty \\ y \in x+B_{k}}} g * \varphi_{k}(y)=c g(x) \quad \text { for all } x \in \mathbb{R}^{n}
$$

Since

$$
\begin{aligned}
\limsup _{\substack{k \rightarrow-\infty \\
y \in x+B_{k}}}\left|f * \varphi_{k}(y)-c f(x)\right| & =\limsup _{\substack{k \rightarrow-\infty \\
y \in x+B_{k}}}\left|f * \varphi_{k}(y)-g * \varphi_{k}(x)+g * \varphi_{k}(x)-c f(x)\right| \\
& \leq \sup _{k \in \mathbb{Z}} \sup _{y \in x+B_{k}}\left|f * \varphi_{k}(y)-g * \varphi_{k}(x)\right|+|c||g(x)-f(x)| \\
& \leq M_{\varphi}(f-g)(x)+|c||f(x)-g(x)|,
\end{aligned}
$$

by Theorem 3.6 and the Chebyshev (Чебышев) inequality we have for any $\lambda>0$

$$
\begin{aligned}
& \left|\left\{x: \limsup _{\substack{k \rightarrow-\infty \\
y \in x+B_{k}}}\left|f * \varphi_{k}(y)-c f(x)\right|>\lambda\right\}\right| \\
& \leq\left|\left\{x: M_{\varphi}(f-g)(x)>\lambda / 2\right\}\right|+|\{x:|c||f(x)-g(x)|>\lambda / 2\}| \\
& \leq C| | f-g \|_{1} / \lambda<C \varepsilon / \lambda .
\end{aligned}
$$

Since $\lambda>0$ is arbitrary we have (3.16).
Suppose $p>1$ and $f \in L^{p}\left(\mathbb{R}^{n}\right)$. Given $j \in \mathbb{Z}$ let $g=f \mathbf{1}_{B_{j}}$. Since $g \in L^{1}\left(\mathbb{R}^{n}\right)$,

$$
\lim _{\substack{k \rightarrow-\infty \\ y \in x+B_{k}}} g * \varphi_{k}(y)=c g(x)=c f(x) \quad \text { for a.e. } x \in B_{j}
$$

If $x \in B_{j}$ we can choose $K \in \mathbb{Z}$ so that $x+B_{K+\omega} \subset B_{j}$. If $y \in x+B_{k}$ for some $k \leq K$ and $z \in\left(B_{j}\right)^{\mathbf{c}} \subset x+\left(B_{K+\omega}\right)^{\mathbf{c}}$ then $y-z \in\left(B_{K}\right)^{\mathbf{c}}$ by (2.11). Hence by Hölder's inequality, $1 / p+1 / q=1$,

$$
\begin{aligned}
& \left|(f-g) * \varphi_{k}(y)\right|=\left|\int_{\left(B_{j}\right)^{\mathbf{c}}} f(z) \varphi_{k}(y-z) d z\right| \leq\|f\|_{p}\left(\int_{\left(B_{j}\right)^{\mathbf{c}}}\left|\varphi_{k}(y-z)\right|^{q} d z\right)^{1 / q} \\
& \leq\|f\|_{p}\left(\int_{\left(B_{K}\right)^{\mathbf{c}}}\left|\varphi_{k}(z)\right|^{q} d z\right)^{1 / q} \leq\|f\|_{p} b^{-k+k / q}\left(\int_{\left(B_{K-k}\right)^{\mathbf{c}}}|\varphi(z)|^{q} d z\right)^{1 / q} \\
& \leq b^{-k+k / q}| | f \|_{p}\left(\int_{\left(B_{K-k}\right)^{\mathbf{c}}}|\rho(z)|^{-q s} d z\right)^{1 / q} \leq C b^{-k+k / q} b^{(K-k)(-s+1 / q)} \\
& =C b^{K(-s+1 / q)} b^{k(s-1)} \rightarrow 0 \quad \text { as } k \rightarrow-\infty
\end{aligned}
$$

Therefore, (3.16) holds for a.e. $x \in B_{j}$ and since $j$ is arbitrary it holds for a.e. $x \in$ $\mathbb{R}^{n}$.

The next lemma is a basic approximation of identity result for the space of tempered distributions $\mathcal{S}^{\prime}$. Since it is a more general variant of the result common in the literature we include its proof.

Lemma 3.8. Suppose $\varphi \in \mathcal{S}$ and $\int \varphi=1$. Then for any $\psi \in \mathcal{S}$ and $f \in \mathcal{S}^{\prime}$ we have

$$
\begin{align*}
\psi * \varphi_{k} \rightarrow \psi \quad \text { in } \mathcal{S} \text { as } k \rightarrow-\infty  \tag{3.17}\\
f * \varphi_{k} \rightarrow f \quad \text { in } \mathcal{S}^{\prime} \text { as } k \rightarrow-\infty \tag{3.18}
\end{align*}
$$

In Lemma 3.8 we can relax the condition that $\varphi_{k}$ 's are given by (3.6). Instead, we only need to assume that $\varphi_{k}(x)=\left|\operatorname{det} A_{k}\right| \varphi\left(A_{k} x\right)$ for some nondegenerate matrices $A_{k}$ such that $\left\|A_{k}^{-1}\right\| \rightarrow 0$ as $k \rightarrow-\infty$.

Proof. It is clear that $\psi * \varphi_{k}(x) \rightarrow \psi(x)$ pointwise as $k \rightarrow-\infty$. Since $\partial^{\alpha}\left(\psi * \varphi_{k}\right)(x)=\left(\partial^{\alpha} \psi\right) * \varphi_{k}(x) \rightarrow \partial^{\alpha} \psi(x)$ pointwise as $k \rightarrow-\infty$ for every multiindex $\alpha$, it suffices to show

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n}}|x|^{N}\left|\psi * \varphi_{k}(x)-\psi(x)\right| \rightarrow 0 \quad \text { as } k \rightarrow-\infty \tag{3.19}
\end{equation*}
$$

for every integer $N \geq 0$.
Given $\varepsilon>0$ find $\delta>0$ so that $|x|^{N}|\psi(y-x)-\psi(x)|<\varepsilon$ for all $|y| \leq \delta$. Let $K$ be such that

$$
\int_{|y|>\delta}(1+|y|)^{N}\left|\varphi_{k}(y)\right| d y<\varepsilon \quad \text { for } k \leq K
$$

If $k \leq K$

$$
\begin{aligned}
& |x|^{N}\left|\psi * \varphi_{k}(x)-\psi(x)\right|=\left.\left|\int_{\mathbb{R}^{n}}\right| x\right|^{N}(\psi(y-x)-\psi(x)) \varphi_{k}(y) d y \mid \\
& \leq \int_{|y| \leq \delta}|x|^{N}|\psi(y-x)-\psi(x)|\left|\varphi_{k}(y)\right| d y+\int_{|y|>\delta}|x|^{N}|\psi(y-x)-\psi(x)|\left|\varphi_{k}(y)\right| d y \\
& \leq \varepsilon \int_{\mathbb{R}^{n}}\left|\varphi_{k}(y)\right| d y+\sup _{x \in \mathbb{R}^{n}}|x|^{N}|\psi(x)|^{N} \int_{|y|>\delta}\left|\varphi_{k}(y)\right| d y \\
& +\int_{|y|>\delta} C|x|^{N}(1+|x-y|)^{-N}(1+|y|)^{-N}(1+|y|)^{N}\left|\varphi_{k}(y)\right| d y \\
& \leq C^{\prime} \varepsilon+C^{\prime} \int_{|y|>\delta}(1+|y|)^{N}\left|\varphi_{k}(y)\right| d y \leq 2 C^{\prime} \varepsilon .
\end{aligned}
$$

This shows (3.19) and thus (3.17). (3.18) follows from (3.17) since $\left\langle f * \varphi_{k}, \psi\right\rangle=$ $\left\langle f, \psi * \tilde{\varphi}_{k}\right\rangle$, where $\tilde{\varphi}_{k}(x)=\varphi_{k}(-x)$.

The next theorem can be thought as a converse to the Maximal Theorem 3.6 for $p>1$.

Theorem 3.9. Suppose $f \in \mathcal{S}^{\prime}, \varphi \in \mathcal{S}, \int \varphi \neq 0$, and $1 \leq p \leq \infty$. If $M_{\varphi}^{0} f \in$ $L^{p}\left(\mathbb{R}^{n}\right)$ then $f \in L^{p}\left(\mathbb{R}^{n}\right)$.

Proof. Without loss of generality we can assume that $\int \varphi=1$. Suppose $p>1$. Since the set $\left\{f * \varphi_{k}: k \in \mathbb{Z}\right\}$ is bounded in $L^{p}$, by the Alaoglu Theorem there is a sequence $k_{j} \rightarrow-\infty$ such that $f * \varphi_{k_{j}}$ converges weak-* in $L^{p}$, and hence in $\mathcal{S}^{\prime}$. By Lemma 3.8 this limit is $f$ and thus $f \in L^{p}$.

Suppose now $p=1$. By [Wo1, Theorem III.C.12] the set $\left\{f * \varphi_{k}: k \in \mathbb{Z}\right\}$ is relatively weakly compact in $L^{1}$ and by the Eberlein-Smulian (Шмулян) Theorem there is a sequence $k_{j} \rightarrow-\infty$ such that $f * \varphi_{k_{j}}$ converges weakly in $L^{1}$, and hence in $\mathcal{S}^{\prime}$. By Lemma 3.8 this limit is $f$ and thus $f \in L^{1}$. Alternatively, we could think of the set $\left\{f * \varphi_{k}: k \in \mathbb{Z}\right\}$ as a bounded set in the space of finite complex Borel measures on $\mathbb{R}^{n}$ and use Alaoglu Theorem to find a sequence $k_{j} \rightarrow-\infty$ such that $f * \varphi_{k_{j}}$ converges weak-* to an absolutely continuous measure. This measure is $f(x) d x$ by Lemma 3.8.

Remark. Theorems 3.6 and 3.9 together assert that for $p>1$ the subclass of regular $L^{p}$ integrable distributions in $\mathcal{S}^{\prime}$ is invariant with respect to maximal functions introduced in Definition 3.4. Indeed, it follows from Theorems 3.6 and 3.9 that for $1<p \leq \infty$ the following are equivalent for a distribution $f \in \mathcal{S}^{\prime}$,

- $f$ is regular and belongs to $L^{p}$,
- $M_{\varphi}^{0} f \in L^{p}$ (or $M_{\varphi} f \in L^{p}$ ) for every $\varphi \in \mathcal{S}$,
- $M_{\varphi}^{0} f \in L^{p}$ (or $M_{\varphi} f \in L^{p}$ ) for some $\varphi$ with $\int \varphi \neq 0$,
- $M_{N}^{0} f \in L^{p}$ for some (or every) $N \geq 2$.

The next result asserts that radial and nontangential grand maximal functions are pointwise equivalent.

Proposition 3.10. For every $N \geq 0$ there is a constant $C=C(N)$ so that for all $f \in \mathcal{S}^{\prime}$,

$$
\begin{equation*}
M_{N}^{0} f(x) \leq M_{N} f(x) \leq C M_{N}^{0} f(x) \quad \text { for } x \in \mathbb{R}^{n} \tag{3.20}
\end{equation*}
$$

Proof. The first inequality is obvious. To see the second inequality, note that

$$
\begin{align*}
& M_{N} f(x)=\sup \left\{\left|\left(f * \varphi_{k}\right)\left(x+A^{k} y\right)\right|: k \in \mathbb{Z}, y \in B_{0}, \varphi \in \mathcal{S}_{N}\right\} \\
& =\sup \left\{\left|\left(f * \phi_{k}\right)(x)\right|: k \in \mathbb{Z}, \phi(z)=\varphi(z+y) \text { for some } y \in B_{0}, \varphi \in \mathcal{S}_{N}\right\}  \tag{3.21}\\
& =\sup \left\{M_{\phi}^{0}(x): \phi(z)=\varphi(z+y) \text { for some } y \in B_{0}, \varphi \in \mathcal{S}_{N}\right\}
\end{align*}
$$

By (2.12) if $\phi(x)=\varphi(x+y)$ for some $y \in B_{0}$ then

$$
\begin{align*}
\|\phi\|_{\mathcal{S}_{N}} & =\sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max \left(1, \rho(x)^{N}\right)\left|\partial^{\alpha} \varphi(x+y)\right| \\
& =\sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max \left(1, \rho(x-y)^{N}\right)\left|\partial^{\alpha} \varphi(x)\right|  \tag{3.22}\\
& \leq b^{\omega N} \sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max \left(1, \rho(x)^{N}\right)\left|\partial^{\alpha} \varphi(x)\right|=b^{\omega N}\|\varphi\|_{\mathcal{S}_{N}} .
\end{align*}
$$

Combining (3.21) and (3.22) we have

$$
M_{N} f(x) \leq \sup \left\{M_{\phi}^{0} f(x): \phi \in \mathcal{S},\|\phi\|_{\mathcal{S}_{N}} \leq b^{\omega N}\right\} \leq b^{\omega N} M_{N}^{0} f(x)
$$

which shows (3.20).
We are now ready to state the definition of anisotropic Hardy spaces.
Definition 3.11. For a given dilation $A$ and $0<p<\infty$ we denote

$$
N_{p}:= \begin{cases}\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor+2 & 0<p \leq 1 \\ 2 & p>1\end{cases}
$$

For every $N \geq N_{p}$ we define the anisotropic Hardy space associated with the dilation $A$ as

$$
\begin{equation*}
H^{p}\left(\mathbb{R}^{n}\right)=H_{A}^{p}\left(\mathbb{R}^{n}\right)=\left\{f \in \mathcal{S}^{\prime}: M_{N} f \in L^{p}\right\} \tag{3.23}
\end{equation*}
$$

with the quasi-norm $\|f\|_{H^{p}}=\left\|M_{N} f\right\|_{p}$.
Since the dimension $n$ and the dilation $A$ remain constant throughout this chapter (except Section 10) we are going to denote the anisotropic Hardy space by $H^{p}$ or $H_{(N)}^{p}$. Even though quasi-norms on $H^{p}$ depend on the choice of $N$, it follows from Theorems 4.2 and 6.4 that the above definition of $H^{p}$ does not depend on the choice of $N$ as long as $N \geq N_{p}$. To escape possible ambiguity and to fix the attention the reader can think that $N=N_{p}$ in (3.23).

By the above Remark we have $H^{p}=L^{p}$ for $p>1$ irrespective of the dilation $A$. Moreover, by Theorem 3.9 we have $H^{1} \subset L^{1}$. Therefore, only for $0<p \leq 1$ do anisotropic Hardy spaces $H^{p}$ merit further investigation.

Proposition 3.12. The space $H^{p}$ is complete.
Proof. Since $H^{p}=L^{p}$ for $p>1$ we only need to consider $p \leq 1$.
For every $\varphi \in \mathcal{S}$ and every sequence $\left(f_{i}\right)_{i \in \mathbb{N}}$ in $\mathcal{S}^{\prime}$ such that $\sum_{i} f_{i}$ converges in $\mathcal{S}^{\prime}$ to the tempered distribution $f$, the series $\sum_{i} f_{i} * \varphi(x)$ converges pointwise to $f * \varphi(x)$ for each $x \in \mathbb{R}^{n}$. Thus,

$$
M_{N} f(x)^{p} \leq\left(\sum_{i} M_{N} f_{i}(x)\right)^{p} \leq \sum_{i}\left(M_{N} f_{i}(x)\right)^{p} \quad \text { for all } x \in \mathbb{R}^{n}
$$

and we have $\|f\|_{H^{p}}^{p} \leq \sum_{i}\left\|f_{i}\right\|_{H^{p}}^{p}$.
To prove that $H^{p}$ is complete, it suffices to show that for every sequence $\left(f_{i}\right)$ such that $\left\|f_{i}\right\|_{H^{p}}<2^{-i}$ for $i \in \mathbb{N}$, the series $\sum_{i} f_{i}$ converges in $H^{p}$. Since partial sums $\sum_{i} f_{i}$ are Cauchy in $H^{p}$, hence they are Cauchy in $\mathcal{S}^{\prime}$, and $\sum_{i} f_{i}$ converges in $\mathcal{S}^{\prime}$ to some $f$, because $\mathcal{S}^{\prime}$ is complete. Therefore,

$$
\left\|f-\sum_{i=1}^{j} f_{i}\right\|_{H^{p}}^{p}=\left\|\sum_{i=j+1}^{\infty} f_{i}\right\|_{H^{p}}^{p} \leq \sum_{i=j+1}^{\infty}\left\|f_{i}\right\|_{H^{p}}^{p} \leq \sum_{i=j+1}^{\infty} 2^{-i p} \rightarrow 0 \quad \text { as } j \rightarrow \infty
$$

This finishes the proof.

## 4. The atomic definition of anisotropic Hardy spaces

Definition 4.1. We say a triplet $(p, q, s)$ is admissible (with respect to the dilation $A$ ) if $0<p \leq 1,1 \leq q \leq \infty, p<q, s \in \mathbb{N}$, and $s \geq\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$. A $(p, q, s)$-atom (associated with the dilation $A)$ is a function $a$ such that

$$
\begin{array}{ll}
\operatorname{supp} a \subset B_{j}+x_{0} & \text { for some } j \in \mathbb{Z}, x_{0} \in \mathbb{R}^{n} \\
\|a\|_{q} \leq\left|B_{j}\right|^{1 / q-1 / p} \\
\int_{\mathbb{R}^{n}} a(x) x^{\alpha} d x=0 & \text { for }|\alpha| \leq s \tag{4.3}
\end{array}
$$

The rationale behind the conditions imposed on atoms is revealed in the next theorem.

ThEOREM 4.2. Suppose $(p, q, s)$ is admissible and $N \geq N_{p}$. Then there is a constant $\tilde{C}$ depending only on $p$ and $q$ such that for all $(p, q, s)$-atoms a we have $\left\|M_{N} a\right\|_{p} \leq \tilde{C}$.

Proof. Since $\mathcal{S}_{N} \subset \mathcal{S}_{N_{p}}$, we have $M_{N} a(x) \leq M_{N_{p}} a(x)$, and we can assume that $N=N_{p}$. By Proposition 3.10 it suffices to show $\|M a\|_{p} \leq \tilde{C}$, where $M=M_{N}^{0}$ is the radial grand maximal function. It also suffices to consider only $(p, q, s)$-atoms $a$ with minimal value of $s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$.

Suppose an atom $a$ is associated with the ball $x_{0}+B_{j}$ for some $x_{0} \in \mathbb{R}^{n}, j \in \mathbb{Z}$. We estimate separately on $x_{0}+B_{j+\omega}$ and $\left(x_{0}+B_{j+\omega}\right)^{\mathbf{c}}$.
Case I. On $B_{j+\omega}$ we use the Maximal Theorem 3.6 for $q>1$ and Hölder's inequality

$$
\begin{aligned}
\int_{x+B_{j+\omega}} M a(x)^{p} d x \leq\left(\int_{x+B_{j+\omega}} M a(x)^{q} d x\right)^{p / q} & \left|B_{j+\omega}\right|^{1-p / q} \\
& \leq\left. C| | a\right|_{q} ^{p}\left|B_{j}\right|^{1-p / q} \leq C .
\end{aligned}
$$

If $q=1$, take $\lambda>0$, and consider $\Omega_{\lambda}=\{x: M a(x)>\lambda\}$. Then

$$
\begin{aligned}
\left|\Omega_{\lambda} \cap B_{j+\omega}\right| & \leq \min \left(\left|\Omega_{\lambda}\right|,\left|B_{j+\omega}\right|\right) \leq \min \left(\left.C| | a\right|_{1} / \lambda,\left|B_{j+\omega}\right|\right) \\
& =\min \left(C\left|B_{j}\right|^{1-1 / p} / \lambda, b^{\omega}\left|B_{j}\right|\right) \leq C \min \left(\left|B_{j}\right|^{1-1 / p} / \lambda,\left|B_{j}\right|\right)
\end{aligned}
$$

We have equality between the two terms in the last minimum if $\lambda=\left|B_{j}\right|^{-1 / p}$. Therefore,

$$
\begin{aligned}
\int_{B_{j+\omega}} M a(x)^{p} d x & =\int_{0}^{\infty} p \lambda^{p-1}\left|\Omega_{\lambda} \cap B_{j+\omega}\right| d \lambda \\
& \leq C \int_{0}^{\left|B_{j}\right|^{-1 / p}}\left|B_{j}\right| p \lambda^{p-1} d \lambda+\int_{\left|B_{j}\right|-1 / p}^{\infty}\left|B_{j}\right|^{1-1 / p} p \lambda^{p-2} d \lambda=C
\end{aligned}
$$

Case II. Take $x \in\left(x_{0}+B_{j+\omega}\right)^{\mathbf{c}}, \varphi \in \mathcal{S}_{N}$, and $k \in \mathbb{Z}$. Suppose $P$ is a polynomial of degree $\leq s$ to be specified later. Then we have

$$
\begin{aligned}
\left|\left(a * \varphi_{k}\right)(x)\right| & =b^{-k}\left|\int_{\mathbb{R}^{n}} a(y) \varphi\left(A^{-k}(x-y)\right) d y\right| \\
& =b^{-k}\left|\int_{x_{0}+B_{j}} a(y)\left(\varphi\left(A^{-k}(x-y)\right)-P\left(A^{-k}(x-y)\right)\right) d y\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq b^{-k}| | a| |_{q}\left(\int_{x_{0}+B_{j}}\left|\varphi\left(A^{-k}(x-y)\right)-P\left(A^{-k}(x-y)\right)\right|^{q^{\prime}} d y\right)^{1 / q^{\prime}} \\
& \leq b^{-k} b^{j(1 / q-1 / p)} b^{k / q^{\prime}}\left(\int_{A^{-k}\left(x-x_{0}\right)+B_{j-k}}|\varphi(y)-P(y)|^{q^{\prime}} d y\right)^{1 / q^{\prime}} \\
& \leq b^{-k} b^{j(1 / q-1 / p)} b^{k / q^{\prime}} b^{(j-k) / q^{\prime}} \sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}}|\varphi(y)-P(y)| \\
& =b^{-j / p} b^{j-k} \sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}}|\varphi(y)-P(y)|,
\end{aligned}
$$

where $q^{\prime}$ denotes the conjugate power to $q, 1 / q+1 / q^{\prime}=1$. Even though the above calculation holds for $q>1$ it can be easily adjusted for the case $q=1$ to yield the same estimate.

Suppose $x \in x_{0}+B_{j+\omega+m+1} \backslash B_{j+\omega+m}$ for some integer $m \geq 0$. Then $A^{-k}(x-$ $\left.x_{0}\right)+B_{j-k} \subset A^{-k}\left(B_{j+\omega+m+1} \backslash B_{j+\omega+m}\right)+B_{j-k}=A^{j-k}\left(\left(B_{\omega+m+1} \backslash B_{\omega+m}\right)+B_{0}\right) \subset$ $A^{j-k}\left(B_{m}\right)^{\mathbf{c}}$ by virtue of (2.11). We consider two cases. If $j \geq k$ then we choose polynomial $P=0$, and

$$
\begin{equation*}
\sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}}|\varphi(y)| \leq \sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}} \min \left(1, \rho(y)^{-N}\right) \leq b^{-N(j-k+m)} \tag{4.5}
\end{equation*}
$$

If $j<k$ then we choose polynomial $P$ to be the Taylor expansion of $\varphi$ at the point $A^{-k}\left(x-x_{0}\right)$ of order $s$. By the Taylor Remainder Theorem and (2.2) we have

$$
\begin{align*}
\sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}} & |\varphi(y)-P(y)| \\
& \leq C \sup _{z \in B_{j-k}} \sup _{|\alpha|=s+1}\left|\partial^{\alpha} \varphi\left(A^{-k}\left(x-x_{0}\right)+z\right) \| z\right|^{s+1}  \tag{4.6}\\
& \leq C \lambda_{-}^{(s+1)(j-k)} \sup _{y \in A^{-k}\left(x-x_{0}\right)+B_{j-k}} \min \left(1, \rho(y)^{-N}\right) \\
& \leq C \lambda_{-}^{(s+1)(j-k)} \min \left(1, b^{-N(j-k+m)}\right) .
\end{align*}
$$

Combining (4.4), (4.5) and (4.6) we have for $x \in x_{0}+B_{j+\omega+m+1} \backslash B_{j+\omega+m}, m \geq 0$,

$$
\begin{aligned}
M a(x)^{p}=\sup _{\varphi \in \mathcal{S}_{N}} \sup _{k \in \mathbb{Z}}\left|\left(a * \varphi_{k}\right)(x)\right|^{p} \leq b^{-j} \max \left(\sup _{k \in \mathbb{Z}, k \leq j} b^{p(j-k)} b^{-N p(j-k+m)}\right. \\
\left.+C \sup _{k \in \mathbb{Z}, k>j} b^{p(j-k)} \lambda_{-}^{p(s+1)(j-k)} \min \left(1, b^{-N p(j-k+m)}\right)\right) .
\end{aligned}
$$

Note that the supremum over $k \leq j$ has the largest value for $k=j$. Since $N \geq s+2$ we have $b \lambda_{-}^{s+1} \leq b^{N}$, and the supremum over $k>j$ is attained when $j-k+m=0$. Indeed, it suffices to check for the maximum value in the range $j<k \leq j+m$ and $k \geq j+m$. Therefore,

$$
M a(x)^{p} \leq b^{-j} \max \left(b^{-N p m}, C\left(b \lambda_{-}^{s+1}\right)^{-p m}\right) \leq C b^{-j}\left(b \lambda_{-}^{s+1}\right)^{-p m}
$$

again by $b \lambda_{-}^{s+1} b^{-N} \leq 1$. Since $s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$, we have $s>(1 / p-$ 1) $\ln b / \ln \lambda_{-}-1$, and thus $\lambda_{-}^{s+1} b^{1-1 / p}>1$. Therefore,

$$
\begin{array}{r}
\int_{\left(x_{0}+B_{j}\right)^{\mathbf{c}}} M a(x)^{p} d x=\sum_{m=0}^{\infty}\left|B_{j+\omega+m+1} \backslash B_{j+\omega+m}\right| \sup _{x \in x_{0}+B_{j+\omega+m+1} \backslash B_{j+\omega+m}} M a(x)^{p} \\
\leq C \sum_{m=0}^{\infty} b^{j+\omega+m+1} b^{-j}\left(b \lambda_{-}^{s+1}\right)^{-p m}=C b^{\omega+1} \sum_{m=0}^{\infty}\left(b^{p-1} \lambda_{-}^{(s+1) p}\right)^{-m}=C^{\prime}<\infty
\end{array}
$$

Combining case I and II and we see that $\|M a\|_{p} \leq \tilde{C}$ for some constant $\tilde{C}$ independent of the choice of a $(p, q, s)$-atom $a$.

The proof of this result could be simplified by virtue of Theorem 7.1, since it is easier to estimate $M_{\varphi}^{0} f$ than $M_{N} f$. We are now ready to introduce the anisotropic Hardy spaces in terms of atomic decompositions.

Definition 4.3. For a given dilation $A$ and an admissible triplet $(p, q, s)$ we define the atomic anisotropic Hardy space $H_{q, s}^{p}$ associated with dilation $A$ as the set of all tempered distributions $f \in \mathcal{S}^{\prime}$ of the form $\sum_{i=1}^{\infty} \kappa_{i} a_{i}$ with convergence in $\mathcal{S}^{\prime}$, where $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}<\infty$, and $a_{i}$ is a $(p, q, s)$-atom for each $i \in \mathbb{N}$. The quasi-norm of $f \in H_{q, s}^{p}$ is defined as

$$
\|f\|_{H_{q, s}^{p}}=\inf \left\{\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p}: f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}, \quad a_{i} \text { is a }(p, q, s) \text {-atom for } i \in \mathbb{N}\right\}
$$

It follows from Theorem 4.5 that the series $\sum_{i=1}^{\infty} \kappa_{i} a_{i}$ converges in $\mathcal{S}^{\prime}$ for every choice of $\kappa_{i}$ and $(p, q, s)$-atoms $a_{i}$ with $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}<\infty$. The representation of $f \in$ $\mathcal{S}^{\prime}$ in this form $\sum_{i=1}^{\infty} \kappa_{i} a_{i}$ is referred as an atomic decomposition of $f$. Furthermore, if $\|f\|_{H_{q, s}^{p}}=0$ then necessarily $f=0$.

Proposition 4.4. Suppose the triplet $(p, q, s)$ is admissible. Then the space $H_{q, s}^{p}$ is complete.

The proof of Proposition 4.4 is a routine, see Proposition 3.12.
THEOREM 4.5. If the triplet $(p, q, s)$ is admissible and $N \geq N_{p}$ then $H_{q, s}^{p} \subset$ $H^{p} \subset \mathcal{S}^{\prime}$, where $H^{p}$ is defined using maximal function $M_{N}$. Moreover, the inclusion maps are continuous.

Proof. Suppose $f \in H_{q, s}^{p}$ has an atomic decomposition $f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}$. Then

$$
\|f\|_{H^{p}}^{p}=\int_{\mathbb{R}^{n}}\left(M_{N}\left(\sum_{i=1}^{\infty} \kappa_{i} a_{i}\right)(x)\right)^{p} d x \leq \sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p} \int_{\mathbb{R}^{n}} M_{N} a_{i}(x)^{p} d x \leq \tilde{C} \sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p},
$$

where $\tilde{C}$ is the constant in Theorem 4.2. Since we can choose $\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p}$ to be arbitrarily close to $\|f\|_{H_{q, s}^{p}}$ thus $\|f\|_{H^{p}} \leq \tilde{C}^{1 / p}\|f\|_{H_{q, s}^{p}}$, and the inclusion $H_{q, s}^{p} \hookrightarrow H^{p}$ is continuous.

Suppose next $f \in H^{p}$, and $\varphi \in \mathcal{S}$.

$$
|\langle f, \varphi\rangle|=|f * \tilde{\varphi}(0)| \leq M_{\tilde{\varphi}} f(x) \quad \text { for } x \in B_{0}
$$

where $\tilde{\varphi}(x)=\varphi(-x)$. Therefore,

$$
\begin{aligned}
|\langle f, \varphi\rangle|^{p}=\left|B_{0} \|\langle f, \varphi\rangle\right|^{p} & \leq \int_{B_{0}} M_{\tilde{\varphi}} f(x)^{p} d x \leq \int_{\mathbb{R}^{n}} M_{\tilde{\varphi}} f(x)^{p} d x \\
& \leq\|\tilde{\varphi}\|_{\mathcal{S}_{N}}^{p} \int_{\mathbb{R}^{n}} M_{N} f(x)^{p} d x=\|\tilde{\varphi}\|_{\mathcal{S}_{N}}^{p}\|f\|_{H^{p}}^{p} .
\end{aligned}
$$

If a sequence $\left(f_{i}\right)$ converges to $f$ in $H^{p}$, then $\left\langle f_{i}, \varphi\right\rangle \rightarrow\langle f, \varphi\rangle$ as $i \rightarrow \infty$, and the inclusion $H^{p} \hookrightarrow \mathcal{S}^{\prime}$ is continuous.

## 5. The Calderón-Zygmund decomposition for the grand maximal function

In this section we define and investigate extensively the Calderón-Zygmund decomposition. The excellent exposition of this decomposition in the setting of homogeneous groups is in [FoS]. Even though we work only in $\mathbb{R}^{n}$ we allow much more general dilation structures than in $[\mathrm{FoS}]$ and therefore we need to build the machinery from scratch. We try to follow as closely as possible the skeleton of the construction in $[\mathrm{FoS}]$ to give the reader familiar with this book a comfortable path through numerous technical nuances.

Throughout this section we consider a tempered distribution $f$ so that

$$
|\{x: M f(x)>\lambda\}|<\infty \quad \text { for all } \lambda>0
$$

where $M=M_{N}$ for some fixed integer $N \geq 2$. Later with regard to the Hardy space $H^{p}(0<p \leq 1)$ we restrict attention to $N \geq N_{p}:=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor+2$. For a fixed $\lambda>0$ we set $\Omega=\{x: M f(x)>\lambda\}$. The Whitney Lemma applied to $\Omega$ with $d=4 \omega$ yields a sequence $\left(x_{j}\right)_{j \in \mathbb{N}} \subset \Omega$, and a sequence of integers $\left(l_{j}\right)_{j \in \mathbb{N}}$, so that

$$
\begin{gather*}
\Omega=\bigcup_{j \in \mathbb{N}}\left(x_{j}+B_{l_{j}}\right),  \tag{5.1}\\
\left(x_{i}+B_{l_{i}-\omega}\right) \cap\left(x_{j}+B_{l_{j}-\omega}\right)=\emptyset \quad \text { for } i \neq j,  \tag{5.2}\\
\left(x_{j}+B_{l_{j}+\gamma-1}\right) \cap \Omega^{\mathbf{c}}=\emptyset, \quad\left(x_{j}+B_{l_{j}+\gamma}\right) \cap \Omega^{\mathbf{c}} \neq \emptyset \quad \text { for } j \in \mathbb{N},  \tag{5.3}\\
\left(x_{i}+B_{l_{i}+2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+2 \omega}\right) \neq \emptyset \Longrightarrow\left|l_{i}-l_{j}\right| \leq \omega  \tag{5.4}\\
\#\left\{j \in \mathbb{N}:\left(x_{i}+B_{l_{i}+2 \omega}\right) \cap\left(x_{j}+B_{l_{j}+2 \omega}\right) \neq \emptyset\right\} \leq L \quad \text { for } i \in \mathbb{N}, \tag{5.5}
\end{gather*}
$$

where $\gamma:=d+1=4 \omega+1$, and $L$ is some constant independent of $\Omega$.
Fix $\theta \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp} \theta \subset B_{\omega}, 0 \leq \theta \leq 1$, and $\theta \equiv 1$ on $B_{0}$. For every $j \in \mathbb{N}$ define

$$
\begin{equation*}
\theta_{j}(x)=\theta\left(A^{-l_{j}}\left(x-x_{j}\right)\right) \tag{5.6}
\end{equation*}
$$

One should think of $\theta_{j}$ as the localized version of $\theta$ to the scale $l_{j}$ centered at $x_{j}$, and corresponding to the ball $x_{j}+B_{l_{j}}$ in the Whitney decomposition. Clearly $\operatorname{supp} \theta_{j} \subset x_{j}+B_{l_{j}+\omega}, \theta_{j} \equiv 1$ on $x_{j}+B_{l_{j}}$, and by (5.1) and (5.5)

$$
\begin{equation*}
1 \leq \sum_{j \in \mathbb{N}} \theta_{j}(x) \leq L \quad \text { for } x \in \Omega \tag{5.7}
\end{equation*}
$$

For every $i \in \mathbb{N}$ define

$$
\zeta_{i}(x)= \begin{cases}\theta_{i}(x) / \sum_{j} \theta_{j}(x) & x \in \Omega  \tag{5.8}\\ 0 & x \notin \Omega\end{cases}
$$

We have $\zeta_{i} \in C^{\infty}\left(\mathbb{R}^{n}\right), \operatorname{supp} \zeta_{i} \subset x_{i}+B_{l_{i}+\omega}, 0 \leq \zeta_{i} \leq 1, \zeta_{i} \equiv 1$ on $x_{i}+B_{l_{i}-\omega}$ by (5.2), and $\sum_{i \in \mathbb{N}} \zeta_{i}=\mathbf{1}_{\Omega}$. Therefore, the family $\left\{\zeta_{i}\right\}$ forms a smooth partition of unity which is subordinate to the covering of $\Omega$ by the balls $\left\{x_{i}+B_{l_{i}+\omega}\right\}$.

Let $\mathcal{P}_{s}$ denote the linear space of polynomials in $n$ variables of degree $\leq s$, where $s \geq 0$ is a fixed integer. For each $i \in \mathbb{N}$ we introduce the norm in the space $\mathcal{P}_{s}$ by setting

$$
\begin{equation*}
\|P\|=\left(\frac{1}{\int \zeta_{i}} \int_{\mathbb{R}^{n}}|P(x)|^{2} \zeta_{i}(x) d x\right)^{1 / 2} \quad \text { for } P \in \mathcal{P}_{s} \tag{5.9}
\end{equation*}
$$

which makes $\mathcal{P}_{s}$ a finite dimensional Hilbert space. The distribution $f \in \mathcal{S}^{\prime}$ induces a linear functional on $\mathcal{P}_{s}$ by

$$
Q \mapsto \frac{1}{\int \zeta_{i}}\left\langle f, Q \zeta_{i}\right\rangle \quad \text { for } Q \in \mathcal{P}_{s}
$$

which is represented by the Riesz Lemma by the unique polynomial $P_{i} \in \mathcal{P}_{s}$ such that

$$
\frac{1}{\int \zeta_{i}}\left\langle f, Q \zeta_{i}\right\rangle=\frac{1}{\int \zeta_{i}}\left\langle P_{i}, Q \zeta_{i}\right\rangle=\frac{1}{\int \zeta_{i}} \int_{\mathbb{R}^{n}} P_{i}(x) Q(x) \zeta_{i}(x) d x \quad \text { for all } Q \in \mathcal{P}_{s}
$$

For every $i \in \mathbb{N}$ define distributions $b_{i}:=\left(f-P_{i}\right) \zeta_{i}$.
We will show that for a suitable choice of $s$ and $N$ the series $\sum_{i} b_{i}$ converges in $\mathcal{S}^{\prime}$. Then we can define $g:=f-\sum_{i} b_{i}$.

Definition 5.1. The representation $f=g+\sum b_{i}$, where $g$ and $b_{i}$ are as above is a Calderón-Zygmund decomposition of degree $s$ and height $\lambda$ associated with $M_{N} f$.

Intuitively, one should think of $g$ as the good part of $f$ and of $b_{i}$ 's as the bad parts of $f$. For a suitable choice of $s$ and $N$, the good part $g$ behaves very nicely. In particular, $g$ is in $L^{1}$ and, in addition, it is in $L^{\infty}$ whenever $f$ is in $L^{1}$, see Lemma 5.10. On the other hand, the bad parts $b_{i}$ 's are well-localized on the balls coming from the Whitney decomposition; they have a certain number of vanishing moments, and thus they can be nicely controlled in terms of the grand maximal function of $f$, see Lemma 5.7.

The rest of this section consists of a series of lemmas. In Lemmas 5.2 and 5.3 we show properties of the smooth partition of unity $\left\{\zeta_{i}\right\}$. In Lemmas 5.4, 5.6, 5.7, and 5.8 we derive the estimates for the bad parts $b_{i}$ 's using Lemma 5.5, which is a result about Taylor polynomials of independent interest. Lemmas 5.9 and 5.10 give controls for the good part $g$. Finally, the culmination of this section is Corollary 5.11 showing the density of $L^{1} \cap H^{p}$ functions in $H^{p}$ spaces.

Lemma 5.2. There exists a constant $A_{1}>0$ depending only on $N$, so that for all $i \in \mathbb{N}$ and $l \leq l_{i}$

$$
\begin{equation*}
\sup _{|\alpha| \leq N} \sup _{x \in \mathbb{R}^{n}}\left|\partial^{\alpha} \tilde{\zeta}(x)\right| \leq A_{1}, \quad \text { where } \tilde{\zeta}(x):=\zeta_{i}\left(A^{l} x\right) \tag{5.10}
\end{equation*}
$$

Proof. For a given $i \in \mathbb{N}$ consider $J=\left\{j \in \mathbb{N}:\left(x_{i}+B_{l_{i}+\omega}\right) \cap\left(x_{j}+B_{l_{j}+\omega}\right) \neq\right.$ $\emptyset\}$. Since $\operatorname{supp} \zeta_{i} \subset x_{i}+B_{l_{i}+\omega}$, thus $\operatorname{supp} \tilde{\zeta} \subset A^{-l} x_{i}+B_{l_{i}-l+\omega}$. Therefore, we need to consider only $x \in A^{-l} x_{i}+B_{l_{i}-l+\omega}$ in the supremum in (5.10). If $A^{l} x \in x_{i}+B_{l_{i}+\omega}$ then $\theta_{j}\left(A^{l} x\right)=0$ for $j \in \mathbb{N} \backslash J$ and we have

$$
\tilde{\zeta}(x)=\zeta_{i}\left(A^{l} x\right)=\frac{\theta_{i}\left(A^{l} x\right)}{\sum_{j \in \mathbb{N}} \theta_{j}\left(A^{l} x\right)}=\frac{\theta_{i}\left(A^{l} x\right)}{\sum_{j \in J} \theta_{j}\left(A^{l} x\right)}=\frac{\theta\left(A^{l-l_{i}} x-A^{-l_{i}} x_{i}\right)}{\sum_{j \in J} \theta\left(A^{l-l_{j}} x-A^{-l_{j}} x_{j}\right)} .
$$

By (5.7) the denominator is $\geq 1$ and has at most $L$ terms by (5.5). Furthermore, for $j \in J$ we have $l-l_{j} \leq l_{i}-l_{j} \leq \omega$ by (5.4). The estimate (5.10) follows now from the iterative application of the quotient rule combined with

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n}} \sup _{j \leq \omega} \sup _{|\alpha| \leq N}\left|\partial^{\alpha}\left(\theta\left(A^{j} \cdot\right)\right)(x)\right|=C<\infty \tag{5.11}
\end{equation*}
$$

To finish the proof we must show (5.11).
For a given $C^{\infty}$ function $\Theta$ on $\mathbb{R}^{n}$ and an integer $k \geq 0, \mathfrak{D}^{k} \Theta(x)$ denotes the derivative of $\Theta$ of order $k$ at the point $x$ thought of as a symmetric, multilinear functional, i.e., $\mathfrak{D}^{k} \Theta(x):\left(\mathbb{R}^{n}\right)^{k}=\mathbb{R}^{n} \times \ldots \times \mathbb{R}^{n} \rightarrow \mathbb{R}$. The norm is given by

$$
\left\|\mathfrak{D}^{k} \Theta(x)\right\|=\sup _{\substack{v_{i} \in \mathbb{R}^{n},\left|v_{i}\right|=1, i=1, \ldots, k}}\left|\mathfrak{D}^{k} \Theta(x)\left(v_{1}, \ldots, v_{k}\right)\right|
$$

Suppose $\left\{e_{1}, \ldots, e_{n}\right\}$ is the standard basis of $\mathbb{R}^{n}$, and $\sigma$ is any mapping from $\{1, \ldots, k\}$ to $\{1, \ldots, n\}$. Then

$$
\Theta(x)\left(e_{\sigma(1)}, \ldots, e_{\sigma(k)}\right)=\frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \cdots \frac{\partial^{\alpha_{n}}}{\partial x_{n}^{\alpha_{n}}} \Theta(x)=\partial^{\left(\alpha_{1}, \ldots, \alpha_{n}\right)} \Theta(x)
$$

where $\alpha_{j}=\#\{i: \sigma(i)=j\}$. If $\Theta(x)=\theta\left(A^{j} x\right)$ then by the chain rule for any integer $k \geq 1$

$$
\mathfrak{D}^{k} \Theta(x)\left(v_{1}, \ldots, v_{k}\right)=\mathfrak{D}^{k} \theta\left(A^{j} x\right)\left(A^{j} v_{1}, \ldots, A^{j} v_{k}\right)
$$

for any vectors $v_{1}, \ldots, v_{k} \in \mathbb{R}^{n}$.
For an integer $j \leq \omega$ denote $\Theta(x)=\theta\left(A^{j} x\right)$. Then

$$
\begin{aligned}
& \sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \Theta(x)\right| \leq \sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N}\left\|\mathfrak{D}^{|\alpha|} \Theta(x)\right\| \leq \sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N}\left\|\mathfrak{D}^{|\alpha|} \theta\left(A^{j} x\right)\right\|\| \| A^{j} \|^{|\alpha|} \\
& \leq\left(\sup _{j \leq \omega}\left\|A^{j}\right\|\right)^{N} \sup _{x \in \mathbb{R}^{n}} \sup _{k=0, \ldots, N}\left\|\mathfrak{D}^{k} \theta(x)\right\|=C<\infty
\end{aligned}
$$

Indeed, the above suprema are finite since for $j \leq \omega$ we have $\left\|A^{j}\right\| \leq c\left(\lambda_{+}\right)^{\omega}$ by (2.1) and (2.2), and $\theta$ is $C^{\infty}$ with compact support. Thus, (5.11) holds and hence (5.10).

Lemma 5.3. There exists a constant $A_{2}>0$ independent of $f \in \mathcal{S}^{\prime}, i \in \mathbb{N}$, and $\lambda>0$ so that

$$
\begin{equation*}
\sup _{y \in \mathbb{R}^{n}}\left|P_{i}(y) \zeta_{i}(y)\right| \leq A_{2} \lambda \tag{5.12}
\end{equation*}
$$

Proof. Let $\pi_{1}, \ldots, \pi_{m}\left(m=\operatorname{dim} \mathcal{P}_{s}\right)$ be an orthonormal basis of $\mathcal{P}_{s}$ with respect to the norm (5.9). We have

$$
\begin{equation*}
P_{i}=\sum_{k=1}^{m}\left(\frac{1}{\int \zeta_{i}} \int f(x) \pi_{k}(x) \zeta_{i}(x) d x\right) \overline{\pi_{k}} \tag{5.13}
\end{equation*}
$$

where the integral is understood as $\left\langle f, \pi_{k} \zeta_{i}\right\rangle$. Hence

$$
\begin{align*}
1=\frac{1}{\int \zeta_{i}} \int\left|\pi_{k}(x)\right|^{2} \zeta_{i}(x) d x & \geq \frac{1}{\left|B_{l_{i}+\omega}\right|} \int_{x_{i}+B_{l_{i}}-\omega}\left|\pi_{k}(x)\right|^{2} \zeta_{i}(x) d x  \tag{5.14}\\
& =b^{-\omega} \int_{B_{-\omega}}\left|\tilde{\pi}_{k}(x)\right|^{2} d x
\end{align*}
$$

where $\tilde{\pi}_{k}(x)=\pi_{k}\left(x_{i}+A^{l_{i}} x\right)$. Since $\mathcal{P}_{s}$ is finite dimensional all norms on $\mathcal{P}_{s}$ are equivalent, there exists $C_{1}>0$ such that

$$
\sup _{|\alpha| \leq s} \sup _{z \in B_{\omega}}\left|\partial^{\alpha} P(z)\right| \leq C_{1}\left(\int_{B_{-\omega}}|P(z)|^{2} d z\right)^{1 / 2} \quad \text { for all } P \in \mathcal{P}_{s}
$$

Therefore by (5.14),

$$
\begin{equation*}
\sup _{|\alpha| \leq s} \sup _{z \in B_{\omega}}\left|\partial^{\alpha} \tilde{\pi}_{k}(z)\right| \leq C_{1} b^{\omega / 2} \quad \text { for } k=1, \ldots, m \tag{5.15}
\end{equation*}
$$

For $k=1, \ldots, m$ define

$$
\Phi_{k}(y)=\frac{b^{l_{i}}}{\int \zeta_{i}} \pi_{k}\left(z-A^{l_{i}} y\right) \zeta_{i}\left(z-A^{l_{i}} y\right)
$$

where $z$ is some point in $\left(x_{i}+B_{l_{i}+\gamma}\right) \cap \Omega^{\mathbf{c}}$ by (5.3).
We claim there exists a constant $C_{2}>0$ such that $1 / C_{2} \Phi_{k} \in \mathcal{S}_{N}$ for all $k=$ $1, \ldots, m$. Indeed, if $y \in \operatorname{supp} \Phi_{j}$, then $z-A^{l_{i}} y \in x_{i}+B_{l_{i}+\omega},-A^{l_{i}} y \in x_{i}-z+$ $B_{l_{i}+\omega} \subset-B_{l_{i}+\gamma}+B_{l_{i}+\omega}$, so $y \in B_{\gamma}-B_{\omega}$. Hence $\operatorname{supp} \Phi_{k}$ is bounded.

We can write
$\Phi_{k}(y)=\frac{b^{l_{i}}}{\int \zeta_{i}} \pi_{k}\left(x_{i}+\tilde{z}-A^{l_{i}} y\right) \zeta_{i}\left(x_{i}+\tilde{z}-A^{l^{i}} y\right)=\frac{b^{l_{i}}}{\int \zeta_{i}} \tilde{\pi}_{k}\left(A^{-l_{i}} \tilde{z}-y\right) \tilde{\zeta}_{i}\left(A^{-l_{i}} \tilde{z}-y\right)$,
where $\tilde{\pi}_{k}(x)=\pi_{k}\left(x_{i}+A^{l_{i}} x\right), \tilde{\zeta}_{i}(x)=\zeta_{i}\left(x_{i}+A^{l_{i}} x\right)$ and $z=x_{i}+\tilde{z}$. Consider

$$
\tilde{\zeta}_{i}(x)=\zeta_{i}\left(x_{i}+A^{l_{i}} x\right)=\frac{\theta_{i}\left(x_{i}+A^{l_{i}} x\right)}{\sum_{j} \theta_{j}\left(x_{i}+A^{l_{i}} x\right)}=\frac{\theta(x)}{\sum_{j} \theta\left(A^{-l_{j}}\left(x_{i}-x_{j}\right)+A^{l_{i}-l_{j}} x\right)}
$$

Clearly $\operatorname{supp} \tilde{\zeta}_{i} \subset B_{\omega}$ and by Lemma 5.2

$$
\sup _{|\alpha| \leq N} \sup _{z \in \mathbb{R}^{n}}\left|\partial^{\alpha} \tilde{\zeta}_{i}(z)\right| \leq A_{1}
$$

By the product rule, (5.15) and $\operatorname{supp} \tilde{\zeta}_{i} \subset B_{\omega}$ we can find a constant $C_{3}$ so that

$$
\sup _{|\alpha| \leq N} \sup _{z \in \mathbb{R}^{n}}\left|\partial^{\alpha}\left(\tilde{\pi}_{k}(z) \tilde{\zeta}_{i}(z)\right)\right| \leq C_{3}
$$

Since $b^{l_{i}} / \int \zeta_{i} \leq b^{l_{i}} / b^{l_{i}-\omega}=b^{\omega}$, $\operatorname{supp} \Phi_{k} \subset B_{\gamma}+B_{\omega}$, by the above estimate and the definition of $\Phi_{k}$ we can find a constant $C_{2}$ so that $\left\|\Phi_{k}\right\|_{\mathcal{S}_{N}} \leq C_{2}$.

Since

$$
\begin{array}{r}
\left(f *\left(\Phi_{k}\right)_{l_{i}}\right)(z)=\int f(y) b^{-l_{i}} \Phi_{k}\left(A^{-l_{i}}(z-y)\right) d y \\
=\frac{1}{\int \zeta_{i}} \int f(y) \pi_{k}\left(z-A^{l_{i}}\left(A^{-l_{i}}(z-y)\right)\right) \zeta_{i}\left(z-A^{l_{i}}\left(A^{-l_{i}}(z-y)\right)\right) d y \\
=\frac{1}{\int \zeta_{i}} \int f(y) \pi_{k}(y) \zeta_{i}(y) d y
\end{array}
$$

we have

$$
\left|\frac{1}{\int \zeta_{i}} \int f(y) \pi_{k}(y) \zeta_{i}(y) d y\right| \leq M f(z)\left\|\Phi_{k}\right\|_{\mathcal{S}_{N}} \leq C_{2} \lambda
$$

By (5.13), (5.15) and the above estimate

$$
\begin{equation*}
\sup _{z \in x_{i}+B_{l_{i}+\omega}}\left|P_{i}(z)\right| \leq m C_{2} \lambda C_{1} b^{\omega / 2} \tag{5.16}
\end{equation*}
$$

and therefore we have (5.12) with $A_{2}=m b^{\omega / 2} C_{1} C_{2}$.
Lemma 5.4. There exists a constant $A_{3}>0$ such that

$$
\begin{equation*}
M b_{i}(x) \leq A_{3} M f(x) \quad \text { for } x \in x_{i}+B_{l_{i}+2 \omega} \tag{5.17}
\end{equation*}
$$

Proof. Take $\varphi \in \mathcal{S}_{N}$, and $x \in x_{i}+B_{l_{i}+2 \omega}$.
Case I. For $l \leq l_{i}$ we write

$$
\begin{equation*}
\left(b_{i} * \varphi_{l}\right)(x)=\left(f * \Phi_{l}\right)(x)-\left(\left(P_{i} \zeta_{i}\right) * \varphi_{l}\right)(x) \tag{5.18}
\end{equation*}
$$

where $\Phi(z):=\varphi(z) \zeta_{i}\left(x-A^{l} z\right)$. Define $\tilde{\zeta}_{i}(z):=\zeta_{i}\left(x-A^{l} z\right)$. By Lemma 5.2 we have

$$
\sup _{|\alpha| \leq N} \sup _{z \in \mathbb{R}^{n}}\left|\partial^{\alpha} \tilde{\zeta}_{i}(z)\right| \leq A_{1}
$$

By the product rule there is a constant $C$ depending only on $N$ so that

$$
\begin{aligned}
\|\Phi\| \mathcal{S}_{N} & =\sup _{z \in \mathbb{R}^{n}} \max \left(1, \rho(z)^{N}\right) \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \Phi(z)\right| \\
& =\sup _{z \in \mathbb{R}^{n}} \max \left(1, \rho(z)^{N}\right) \sup _{|\alpha| \leq N}\left|\partial^{\alpha}\left(\varphi \tilde{\zeta}_{i}\right)(z)\right| \\
& \leq C \sup _{z \in \mathbb{R}^{n}} \max \left(1, \rho(z)^{N}\right) \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \varphi(z)\right| \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \tilde{\zeta}_{i}(z)\right| \leq A_{1} C .
\end{aligned}
$$

Note that for $N \geq 2$ there is a constant $C^{\prime}>0$ so that $\|\varphi\|_{1} \leq C^{\prime}$ for all $\varphi \in \mathcal{S}_{N}$. Therefore, by Lemma 5.3 and (5.18), we have

$$
\begin{aligned}
\left|b_{i} * \varphi_{l}(x)\right| \leq\|\Phi\|_{\mathcal{S}_{N}} M f(x)+A_{2} \lambda\|\varphi\|_{1} & \leq A_{1} C M f(x)+A_{2} C^{\prime} \lambda \\
& \leq\left(A_{1} C+A_{2} C^{\prime}\right) M f(x)
\end{aligned}
$$

since $M f(x)>\lambda$ for $x \in \Omega$.
Case II. For $l>l_{i}$ by a simple calculation we can write

$$
\left(b_{i} * \varphi_{l}\right)(x)=b^{l_{i}-l}\left(f * \Phi_{l_{i}}\right)(x)-\left(\left(P_{i} \zeta_{i}\right) * \varphi_{l}\right)(x)
$$

where $\Phi(z):=\varphi\left(A^{l_{i}-l} z\right) \zeta_{i}\left(x-A^{l_{i}} z\right)$. Define $\tilde{\varphi}(z):=\varphi\left(A^{l_{i}-l} z\right)$ and $\tilde{\zeta}_{i}(z):=\zeta_{i}(x-$ $\left.A^{l_{i}} z\right)$. If $z \in \operatorname{supp} \Phi$ then $x-A^{l_{i}} z \in x_{i}+B_{l_{i}+\omega}$, so $A^{l_{i}} z \in x-x_{i}+B_{l_{i}+\omega} \subset B_{l_{i}+2 \omega}+$ $B_{l_{i}+\omega} \subset B_{l_{i}+3 \omega}$. Hence, $\operatorname{supp} \Phi \subset B_{3 \omega}$. By Lemma 5.2 and since $\left\|A^{l_{i}-l}\right\| \leq c$ by (2.2) we can find a constant $C>0$ independent of $l>l_{i}$ so that

$$
\sup _{|\alpha| \leq N} \sup _{z \in \mathbb{R}^{n}}\left|\partial^{\alpha} \tilde{\varphi}(z)\right| \leq C, \quad \sup _{|\alpha| \leq N} \sup _{z \in \mathbb{R}^{n}}\left|\partial^{\alpha} \tilde{\zeta}_{i}(z)\right| \leq A_{1}
$$

By the product rule and the boundedness of the support of $\Phi$ we can find a constant $C^{\prime \prime}$ so that $\|\Phi\|_{\mathcal{S}_{N}} \leq C^{\prime \prime}$. Let $C^{\prime}$ be the constant such that $\|\varphi\|_{1} \leq C^{\prime}$ for $\varphi \in \mathcal{S}_{N}$ for $N \geq 2$. As in the case I

$$
\left|\left(b_{i} * \varphi_{l}\right)(x)\right| \leq b^{l_{i}-l}\|\Phi\|_{\mathcal{S}_{N}} M f(x)+A_{2} \lambda\|\varphi\|_{1} \leq\left(C^{\prime \prime}+A_{2} C^{\prime}\right) M f(x)
$$

By combining both cases we arrive at (5.17).

Lemma 5.5. Suppose $Q \subset \mathbb{R}^{n}$ is bounded, convex, and $0 \in Q$, and $N$ is a positive integer. Then there is a constant $C$ depending only on $Q$ and $N$ such that for every $\phi \in \mathcal{S}$ and every integer $s, 0 \leq s<N$ we have

$$
\begin{equation*}
\sup _{z \in Q} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} R_{y}(z)\right| \leq C \sup _{z \in y+Q} \sup _{s+1 \leq|\alpha| \leq N}\left|\partial^{\alpha} \phi(z)\right| \tag{5.19}
\end{equation*}
$$

where $R_{y}$ is the remainder of the Taylor expansion of $\phi$ of order $s$ at the point $y \in \mathbb{R}^{n}$.

Proof. We write the Taylor expansion of $\phi$ of order $s$ at the point $y$

$$
\phi(y+z)=\sum_{|\beta| \leq s} \frac{\partial^{\beta} \phi(y)}{\beta!} z^{\beta}+R_{y}(z)
$$

For any multi-index $|\alpha| \leq s$ we have
$\partial^{\alpha} R_{y}(z)=\partial^{\alpha} \phi(y+z)-\sum_{\substack{|\beta| \leq s, \beta \geq \alpha}} \frac{\partial^{\beta} \phi(y)}{(\beta-\alpha)!} z^{\beta-\alpha}=\partial^{\alpha} \phi(y+z)-\sum_{|\beta| \leq s-|\alpha|} \frac{\partial^{\alpha+\beta} \phi(y)}{\beta!} z^{\beta}$,
where $\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\alpha \leq \beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$ means $\alpha_{i} \leq \beta_{i}$ for all $i=1, \ldots, n$. We used here

$$
\frac{1}{\beta!} \partial^{\beta} z^{\alpha}= \begin{cases}z^{\beta-\alpha} /(\beta-\alpha)! & \alpha \leq \beta \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, $\partial^{\alpha} R_{y}$ is the Taylor remainder of $\partial^{\alpha} \phi$ of order $s-|\alpha|$ expanded at $y$ and by the Taylor Remainder Theorem

$$
\left|\partial^{\alpha} R_{y}(z)\right| \leq C \sup _{w \in[y, y+z]|\beta|=s-|\alpha|+1} \sup \left|\partial^{\alpha+\beta} \phi(w) \| z\right|^{s-|\alpha|+1}
$$

where $[y, y+z]$ is the line segment connecting $y$ and $y+z$. Thus,

$$
\sup _{z \in Q}\left|\partial^{\alpha} R_{y}(z)\right| \leq C^{\prime} \sup _{w \in y+Q} \sup _{|\alpha|=s+1}\left|\partial^{\alpha} \phi(w)\right|
$$

If $s<|\alpha| \leq N$ then $\partial^{\alpha} R_{y}(z)=\partial^{\alpha} \phi(y+z)$, and the estimate (5.19) follows immediately.

Lemma 5.6. Suppose $0 \leq s<N$. Then there exists a constant $A_{4}>0$ so that for $i \in \mathbb{N}$ and all integers $t \geq 0$

$$
\begin{equation*}
M b_{i}(x) \leq A_{4} \lambda \lambda_{-}^{-t(s+1)} \quad \text { for } x \in x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega} \tag{5.20}
\end{equation*}
$$

Proof. Suppose $\varphi \in \mathcal{S}_{N}$, and $l \in \mathbb{Z}$. Pick some $w \in\left(x_{i}+B_{l_{i}+\gamma}\right) \cap \Omega^{\mathbf{c}}$.
Case I. For $l \leq l_{i}$ we have

$$
\begin{equation*}
b_{i} * \varphi_{l}(x)=f * \Phi_{l}(w)-\left(P_{i} \zeta_{i}\right) * \varphi_{l}(x) \tag{5.21}
\end{equation*}
$$

where $\Phi(z):=\varphi\left(z+A^{-l}(x-w)\right) \zeta_{i}\left(w-A^{l} z\right)$. If $z \in \operatorname{supp} \Phi$ then $z \in \operatorname{supp} \zeta_{i}\left(w-A^{l} \cdot\right)$, i.e., $w-A^{l} z \in x_{i}+A^{l_{i}} B_{\omega}$, so $z \in A^{l_{i}-l}\left(B_{\omega}+A^{-l_{i}}\left(w-x_{i}\right)\right) \subset A^{l_{i}-l}\left(B_{\omega}-B_{\gamma}\right) \subset$
$A^{l_{i}-l} B_{\gamma+\omega}$. Suppose $x \in x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}$ for some integer $t \geq 0$. If $z \in \operatorname{supp} \Phi$ then $z \in A^{l_{i}-l} B_{\omega}+A^{-l}\left(w-x_{i}\right)$ and by (2.11)

$$
\begin{align*}
& z+A^{-l}(x-w) \in A^{l_{i}-l} B_{\omega}+A^{-l}\left(w-x_{i}\right)+A^{-l}(x-w) \\
& =A^{l_{i}-l} B_{\omega}+A^{-l}\left(x-x_{i}\right) \subset A^{l_{i}-l}\left(B_{\omega}+B_{t+2 \omega+1} \backslash B_{t+2 \omega}\right)  \tag{5.22}\\
& \subset A^{l_{i}-l}\left(\left(B_{t+2 \omega}\right)^{\mathbf{c}}+B_{\omega}\right) \subset A^{l_{i}-l}\left(\left(B_{t+\omega}\right)^{\mathbf{c}}\right)=\left(B_{t+l_{i}-l+\omega}\right)^{\mathbf{c}} .
\end{align*}
$$

By Lemma 5.2 the partial derivatives of $\zeta_{i}\left(w-A^{l}.\right)$ of order up to $N$ are bounded by $A_{1}$. Using $\operatorname{supp} \Phi \subset B_{l_{i}-l+\gamma+\omega},\|\varphi\|_{\mathcal{S}_{N}} \leq 1$, (5.22) and the product rule we have

$$
\begin{align*}
& \|\Phi\|_{\mathcal{S}_{N}}=\sup _{z \in \sup \Phi \Phi} \sup _{|\alpha| \leq N} \max \left(1, \rho(z)^{N}\right)\left|\partial^{\alpha} \Phi(z)\right| \\
& \leq\left(b^{l_{i}-l+\gamma+\omega}\right)^{N} A_{1} C \sup _{|\alpha| \leq N} \sup _{z \in \operatorname{supp} \Phi}\left|\partial^{\alpha} \varphi\left(z+A^{-l}(x-w)\right)\right|  \tag{5.23}\\
& \leq A_{1} C b^{N\left(l_{i}-l+\gamma+\omega\right)} \sup _{z \in A^{l_{i}-l} B_{\omega}+A^{-l}\left(w-x_{i}\right)} \max \left(1, \rho\left(z+A^{-l}(x-w)\right)\right)^{-N} \\
& \leq A_{1} C b^{N\left(l_{i}-l+\gamma+\omega\right)} b^{-N\left(t+l_{i}-l+\omega\right)}=A_{1} C b^{N \gamma} b^{-N t} .
\end{align*}
$$

This enables us to estimate the first term in (5.21). For the second term, note that if $x \in x_{i}+\left(B_{t+l_{i}+2 \omega}\right)^{\mathbf{c}}$ for some integer $t \geq 0$, and $y \in x_{i}+B_{l_{i}+\omega}$ then $A^{-l}(x-y) \in A^{l_{i}-l}\left(\left(B_{t+2 \omega}\right)^{\mathbf{c}}-B_{\omega}\right) \subset\left(B_{t+l_{i}-l+\omega}\right)^{\mathbf{c}}$ by (2.11). Since $\|\varphi\|_{\mathcal{S}_{N}} \leq 1$

$$
\begin{aligned}
\left|\left(P_{i} \zeta_{i}\right) * \varphi_{l}(x)\right| & =\left|\int\left(P_{i} \zeta_{i}\right)(y) b^{-l} \varphi\left(A^{-l}(x-y)\right) d y\right| \\
& \leq b^{-l} \int_{x_{i}+B_{l_{i}+\omega}}\left|\left(P_{i} \zeta_{i}\right)(y)\right|\left|\varphi\left(A^{-l}(x-y)\right)\right| d y \\
& \leq b^{-l} b^{l_{i}+\omega} A_{2} \lambda\left(b^{t+l_{i}-l+\omega}\right)^{-N} \leq A_{2} \lambda b^{-N t}
\end{aligned}
$$

Combining the above, (5.21) and (5.23) we obtain

$$
\left|b_{i} * \varphi_{l}(x)\right| \leq\|\Phi\|_{\mathcal{S}_{N}} M f(w)+A_{2} \lambda b^{-N t} \leq\left(A_{1} C b^{N \gamma}+A_{2}\right) \lambda b^{-N t}
$$

Case II. For fixed $l>l_{i}$ and $\varphi \in \mathcal{S}_{N}$ define $\phi(z)=\varphi\left(A^{l_{i}-l} z\right)$. Suppose $x \in$ $x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}$ for some integer $t \geq 0$. Consider the Taylor expansion of $\phi \in \mathcal{S}$ of order $s$ at the point $y:=A^{-l_{i}}(x-w)$,

$$
\phi(y+z)=\sum_{|\alpha| \leq s} \frac{\partial^{\alpha} \phi(y)}{\alpha!} z^{\alpha}+R_{y}(z)
$$

where $R_{y}$ denotes the reminder. Since the distribution $b_{i}$ annihilates polynomials of degree $\leq s$ we have

$$
\begin{align*}
& \left(b_{i} * \varphi_{l}\right)(x)=b^{-l} \int b_{i}(z) \varphi\left(A^{-l}(x-z)\right) d z=b^{-l} \int b_{i}(z) \phi\left(A^{-l_{i}}(x-z)\right) d z \\
& =b^{-l} \int b_{i}(z) R_{A^{-l_{i}}(x-w)}\left(A^{-l_{i}}(w-z)\right) d z  \tag{5.24}\\
& =b^{l_{i}-l}\left(f * \Phi_{l_{i}}\right)(w)+b^{-l} \int P_{i}(z) \zeta_{i}(z) R_{A^{-l_{i}}(x-w)}\left(A^{-l_{i}}(w-z)\right) d z,
\end{align*}
$$

where

$$
\begin{equation*}
\Phi(z):=R_{A^{-l_{i}}(x-w)}(z) \zeta_{i}\left(w-A^{l_{i}} z\right) \tag{5.25}
\end{equation*}
$$

If $z \in \operatorname{supp} \Phi$ then $w-A^{l_{i}} z \in x_{i}+B_{l_{i}+\omega}$, so $z \in B_{\gamma}+B_{\omega}$ and $\operatorname{supp} \Phi \subset B_{\gamma+\omega}$.
Apply Lemma 5.5 to $\phi(z)=\varphi\left(A^{l_{i}-l} z\right), y=A^{-l_{i}}(x-w)$ and $Q=B_{\gamma+\omega}$. First assume $t \geq \gamma+\omega$ and $x \in x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}$. Since

$$
\begin{aligned}
y+B_{\gamma+\omega} & \subset A^{-l_{i}}\left(\left(B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}\right)+B_{l_{i}+\gamma}\right)+B_{\gamma+\omega} \\
& =\left(B_{t+2 \omega+1} \backslash B_{t+2 \omega}\right)+B_{\gamma+2 \omega} \subset\left(B_{t+2 \omega}\right)^{\mathbf{c}}+B_{t+\omega} \subset\left(B_{t+\omega}\right)^{\mathbf{c}}
\end{aligned}
$$

we have

$$
\begin{aligned}
\sup _{z \in B_{\gamma+\omega}} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} R_{y}(z)\right| & \leq C \sup _{z \in y+B_{\gamma+\omega}} \sup _{s+1 \leq|\alpha| \leq N}\left|\partial^{\alpha} \phi(z)\right| \\
& \leq C \sup _{z \in y+B_{\gamma+\omega}} \sup _{s+1 \leq|\alpha| \leq N} \lambda_{-}^{\left(l_{i}-l\right)(|\alpha|+1)}\left|\partial^{\alpha} \varphi\left(A^{l_{i}-l} z\right)\right| \\
& \leq C \lambda_{-}^{\left(l_{i}-l\right)(s+1)} \sup _{z \in y+B_{\gamma+\omega}} \sup _{s+1 \leq|\alpha| \leq N}\left|\partial^{\alpha} \varphi\left(A^{l_{i}-l} z\right)\right| \\
& \leq C \lambda_{-}^{\left(l_{i}-l\right)(s+1)} \sup _{z \in\left(B_{t+\omega}\right)^{c}} \max \left(1, \rho\left(A^{l_{i}-l} z\right)\right)^{-N} \\
& =C \lambda_{-}^{\left(l_{i}-l\right)(s+1)} \min \left(1, b^{-N\left(l_{i}-l+t+\omega\right)}\right) .
\end{aligned}
$$

Since $\lambda_{-}^{s+1} b^{-N} \leq 1$ the last expression is maximized over $l>l_{i}$ if $l_{i}-l+t+\omega=0$, i.e., $l=l_{i}+t+\omega$. Therefore, we have for $t \geq \gamma+\omega$

$$
\sup _{z \in B_{\gamma+\omega}} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} R_{y}(z)\right| \leq C \lambda_{-}^{-t(s+1)}
$$

If $0 \leq t<\gamma+\omega$ and $x \in B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}$ we can estimate as before

$$
\sup _{z \in B_{\gamma+\omega}} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} R_{y}(z)\right| \leq C \lambda_{-}^{\left(l_{i}-l\right)(s+1)} \sup _{z \in y+B_{\gamma+\omega}} \sup _{s+1 \leq|\alpha| \leq N}\left|\partial^{\alpha} \varphi\left(A^{l_{i}-l} z\right)\right| \leq C
$$

Therefore, we have for all $t \geq 0$

$$
\begin{equation*}
\sup _{z \in B_{\gamma+\omega}} \sup _{|\alpha| \leq N}\left|\partial^{\alpha} R_{y}(z)\right| \leq C \lambda_{-}^{(\gamma+\omega)(s+1)} \lambda_{-}^{-t(s+1)} \tag{5.26}
\end{equation*}
$$

By (5.25), (5.26), Lemma 5.2 and the product rule we can find a constant $C^{\prime}$ so that

$$
\|\Phi\|_{\mathcal{S}_{N}} \leq C^{\prime} \lambda_{-}^{-t(s+1)} \quad \text { for } t \geq 0
$$

Therefore by (5.24),

$$
\begin{aligned}
\left|\left(b_{i} * \varphi_{l}\right)(x)\right| & \leq b^{l_{i}-l}\left|f * \Phi_{l_{i}}(w)\right|+b^{-l} \int\left|P_{i}(z) \zeta_{i}(z) R_{A^{-l_{i}(x-w)}}\left(A^{-l_{i}}(w-z)\right)\right| d z \\
& \leq b^{l_{i}-l} M f(w)| | \Phi| |_{\mathcal{S}_{N}}+b^{-l} b^{l_{i}+\omega} A_{2} \lambda \sup _{z \in B_{\gamma+\omega}}\left|R_{A^{-l_{i}}(x-w)}(z)\right|
\end{aligned}
$$

Thus

$$
\left|\left(b_{i} * \varphi_{l}\right)(x)\right| \leq C \lambda \lambda_{-}^{-t(s+1)} \quad \text { for } x \in B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+\omega}, t \geq 0
$$

This ends the proof of case II. Combining the two cases we arrive at the estimate

$$
\left|\left(b_{i} * \varphi_{l}\right)(x)\right| \leq A_{4} \lambda \lambda_{-}^{-t(s+1)} \quad \text { for all } l \in \mathbb{Z}
$$

Hence we have (5.20).

The above proof also works in the case $s \geq N$ and yields the estimate

$$
M b_{i}(x) \leq A_{4} \lambda \lambda_{-}^{-t N} \quad \text { for } x \in x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}
$$

for all $i \in \mathbb{N}$ and all integers $t \geq 0$.
Lemma 5.7. Suppose $0<p \leq 1$, $s \geq\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor, N>s$ and $f \in H^{p}$, where $H^{p}$ is given by (3.23). Then there exists a constant $A_{5}$ independent of $f \in$ $H^{p}, i \in \mathbb{N}$, and $\lambda>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} M b_{i}(x)^{p} d x \leq A_{5} \int_{x_{i}+B l_{l_{i}+2 \omega}} M f(x)^{p} d x \tag{5.27}
\end{equation*}
$$

Moreover, the series $\sum_{i} b_{i}$ converges in $H^{p}$, and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} M\left(\sum_{i} b_{i}\right)(x)^{p} d x \leq L A_{5} \int_{\Omega} M f(x)^{p} d x \tag{5.28}
\end{equation*}
$$

where $L$ is as in (5.5).
Proof. By Lemma 5.4

$$
\int_{\mathbb{R}^{n}} M b_{i}(x)^{p} d x \leq\left(A_{3}\right)^{p} \int_{x_{i}+B_{l_{i}+2 \omega}} M f(x)^{p} d x+\int_{\left(x_{i}+B_{l_{i}+2 \omega}\right)^{\mathbf{c}}} M b_{i}(x)^{p} d x
$$

By Lemma 5.6

$$
\begin{aligned}
& \int_{\left(x_{i}+B_{\left.l_{i}+2 \omega\right)^{\mathrm{c}}}\right.} M b_{i}(x)^{p} d x=\sum_{t=0}^{\infty} \int_{x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}} M b_{i}(x)^{p} d x \\
& \leq \sum_{t=0}^{\infty} b^{t+l_{i}+2 \omega+1}\left(A_{4}\right)^{p} \lambda^{p} \lambda_{-}^{-t(s+1) p} \leq\left(A_{4}\right)^{p} b \sum_{t=0}^{\infty} b^{t} \lambda_{-}^{-t(s+1) p} \int_{x_{i}+B_{l_{i}+2 \omega}} M f(x)^{p} d x \\
& \leq C^{\prime} \int_{x_{i}+B_{l_{i}+2 \omega}} M f(x)^{p} d x
\end{aligned}
$$

because $M f(x)>\lambda$ for $x \in x_{i}+B_{l_{i}+2 \omega}$ and $\lambda_{-}^{(s+1) p}>b$. Combining the last two estimates we obtain (5.27).

Since $H^{p}$ is complete and

$$
\sum_{i} \int_{\mathbb{R}^{n}} M b_{i}(x)^{p} d x \leq A_{5} \sum_{i} \int_{x_{i}+B_{l_{i}+2 \omega}} M f(x)^{p} d x \leq L A_{5} \int_{\Omega} M f(x)^{p} d x
$$

$\sum_{i} b_{i}$ converges in $H^{p}$. Therefore, $\sum_{i} b_{i}$ converges in $\mathcal{S}^{\prime}$ and as in the proof of Proposition 3.12 we obtain $M\left(\sum_{i} b_{i}\right)(x) \leq \sum_{i} M b_{i}(x)$ and thus (5.28) holds.

Lemma 5.8. Suppose $s \geq 0, N \geq 2$, and $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Then the series $\sum_{i \in \mathbb{N}} b_{i}$ converges in $L^{1}\left(\mathbb{R}^{n}\right)$. Moreover, there is a constant $A_{6}$, independent of $f, i, \lambda$, such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \sum_{i \in \mathbb{N}}\left|b_{i}(x)\right| d x \leq A_{6} \int_{\mathbb{R}^{n}}|f(x)| d x \tag{5.29}
\end{equation*}
$$

Proof. By Lemma 5.3

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left|b_{i}(x)\right| d x=\int_{\mathbb{R}^{n}}\left|\left(f(x)-P_{i}(x)\right) \zeta_{i}(x)\right| d x \\
& \leq \int_{x_{i}+B_{l_{i}+\omega}}|f(x)| d x+\int_{x_{i}+B_{l_{i}+\omega}}\left|P_{i}(x) \zeta_{i}(x)\right| d x \leq \int_{x_{i}+B_{l_{i}+\omega}}|f(x)| d x+A_{2} \lambda b^{l_{i}+\omega}
\end{aligned}
$$

Therefore, by (5.2) and (5.5)

$$
\sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}}\left|b_{i}(x)\right| d x \leq L \int_{\Omega}|f(x)| d x+A_{2} b^{2 \omega} \lambda|\Omega| \leq A_{6} \int_{\mathbb{R}^{n}}|f(x)| d x
$$

by the Maximal Theorem 3.6.

Lemma 5.9. Suppose $0 \leq s<N$ and $\sum_{i \in \mathbb{N}} b_{i}$ converges in $\mathcal{S}^{\prime}$. There is a constant $A_{7}$, independent of $f \in \mathcal{S}^{\prime}, \lambda>0$, such that

$$
\begin{equation*}
M g(x) \leq A_{7} \lambda \sum_{i} \lambda_{-}^{-t_{i}(s+1)}+M f(x) \mathbf{1}_{\Omega^{\mathrm{c}}}(x) \tag{5.30}
\end{equation*}
$$

where

$$
t_{i}=t_{i}(x):= \begin{cases}t & \text { if } x \in B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega} \text { for some } t \geq 0  \tag{5.31}\\ 0 & \text { otherwise }\end{cases}
$$

Proof. If $x \notin \Omega$ then as in the proof of Proposition 3.12 we have

$$
M g(x) \leq M f(x)+\sum_{i \in \mathbb{N}} M b_{i}(x) \leq M f(x)+\sum_{i \in \mathbb{N}} A_{4} \lambda \lambda_{-}^{-t_{i}(s+1)}
$$

by Lemma 5.6 -which is exactly what we need.
If $x \in \Omega$ choose $k \in \mathbb{N}$ such that $x \in x_{k}+B_{l_{k}}$. Let $J:=\left\{i \in \mathbb{N}:\left(x_{i}+B_{l_{i}+2 \omega}\right) \cap\right.$ $\left.\left(x_{k}+B_{l_{k}+2 \omega}\right) \neq \emptyset\right\}$. By (5.5) the cardinality of $J$ is bounded by $L$. By Lemma 5.6 we have

$$
\begin{equation*}
\sum_{i \notin J} M b_{i}(x) \leq A_{4} \lambda \sum_{i \notin J} \lambda_{-}^{-t_{i}(s+1)} \tag{5.32}
\end{equation*}
$$

It suffices to estimate the grand maximal function of $g+\sum_{i \notin J} b_{i}=f-\sum_{i \in J} b_{i}$.
Take $\varphi \in \mathcal{S}_{N}$ and $l \in \mathbb{Z}$.
Case I. For $l \leq l_{k}$ we write

$$
\begin{align*}
\left(f-\sum_{i \in J} b_{i}\right) * \varphi_{l}(x) & =(f \eta) * \varphi_{l}(x)+\left(\sum_{i \in J} P_{i} \zeta_{i}\right) * \varphi_{l}(x)  \tag{5.33}\\
& =f * \Phi_{l}(w)+\left(\sum_{j \in J} P_{i} \zeta_{i}\right) * \varphi_{l}(x)
\end{align*}
$$

where $w \in\left(x_{k}+B_{l_{k}+\gamma}\right) \cap \Omega^{\mathbf{c}}, \eta=1-\sum_{i \in J} \zeta_{i}$, and

$$
\begin{equation*}
\Phi(z):=\varphi\left(z+A^{-l}(x-w)\right) \eta\left(w-A^{l} z\right) \tag{5.34}
\end{equation*}
$$

By the definition of $J, \eta \equiv 0$ on $x_{k}+B_{l_{k}+2 \omega}$. Thus, if $z \in \operatorname{supp} \Phi$ then $w-A^{l} z \in\left(x_{k}+B_{l_{k}+2 \omega}\right)^{\mathbf{c}}$, and $z+A^{-l}(x-w)=A^{-l}\left(A^{l} z-w+x\right) \subset A^{-l}\left(-x_{k}+\right.$
$\left.\left(B_{l_{k}+2 \omega}\right)^{\mathbf{c}}+x_{k}+B_{l_{k}}\right) \subset A^{-l}\left(B_{l_{k}+\omega}\right)^{\mathbf{c}}=\left(B_{l_{k}-l+\omega}\right)^{\mathbf{c}}$ by $(2.11)$. Since $A^{-l}(x-w) \subset$ $A^{-l}\left(B_{l_{k}}-B_{l_{k}+\gamma}\right)=B_{l_{k}-l}-B_{l_{k}-l+\gamma} \subset B_{l_{k}-l+\gamma+\omega}$ we have

$$
\begin{equation*}
\rho(z) \leq b^{\omega}\left(\rho\left(z+A^{-l}(x-w)\right)+\rho\left(-A^{-l}(x-w)\right)\right) \leq c^{\prime} \rho\left(z+A^{-l}(x-w)\right) \tag{5.35}
\end{equation*}
$$

for $z \in \operatorname{supp} \Phi$, where $c^{\prime}=2 b^{\gamma+\omega}$. By (5.4) $l_{i} \geq l_{k}-\omega$ hence $l \leq l_{i}+\omega$. By Lemma 5.2 applied for every $i \in J$, the chain rule, and (5.5) the derivatives of $\eta\left(w-A^{l}\right.$.) of order $\leq s$ are bounded by some universal constant $C$. For $z \in \operatorname{supp} \Phi$ by the product rule, (5.34), and (5.35)

$$
\begin{array}{r}
\max \left(1, \rho(z)^{N}\right) \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \Phi(z)\right| \leq C \max \left(1, \rho(z)^{N}\right) \sup _{|\alpha| \leq N}\left|\partial^{\alpha} \varphi\left(z+A^{-l}(x-w)\right)\right| \\
\leq C \max \left(1, \rho(z)^{N}\right) / \max \left(1, \rho\left(z+A^{-l}(x-w)\right)^{N}\right) \leq C\left(c^{\prime}\right)^{N},
\end{array}
$$

and therefore $\|\Phi\|_{\mathcal{S}_{N}} \leq C\left(c^{\prime}\right)^{N}$. Hence

$$
\left|\left(f * \Phi_{l}\right)(w)\right| \leq M f(w)\|\Phi\|_{\mathcal{S}_{N}} \leq C\left(c^{\prime}\right)^{N} \lambda
$$

Since for $N \geq 2$ there is a constant $C^{\prime}>0$ so that $\|\varphi\|_{1} \leq C^{\prime}$ for all $\varphi \in \mathcal{S}_{N}$ and Lemma 5.2

$$
\left|\left(\sum_{i \in J} P_{i} \zeta_{i}\right) * \varphi_{l}(x)\right| \leq L A_{2} C^{\prime} \lambda
$$

By the two estimates above and (5.33) we have $\left|\left(f-\sum_{i \in J} b_{i}\right) * \varphi_{l}(x)\right| \leq\left(C\left(c^{\prime}\right)^{N}+\right.$ $\left.L A_{2} C^{\prime}\right) \lambda$.
Case II. For $l>l_{k}$ we let $\Phi(z):=\varphi\left(z+A^{-l}(x-w)\right)$, where $w \in\left(x_{k}+B_{l_{k}+\gamma}\right) \cap \Omega^{\mathbf{c}}$. Since $A^{-l}(x-w) \in B_{l_{k}-l}-B_{l_{k}-l+\gamma} \subset B_{0}-B_{\gamma} \subset B_{\gamma+\omega}$ we have $\|\Phi\|_{\mathcal{S}_{N}} \leq b^{\gamma+2 \omega}$. Therefore,

$$
\left|\left(f * \varphi_{l}\right)(x)\right|=\left|\left(f * \Phi_{l}\right)(w)\right| \leq M f(w)\|\Phi\|_{\mathcal{S}_{N}} \leq b^{\gamma+2 \omega} \lambda
$$

By Lemma 5.6

$$
\sum_{i \in J}\left|\left(b_{i} * \varphi_{l}\right)(x)\right|=\sum_{i \in J}\left|\left(b_{i} * \Phi_{l}\right)(w)\right| \leq\|\Phi\|_{\mathcal{S}_{N}} \sum_{i \in J} M b_{i}(w) \leq b^{\gamma+2 \omega} L A_{4} \lambda
$$

because $w \notin x_{i}+B_{l_{i}+2 \omega}$ for all $i \in \mathbb{N}$. By the two estimates above we have $\left|\left(f-\sum_{i \in J} b_{i}\right) * \varphi_{l}(x)\right| \leq b^{\gamma+2 \omega}\left(L A_{4}+1\right) \lambda$.

Combining cases I and II we have $M\left(f-\sum_{i \in J} b_{i}\right)(x) \leq C \lambda$, where $C$ is the maximum of the two constants in these cases. Since $t_{k}=0$ the $k$ th term in the sum (5.30) takes care of the estimate of the maximal function of $f-\sum_{i \in J} b_{i}$ and by (5.32) we obtain (5.30).

Lemma 5.10. (i) Suppose $0<p \leq 1, s \geq\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor$, $N>s$, and $M f \in$ $L^{p}$. Then $M g \in L^{1}$, and there exists a constant $A_{8}$ (independent of $f$ and $\lambda$ ) such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} M g(x) d x \leq A_{8} \lambda^{1-p} \int_{\mathbb{R}^{n}} M f(x)^{p} d x \tag{5.36}
\end{equation*}
$$

(ii) Without an assumption on $N(N \geq 2)$, if $f \in L^{1}$ then $g \in L^{\infty}$ and there exists a constant $A_{9}$ (independent of $f$ and $\lambda$ ) such that $\|g\|_{\infty} \leq A_{9} \lambda$.

Proof. (i) By Lemmas 5.7 and 5.9

$$
\int_{\mathbb{R}^{n}} M g(x) d x \leq A_{7} \lambda \sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}} \lambda_{-}^{-t_{i}(x)(s+1)} d x+\int_{\Omega^{\mathbf{c}}} M f(x) d x
$$

where $t_{i}(x)$ is defined as in Lemma 5.9. For fixed $i \in \mathbb{N}$

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \lambda_{-}^{-t_{i}(x)(s+1)} d x=\int_{x_{i}+B_{l_{i}+2 \omega}} d x+\sum_{t=0}^{\infty} \int_{x_{i}+B_{t+l_{i}+2 \omega+1} \backslash B_{t+l_{i}+2 \omega}} \lambda_{-}^{-t(s+1)} d x \\
& \leq b^{l_{i}+2 \omega}+\sum_{t=0}^{\infty} b^{t+l_{i}+2 \omega+1} \lambda_{-}^{-t(s+1)}=b^{l_{i}+2 \omega}\left[1+b \sum_{t=0}^{\infty}\left(b \lambda_{-}^{-s-1}\right)^{t}\right]=C\left|B_{l_{i}+2 \omega}\right|,
\end{aligned}
$$

where $C$ represents the value of the expression in the bracket. Taking the sum over all $i \in \mathbb{N}$ we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} M g(x) d x & \leq A_{7} \lambda C b^{3 \omega} \sum_{i \in \mathbb{N}}\left|B_{l_{i}-\omega}\right|+\int_{\Omega^{\mathrm{c}}} M f(x) d x \\
& \leq A_{7} \lambda C b^{3 \omega}|\Omega|+\int_{\Omega^{\mathrm{c}}} M f(x) d x \\
& \leq A_{7} \lambda C b^{3 \omega} \lambda^{-p} \int_{\Omega} M f(x)^{p} d x+\lambda^{1-p} \int_{\Omega^{\mathrm{c}}} M f(x)^{p} d x \\
& \leq A_{8} \lambda^{1-p} \int_{\mathbb{R}^{n}} M f(x)^{p} d x .
\end{aligned}
$$

(ii) If $f \in L^{1}$ then $g$ and $b_{i}$ 's are functions and $\sum_{i} b_{i}$ converges in $L^{1}$ by Lemma 5.8 (and thus in $\mathcal{S}^{\prime}$ ). Since

$$
g=f-\sum_{i \in \mathbb{N}} b_{i}=f\left(1-\sum_{i \in \mathbb{N}} \zeta_{i}\right)+\sum_{i \in \mathbb{N}} P_{i} \zeta_{i}=f \mathbf{1}_{\Omega^{\mathbf{c}}}+\sum_{i \in \mathbb{N}} P_{i} \zeta_{i}
$$

by Lemma 5.3 and (5.5) for $x \in \Omega$ we have $|g(x)| \leq L A_{2} \lambda$. Since $|g(x)|=|f(x)| \leq$ $M f(x) \leq \lambda$ for a.e. $x \in \Omega^{\mathbf{c}}$, therefore $\|g\|_{\infty} \leq L A_{2} \lambda=A_{9} \lambda$.

Corollary 5.11. If $0<p<1, H^{p} \cap L^{1}$ is dense in $H^{p}$, where $H^{p}$ is given by (3.23) for $N>\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor$.

Proof. If $f \in H^{p}$ and $\lambda>0$, let $f=g^{\lambda}+\sum_{i} b_{i}^{\lambda}$ be the Calderón-Zygmund decomposition of $f$ of degree $s,\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor \leq s<N$, and height $\lambda$ associated to $M f=M_{N} f$. By Lemma 5.7,

$$
\left\|\sum_{i \in \mathbb{N}} b_{i}^{\lambda}\right\|_{H^{p}} \leq L A_{5} \int_{\{x: M f(x)>\lambda\}} M f(x)^{p} d x
$$

Therefore, $g^{\lambda} \rightarrow f$ in $H^{p}$ as $\lambda \rightarrow \infty$. But by Lemma $5.10, M g^{\lambda} \in L^{1}$, so by Theorem 3.9, $g^{\lambda} \in L^{1}$.

## 6. The atomic decomposition of $H^{p}$

We will continue to closely follow the proof of atomic decomposition as presented by Folland and Stein in [FoS]. The proofs of Lemmas 6.1 and 6.2 still require some technical arguments, whereas the proofs of Lemma 6.3 and Theorems 6.4 and 6.5 are copied almost verbatim from [FoS], see also [LU], since all the necessary preparatory work is already done.

Suppose $f$ is a tempered distribution such that $M f=M_{N} f \in L^{p}$ for some $0<p \leq 1$ and $N>s:=\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor$. Thus $N \geq N_{p}$. For each $k \in \mathbb{Z}$ consider the Calderón-Zygmund decomposition of $f$ of degree $s$ and height $\lambda=2^{k}$ associated to $M f$,

$$
\begin{gather*}
f=g^{k}+\sum_{i \in \mathbb{N}} b_{i}^{k}, \quad \text { where } \\
\Omega^{k}:=\left\{x: M f(x)>2^{k}\right\}, \quad b_{i}^{k}:=\left(f-P_{i}^{k}\right) \zeta_{i}^{k}, \quad B_{i}^{k}:=x_{i}^{k}+B_{l_{i}^{k}} . \tag{6.1}
\end{gather*}
$$

Recall that for fixed $k \in \mathbb{Z},\left(x_{i}=x_{i}^{k}\right)_{i \in \mathbb{N}}$ is a sequence in $\Omega^{k}$ and $\left(l_{i}=l_{i}^{k}\right)_{i \in \mathbb{N}}$ a sequence of integers such that (5.1)-(5.5) hold for $\Omega=\Omega^{k}, \zeta_{i}=\zeta_{i}^{k}$ is given by (5.8) and $P_{i}=P_{i}^{k}$ is the projection of $f$ onto $\mathcal{P}_{s}$ with respect to the norm given by (5.9).

Define a polynomial $P_{i j}^{k+1}$ as an orthogonal projection of $\left(f-P_{j}^{k+1}\right) \zeta_{i}^{k}$ on $\mathcal{P}_{s}$ with respect to the norm

$$
\begin{equation*}
\|P\|^{2}=\frac{1}{\int \zeta_{j}^{k+1}} \int|P(x)|^{2} \zeta_{j}^{k+1}(x) d x \tag{6.2}
\end{equation*}
$$

that is $P_{i j}^{k+1}$ is the unique element of $\mathcal{P}_{s}$ such that

$$
\int_{\mathbb{R}^{n}}\left(f(x)-P_{j}^{k+1}(x)\right) \zeta_{i}^{k}(x) Q(x) \zeta_{j}^{k+1}(x)=\int_{\mathbb{R}^{n}} P_{i j}^{k+1}(x) Q(x) \zeta_{j}^{k+1}(x) d x
$$

Here the first integral is understood as $\left\langle\left(f-P_{j}^{k+1}\right) \zeta_{i}^{k}, Q \zeta_{j}^{k+1}\right\rangle$ in the case that $f$ is not a regular distribution. For convenience we denote $\hat{B}_{i}^{k}:=x_{i}^{k}+B_{l_{i}^{k}+\omega}$.

Lemma 6.1. (i) If $\hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset$ then $l_{j}^{k+1} \leq l_{i}^{k}+\omega$, and $\hat{B}_{j}^{k+1} \subset x_{i}^{k}+B_{l_{i}^{k}+4 \omega}$. (ii) For each $j \in \mathbb{N}$ the cardinality of $\left\{i \in \mathbb{N}: \hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset\right\}$ is bounded by $2 L$, where $L$ is the constant in (5.5).

Proof. The proof of (i) follows along the lines of the proof of (iv) in Lemma 2.7. Suppose $y \in \hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k}=\left(x_{j}^{k+1}+B_{l_{j}^{k+1}+\omega}\right) \cap\left(x_{i}^{k}+B_{l_{i}^{k}+\omega}\right)$ and $l_{j}^{k+1} \geq l_{i}^{k}+\omega+1$. Then

$$
x_{i}^{k}-x_{j}^{k+1} \in y-B_{l_{i}^{k}+\omega}-y+B_{l_{j}^{k+1}+\omega} \subset B_{l_{j}^{k+1}+2 \omega} .
$$

Since $\gamma=4 \omega+1$ and $l_{i}^{k}+\gamma \leq l_{j}^{k+1}+\gamma-\omega$,

$$
\begin{aligned}
x_{i}^{k}+B_{l_{i}^{k}+\gamma}=\left(x_{i}^{k}-x_{j}^{k+1}\right)+x_{j}^{k+1}+B_{l_{i}^{k}+\gamma} & \subset x_{j}^{k+1}+B_{l_{j}^{k+1}+2 \omega}+B_{l_{i}^{k}+\gamma} \\
& \subset x_{j}^{k+1}+B_{l_{j}+\gamma-1},
\end{aligned}
$$

by (2.11). Therefore, by (5.3) and $\Omega^{k+1} \subset \Omega^{k}$,

$$
\emptyset \neq\left(x_{i}^{k}+B_{l_{i}^{k}+\gamma}\right) \cap\left(\Omega^{k}\right)^{\mathbf{c}} \subset\left(x_{j}^{k+1}+B_{l_{j}^{k+1}+\gamma-1}\right) \cap\left(\Omega^{k+1}\right)^{\mathbf{c}}
$$

which is a contradiction of (5.3). Hence $l_{j}^{k+1} \leq l_{i}^{k}+\omega$. Clearly, by (2.11)

$$
\begin{aligned}
\hat{B}_{j}^{k+1}=x_{j}^{k+1}+B_{l_{j}^{k+1}+\omega} & =\left(x_{j}^{k+1}-x_{i}^{k}\right)+x_{i}^{k}+B_{l_{j}^{k+1}+\omega} \\
& \subset x_{i}^{k}+\left(y-B_{l_{j}^{k+1}+\omega}-y+B_{l_{i}^{k}+\omega}\right)+B_{l_{j}^{k+1}+\omega} \\
& \subset x_{i}^{k}+B_{l_{j}^{k+1}+2 \omega}+B_{l_{i}^{k}+\omega} \subset x_{i}^{k}+B_{l_{i}^{k}+4 \omega}
\end{aligned}
$$

Moreover, if $l_{j}^{k+1} \leq l_{k}^{i}-\omega$ then clearly $\hat{B}_{j}^{k+1} \subset x_{i}^{k}+B_{l_{i}^{k}+2 \omega}$.
To show (ii) fix $j \in \mathbb{N}$ and consider

$$
I_{1}=\left\{i \in \mathbb{N}: \hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset \quad \text { and } \quad l_{i}^{k} \geq l_{j}^{k+1}+\omega\right\}
$$

By the above $I_{1} \subset\left\{i \in \mathbb{N}: \hat{B}_{j}^{k+1} \subset x_{i}^{k}+B_{l_{i}^{k}+2 \omega}\right\} \subset\left\{i \in \mathbb{N}: x_{j}^{k+1} \in x_{i}^{k}+B_{l_{i}^{k}+2 \omega}\right\}$ and by (5.1) and (5.5) the cardinality of $I_{1}$ is at most $L$. Finally, consider

$$
I_{2}=\left\{i \in \mathbb{N}: \hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset \quad \text { and } \quad l_{i}^{k} \leq l_{j}^{k+1}+\omega\right\}
$$

As in the proof of (v) in Lemma 2.7, if $i \in I_{2}$ then

$$
\begin{aligned}
x_{i}^{k}+B_{l_{i}^{k}-\omega} & \subset\left(x_{i}^{k}-x_{j}^{k+1}\right)+x_{j}^{k+1}+B_{l_{i}^{k}-\omega} \subset x_{j}^{k+1}+B_{l_{i}^{k}+\omega}+B_{l_{j}^{k+1}+\omega}+B_{l_{i}^{k}-\omega} \\
& \subset x_{j}^{k+1}+B_{l_{j}^{k+1}+2 \omega}+B_{l_{j}^{k+1}+\omega}+B_{l_{j}^{k+1}} \subset x_{j}^{k+1}+B_{l_{j}^{k+1}+3 \omega}
\end{aligned}
$$

Since for $i \in I_{2}, x_{i}^{k}+B_{l_{j}^{k+1}-2 \omega} \subset x_{i}^{k}+B_{l_{i}^{k}-\omega}$ we conclude by (5.2) that the cardinality of $I_{2}$ is less than

$$
\left|B_{l_{j}^{k+1}+3 \omega}\right| /\left|B_{l_{j}^{k+1}-2 \omega}\right|=b^{5 \omega} \leq L
$$

The proof of (ii) in Lemma 6.1 could be slightly shortened and simplified if we use the Whitney Lemma with $d=6 \omega+1$ throughout Sections 5 and 6 instead of $d=4 \omega+1$.

Lemma 6.2. There exists a constant $A_{10}$ independent of $i, j \in \mathbb{N}$, and $k \in \mathbb{Z}$, such that

$$
\begin{equation*}
\sup _{y \in \mathbb{R}^{n}}\left|P_{i j}^{k+1}(y) \zeta_{j}^{k+1}(y)\right| \leq A_{10} 2^{k+1} \tag{6.3}
\end{equation*}
$$

Proof. Let $\pi_{1}, \ldots, \pi_{m}\left(m=\operatorname{dim} \mathcal{P}_{s}\right)$ be an orthonormal basis of $\mathcal{P}_{s}$ with respect to the norm

$$
\|P\|^{2}=\frac{1}{\int \zeta_{j}^{k+1}} \int|P(x)|^{2} \zeta_{j}^{k+1}(x) d x
$$

We have

$$
\begin{equation*}
P_{i j}^{k+1}=\sum_{l=1}^{m}\left(\frac{1}{\int \zeta_{j}^{k+1}} \int\left(f(x)-P_{j}^{k+1}(x)\right) \zeta_{i}^{k}(x) \pi_{l}(x) \zeta_{j}^{k+1}(x) d x\right) \overline{\pi_{l}} \tag{6.4}
\end{equation*}
$$

By Lemma 5.3 applied for $\lambda=2^{k+1},(5.15)$ and (5.16)

$$
\begin{equation*}
\left|P_{j}^{k+1}(y)\right| \leq C 2^{k+1}, \quad\left|\pi_{l}(y)\right| \leq C, \quad \text { for } y \in \hat{B}_{j}^{k+1} \tag{6.5}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left|\frac{1}{\int \zeta_{j}^{k+1}} \int P_{j}^{k+1}(y) \pi_{l}(y) \zeta_{i}^{k}(y) \zeta_{j}^{k+1}(y) d y\right| \leq C 2^{k+1} \tag{6.6}
\end{equation*}
$$

Therefore, by (6.4), (6.5), and (6.6) we need to show

$$
\begin{equation*}
\left|\frac{1}{\int \zeta_{j}^{k+1}} \int f(y) \pi_{l}(y) \zeta_{i}^{k}(y) \zeta_{j}^{k+1}(y) d y\right|=\left|f * \Phi_{l_{j}^{k+1}}(w)\right| \leq C 2^{k+1} \tag{6.7}
\end{equation*}
$$

for some constant $C$, where $w \in\left(x_{j}^{k+1}+B_{l_{j}^{k+1}+\gamma}\right) \cap\left(\Omega^{k+1}\right)^{\mathbf{c}}$, and

$$
\begin{equation*}
\Phi(z):=\frac{b_{j}^{k+1}}{\int \zeta_{j}^{k+1}}\left(\pi_{l} \zeta_{i}^{k} \zeta_{j}^{k+1}\right)\left(w-A_{j}^{l_{j}^{k+1}} z\right) . \tag{6.8}
\end{equation*}
$$

To see (6.7) it suffices to show that $\|\Phi\|_{\mathcal{S}_{N}} \leq C$. However, we need only consider those values of $i$ and $j$ such that $\hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset$, since otherwise $\zeta_{i}^{k} \zeta_{j}^{k+1}$ vanishes everywhere. Define
$\tilde{\pi}_{l}(z)=\pi_{l}\left(x_{j}^{k+1}+A_{j}^{l_{j}^{k+1}} z\right), \tilde{\zeta}_{j}^{k+1}(z)=\zeta_{j}^{k+1}\left(x_{j}^{k+1}+A_{j}^{l_{j}^{k+1}} z\right), \tilde{\zeta}_{i}^{k}(z)=\zeta_{i}^{k}\left(w-A_{j}^{l_{j}^{k+1}} z\right)$.
Since $\operatorname{supp} \tilde{\zeta}_{j}^{k+1} \subset B_{\omega}$, by (5.15), Lemma 5.2, and the product rule, the partial derivatives of $\tilde{\pi}_{l} \tilde{l}_{j}^{k+1}$ of order $\leq N$ are bounded by some universal constant. Since $l_{j}^{k+1} \leq l_{i}^{k}+\omega$ by the chain rule and Lemma 5.2, the partial derivatives of $\tilde{\zeta}_{i}^{k}$ of order $\leq N$ are also bounded by some universal constant. Hence, the function $\Phi$ can be written as

$$
\Phi(z)=\frac{b_{j}^{k+1}}{\int \zeta_{j}^{k+1}}\left(\tilde{\pi}_{l} \tilde{\zeta}_{j}^{k+1}\right)\left(A^{-l_{j}^{k+1}}\left(w-x_{j}^{k+1}\right)-z\right) \tilde{\zeta}_{i}^{k}(z) .
$$

Since the above fraction is $\leq b^{\omega}$ and $\operatorname{supp} \Phi \subset B_{\gamma}+B_{\omega}$ we can find another universal constant independent of $i, j, k, l$ so that $\|\Phi\|_{\mathcal{S}_{N}} \leq C$. This shows (6.7).

Lemma 6.3. For every $k \in \mathbb{Z}, \sum_{i \in \mathbb{N}}\left(\sum_{j \in \mathbb{N}} P_{i j}^{k+1} \zeta_{j}^{k+1}\right)=0$, where the series converges pointwise and in $\mathcal{S}^{\prime}$.

Proof. By (5.5) the cardinality of $\left\{j \in \mathbb{N}: \zeta_{j}^{k+1}(x) \neq 0\right\} \leq L$. Moreover, $P_{i j}^{k+1}=0$ if $\hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k}=\emptyset$. By Lemma 6.1(ii) for fixed $x \in \mathbb{N}$ the series $\sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} P_{i j}^{k+1}(x) \zeta_{j}^{k+1}(x)$ contains at most $2 L^{2}$ nonzero terms. By Lemma 6.2

$$
\begin{equation*}
\sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}}\left|P_{i j}^{k+1}(x) \zeta_{j}^{k+1}(x)\right| \leq 2 L^{2} A_{10} 2^{k+1} . \tag{6.9}
\end{equation*}
$$

Hence, by the Lebesgue Dominated Convergence Theorem $\sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} P_{i j}^{k+1} \zeta_{j}^{k+1}$ converges unconditionally in $\mathcal{S}^{\prime}$. To conclude the proof it suffices to show that

$$
\sum_{i \in \mathbb{N}} P_{i j}^{k+1}=\sum_{i \in I} P_{i j}^{k+1}=0 \quad \text { for every } j \in \mathbb{N},
$$

where $I=\left\{i \in \mathbb{N}: \hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq \emptyset\right\}$. Indeed, for fixed $j \in \mathbb{N}, \sum_{i \in \mathbb{N}} P_{i j}^{k+1}$ is an orthogonal projection of $\left(f-P_{j}^{k+1}\right) \sum_{i \in I} \zeta_{i}^{k}$ onto $\mathcal{P}_{s}$ with respect to the norm (6.2). Since $\sum_{i \in I} \zeta_{i}^{k}(x)=1$ for $x \in \hat{B}_{j}^{k+1}, \sum_{i \in \mathbb{N}} P_{i j}^{k+1}$ is an orthogonal projection
of $\left(f-P_{j}^{k+1}\right)$ with respect to the norm (6.2) which is zero by the definition of $P_{j}^{k+1}$.

THEOREM 6.4 (The atomic decomposition). If $0<p \leq 1, s \geq\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor$, and $N>s$. Then $H^{p} \subset H_{\infty, s}^{p}$, where $H^{p}$ is given by (3.23). The inclusion map is continuous.

Proof. Suppose first $f \in H^{p} \cap L^{1}$. Consider the Calderón-Zygmund decomposition of $f$ of degree $s \geq\left\lfloor\ln b /\left(p \ln \lambda_{-}\right)\right\rfloor$and height $2^{k}$ associated to $M_{N} f$, $f=g^{k}+\sum_{i \in \mathbb{N}} b_{i}^{k}$. By Lemma $5.7(5.28), g^{k} \rightarrow f$ in $H^{p}$ as $k \rightarrow \infty$. By Lemma $5.10(\mathrm{ii}),\left\|g^{k}\right\|_{\infty} \rightarrow 0$ as $k \rightarrow-\infty$. Therefore,

$$
\begin{equation*}
f=\sum_{k=-\infty}^{\infty} g^{k+1}-g^{k} \quad \text { in } \mathcal{S}^{\prime} \tag{6.10}
\end{equation*}
$$

By Lemma 6.3 and $\sum_{i \in \mathbb{N}} \zeta_{i}^{k} b_{j}^{k+1}=\mathbf{1}_{\Omega^{k}} b_{j}^{k+1}=b_{j}^{k+1}$,

$$
\begin{aligned}
g^{k+1}-g^{k} & =\left(f-\sum_{j \in \mathbb{N}} b_{j}^{k+1}\right)-\left(f-\sum_{j \in \mathbb{N}} b_{j}^{k}\right) \\
& =\sum_{j \in \mathbb{N}} b_{j}^{k}-\sum_{j \in \mathbb{N}} b_{j}^{k+1}+\sum_{i \in \mathbb{N}}\left(\sum_{j \in \mathbb{N}} P_{i j}^{k+1} \zeta_{j}^{k+1}\right) \\
& =\sum_{i \in \mathbb{N}}\left(b_{i}^{k}-\sum_{j \in \mathbb{N}}\left(\zeta_{i}^{k} b_{j}^{k+1}-P_{i j}^{k+1} \zeta_{j}^{k+1}\right)\right)=\sum_{i \in \mathbb{N}} h_{i}^{k}
\end{aligned}
$$

where all the series converge in $\mathcal{S}^{\prime}$ and

$$
h_{i}^{k}=\left(f-P_{i}^{k}\right) \zeta_{i}^{k}-\sum_{j \in \mathbb{N}}\left(\left(f-P_{j}^{k+1}\right) \zeta_{i}^{k}-P_{i j}^{k+1}\right) \zeta_{j}^{k+1}
$$

By the choice of $P_{i}^{k}$ and $P_{i j}^{k+1}$

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} h_{i}^{k}(x) P(x) d x=0 \quad \text { for all } P \in \mathcal{P}_{s} \tag{6.11}
\end{equation*}
$$

Moreover, since $\sum_{j \in \mathbb{N}} \zeta_{j}^{k+1}=\mathbf{1}_{\Omega^{k+1}}$ we can write $h_{i}^{k}$ as

$$
h_{i}^{k}=f \mathbf{1}_{\left(\Omega^{k+1}\right)^{\mathrm{c}}} \zeta_{i}^{k}-P_{i}^{k} \zeta_{i}^{k}+\sum_{j \in \mathbb{N}} P_{j}^{k+1} \zeta_{i}^{k} \zeta_{j}^{k+1}+\sum_{j \in \mathbb{N}} P_{i j}^{k+1} \zeta_{j}^{k+1}
$$

By Theorem 3.7, $|f(x)| \leq C_{1} M_{N} f(x) \leq c 2^{k+1}$ for a.e. $x \in\left(\Omega^{k+1}\right)^{\mathbf{c}}$ and by Lemmas $5.3,6.1$, and 6.2

$$
\begin{equation*}
\left\|h_{i}^{k}\right\|_{\infty} \leq c 2^{k+1}+A_{2} 2^{k}+2 L A_{2} 2^{k+1}+2 L A_{10} 2^{k+1}=C_{2} 2^{k} \tag{6.12}
\end{equation*}
$$

Recall that $P_{i j}^{k+1} \neq 0$ implies $\hat{B}_{j}^{k+1} \cap \hat{B}_{i}^{k} \neq 0$ and hence $\operatorname{supp} \zeta_{j}^{k+1} \subset \hat{B}_{j}^{k+1} \subset$ $x_{i}^{k}+B_{l_{i}^{k}+4 \omega}$. Therefore

$$
\begin{equation*}
\operatorname{supp} h_{i}^{k} \subset x_{i}^{k}+B_{l_{i}^{k}+4 \omega} \tag{6.13}
\end{equation*}
$$

By (6.11), (6.12) and (6.13), $h_{i}^{k}$ is a multiple of a $(p, \infty, s)$ atom $a_{i}^{k}$, i.e., $h_{i}^{k}=\kappa_{k, i} a_{i}^{k}$, where $\kappa_{k, i}=C_{2} 2^{k}\left|B_{l_{i}^{k}+4 \omega}\right|^{1 / p}=C_{2} 2^{k} b^{\left(l_{i}^{k}+4 \omega\right) / p}=C_{3} 2^{k} b^{l_{i}^{k} / p}$. By (5.2)

$$
\begin{align*}
\sum_{k=-\infty}^{\infty} \sum_{i \in \mathbb{N}}\left(\kappa_{k, i}\right)^{p} & =\left(C_{3}\right)^{p} \sum_{k=-\infty}^{\infty} \sum_{i \in \mathbb{N}} 2^{k p} b^{\omega}\left|B_{i-\omega}^{k}\right| \leq\left(C_{3}\right)^{p} b^{\omega} \sum_{k=-\infty}^{\infty} 2^{k p}\left|\Omega^{k}\right| \\
& \leq\left(C_{3}\right)^{p} b^{\omega} 2 / p \sum_{k=-\infty}^{\infty} p 2^{k(p-1)}\left|\Omega^{k}\right| 2^{k-1}  \tag{6.14}\\
& \leq C_{4} \int_{0}^{\infty} p \lambda^{p-1}\left|\left\{x: M_{N_{p}} f(x)>\lambda\right\}\right| d \lambda \\
& =C_{4}\left\|M_{N_{p}} f\right\|_{p}^{p}=C_{4}| | f \|_{H^{p}}^{p}
\end{align*}
$$

Therefore, $f=\sum_{k=-\infty}^{\infty} \sum_{i \in \mathbb{N}} h_{i}^{k}=\sum_{k=-\infty}^{\infty} \sum_{i \in \mathbb{N}} \kappa_{k, i} a_{i}^{k}$ defines an atomic decomposition of $f \in H^{p} \cap L^{1}$.

If $f$ is a general element of $H^{p}$ then by Corollary 5.11 we can find a sequence $\left\{f_{m}\right\}_{m \in \mathbb{N}} \subset H^{p} \cap L^{1}$ so that $\left\|f_{m}\right\|_{H^{p}}^{p} \leq 2^{2-m}\|f\|_{H^{p}}^{p}$ and $f=\sum_{m \in \mathbb{N}} f_{m}$. For every $m \in \mathbb{N}$ let $f_{m}=\sum_{i \in \mathbb{N}} \kappa_{i, m} a_{m}^{i}$ be an atomic decomposition constructed above with the summation enumerated over one index $i$. By (6.14)

$$
\sum_{m \in \mathbb{N}} \sum_{i \in \mathbb{N}}\left(\kappa_{i, m}\right)^{p} \leq C_{4} \sum_{m \in \mathbb{N}}\left\|f_{m}\right\|_{H^{p}}^{p} \leq C_{4}\|f\|_{H^{p}}^{p} \sum_{m \in \mathbb{N}} 2^{2-m}=4 C_{4}\|f\|_{H^{p}}^{p}
$$

and $f=\sum_{m \in \mathbb{N}} \sum_{i \in \mathbb{N}} \kappa_{i, m} a_{m}^{i}$ defines an atomic decomposition of $f \in H^{p}$.
The next theorem shows that different choices of $N \geq N_{p}$ in Definition 3.11 and admissible triplets ( $p, q, s$ ) in Definition 4.3 yield the same Hardy space $H^{p}$.

THEOREM 6.5 (The equivalence of norms). Suppose $0<p \leq 1$. If the triplet $(p, q, s)$ is admissible then $H^{p}=H_{q, s}^{p}$ and the quasi-norms $\|\cdot\|_{H^{p}}$ and $\|\cdot\|_{H_{q, s}^{p}}$ are equivalent. That is, for any $N \geq N_{p}$, there are constants $C_{1}, C_{2}>0$ so that

$$
\begin{equation*}
\left\|M_{N_{p}} f\right\|_{p} \leq C_{1}\|f\|_{H_{q, s}^{p}} \leq C_{1}\|f\|_{H_{\infty, s}^{p}} \leq C_{2}\left\|M_{N} f\right\| \quad \text { for } f \in H^{p} \tag{6.15}
\end{equation*}
$$

Proof. Note that if $N \geq M \geq N_{p}$ then $H_{(M)}^{p} \subset H_{(N)}^{p}$, where the subscript corresponds to the choice of the grand maximal function in Definition 3.11. By Definition 4.1 every $(p, \infty, s)$ atom is also a $(p, q, s)$ atom, and hence $H_{\infty, s}^{p} \subset H_{q, s}^{p}$. Therefore, if we take $N>s$ then by Theorems 6.4 and 4.5 we have

$$
\begin{equation*}
H_{(N)}^{p} \subset H_{\infty, s}^{p} \subset H_{q, s}^{p} \subset H_{\left(N_{p}\right)}^{p} \subset H_{(N)}^{p} \tag{6.16}
\end{equation*}
$$

Thus, $H_{(N)}^{p}=H_{\left(N_{p}\right)}^{p}=H_{q, s}^{p}$ for all $N \geq N_{p}$ and all admissible triplets $(p, q, s)$. Furthermore, since the inclusion maps in (6.16) are continuous we have (6.15).

Theorem 6.5 encompasses fundamental properties of anisotropic Hardy spaces. As a first application of this theorem, we prove that smooth functions with certain number of vanishing moments are dense in $H^{p}$.

Lemma 6.6. Suppose $\psi \in \mathcal{S}$. For any $N \in \mathbb{N}$, there exists $C>0$ such that for all $f \in \mathcal{S}^{\prime}$ we have

$$
\begin{equation*}
\sup _{l \in \mathbb{Z}} M_{N+2}\left(f * \psi_{l}\right)(x) \leq C M_{N} f(x) \quad \text { for all } x \in \mathbb{R}^{n} \tag{6.17}
\end{equation*}
$$

Proof. We claim that for any $N \in \mathbb{N}$ there exists a constant $C>0$ so that

$$
\begin{equation*}
\sup _{l \in \mathbb{Z}, l \leq 0}\left\|\varphi_{l} * \psi\right\|_{\mathcal{S}_{N}} \leq C\|\varphi\|_{\mathcal{S}_{N+2}}\|\psi\|_{\mathcal{S}_{N}} \quad \text { for any } \varphi, \psi \in \mathcal{S} \tag{6.18}
\end{equation*}
$$

Indeed, take any multi-index $\alpha,|\alpha| \leq N, l \in \mathbb{Z}, l \leq 0$, and $x \in \mathbb{R}^{n}$. By (2.12)

$$
\begin{aligned}
& \max (1, \rho(x))^{N}\left|\partial^{\alpha}\left(\varphi_{l} * \psi\right)(x)\right|=\max (1, \rho(x))^{N}\left|\left(\varphi_{l} * \partial^{\alpha} \psi\right)(x)\right| \\
& \leq b^{\omega N} \int_{\mathbb{R}^{n}} \max (1, \rho(x-y))^{N}\left|\partial^{\alpha} \psi(x-y)\right| \max (1, \rho(y))^{N}\left|\varphi_{l}(y)\right| d y \\
& \leq b^{\omega N}\|\psi\|_{\mathcal{S}_{N}} \int_{\mathbb{R}^{n}} \max (1, \rho(y))^{N} \max \left(1, \rho\left(A^{-l} y\right)\right)^{-N-2} b^{-l}\|\varphi\|_{\mathcal{S}_{N+2}} d y \\
& \leq b^{\omega N}\|\psi\|_{\mathcal{S}_{N}}\|\varphi\|_{\mathcal{S}_{N+2}} b^{-l} \int_{\mathbb{R}^{n}} \max \left(1, \rho\left(A^{-l} y\right)\right)^{-2} d y=C\|\varphi\|_{\mathcal{S}_{N+2}}\|\psi\|_{\mathcal{S}_{N}}
\end{aligned}
$$

For any $f \in \mathcal{S}^{\prime}, \psi \in \mathcal{S}, \varphi \in \mathcal{S}_{N+2}$, and $x \in \mathbb{R}^{n}$. By (6.18)

$$
\begin{aligned}
\sup _{k, l \in \mathbb{Z}}\left|\left(f * \psi_{l}\right) * \varphi_{k}(x)\right| & \leq \sup _{\substack{k, l \in \mathbb{Z} \\
k \leq l}}\left|f *\left(\psi_{l} * \varphi_{k}\right)(x)\right|+\sup _{\substack{k, l \in \mathbb{Z} \\
k>l}}\left|f *\left(\psi_{l} * \varphi_{k}\right)(x)\right| \\
& \leq \sup _{\substack{k, l \in \mathbb{Z} \\
k-l \leq}}\left|f *\left(\psi * \varphi_{k-l}\right)_{l}(x)\right|+\sup _{\substack{k, l \in \mathbb{Z} \\
l-k<0}}\left|f *\left(\psi_{l-k} * \varphi\right)_{k}(x)\right| \\
& \leq C\|\psi\|_{\mathcal{S}_{N}}\|\varphi\|_{\mathcal{S}_{N+2}} M_{N} f(x)+C\|\psi\| \mathcal{S}_{N+2}\|\varphi\|_{\mathcal{S}_{N}} M_{N} f(x) \\
& \leq 2 C\|\psi\|_{\mathcal{S}_{N+2}} M_{N} f(x),
\end{aligned}
$$

which shows (6.17).
As an immediate consequence of Lemma 6.6 we obtain
Corollary 6.7. If $f \in H^{p}$ and $\varphi \in \mathcal{S}$ then $f * \varphi \in H^{p}$.
A less immediate consequence of Lemma 6.6 is
THEOREM 6.8. Suppose $\psi \in \mathcal{S}$ and $\int \psi=1$. For any $0<p<\infty$ and $f \in H^{p}$ we have

$$
\begin{equation*}
f * \psi_{l} \rightarrow f \quad \text { in } H^{p} \text { as } l \rightarrow-\infty . \tag{6.19}
\end{equation*}
$$

Proof. Suppose first that $f \in L^{1} \cap H^{p}$. By Lemma 6.6 and the Lebesgue Dominated Convergence Theorem it suffices to show

$$
\begin{equation*}
M_{N}\left(f * \psi_{l}-f\right)(x) \rightarrow 0 \quad \text { for a.e. } x \in \mathbb{R}^{n} \text { as } l \rightarrow-\infty \tag{6.20}
\end{equation*}
$$

where $N=N_{p}+2$. Note that if $g$ is continuous with compact support then

$$
\left\|M_{N}\left(g * \psi_{l}-g\right)\right\|_{\infty} \leq C\left\|g * \psi_{l}-g\right\|_{\infty} \rightarrow 0 \quad \text { as } l \rightarrow-\infty
$$

For any $\varepsilon>0$ we can find a continuous function $g$ with compact support such that $\|f-g\|_{1}<\varepsilon$. By Lemma 6.6

$$
\begin{aligned}
& \limsup _{l \rightarrow-\infty} M_{N}\left(f * \psi_{l}-f\right)(x) \\
& \leq \sup _{l \in \mathbb{Z}} M_{N}\left((f-g) * \psi_{l}\right)(x)+\limsup _{l \rightarrow-\infty} M_{N}\left(g * \psi_{l}-g\right)(x)+M_{N}(f-g)(x) \\
& \leq C M_{N_{p}}(f-g)(x)
\end{aligned}
$$

By Theorem 3.6 for any $\lambda>0$

$$
\begin{aligned}
& \left|\left\{x: \limsup _{l \rightarrow-\infty} M_{N}\left(f * \psi_{l}-f\right)(x)>\lambda\right\}\right| \\
& \quad \leq\left|\left\{x: M_{N_{p}}(f-g)(x)>\lambda / C\right\}\right| \leq C^{\prime}| | f-g \|_{1} / \lambda<C^{\prime} \varepsilon / \lambda
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary we have (6.20) for every $f \in L^{1} \cap H^{p}$.
Recall that $L^{1} \cap H^{p}$ is dense in $H^{p}$. This follows from Corollary $5.11(0<p \leq 1)$ and the fact that $L^{1} \cap L^{p}$ is dense in $L^{p}(1<p<\infty)$. Alternatively, we could use the fact that finite linear combinations of atoms are dense in $H^{p}$ by Theorem 6.4. Moreover, by Lemma 6.6 the convolution operators $R_{l}(f)=f * \psi_{l}$ are uniformly bounded on $H^{p}$ for all $l \in \mathbb{Z}$.

Hence, if $f$ is an arbitrary element of $H^{p}$ then for every $\varepsilon>0$ we can find $g \in L^{1} \cap H^{p}$ such that $\|f-g\|_{H^{p}}^{p}<\varepsilon$. Therefore,

$$
\begin{aligned}
& \limsup _{l \rightarrow-\infty}\left\|f * \psi_{l}-f\right\|_{H^{p}}^{p} \\
& \leq \sup _{l \in \mathbb{Z}}\left\|(f-g) * \psi_{l}\right\|_{H^{p}}^{p}+\|f-g\|_{H^{p}}^{p}+\limsup _{l \rightarrow-\infty}\left\|g * \psi_{l}-g\right\|_{H^{p}}^{p} \\
& \leq C\|f-g\|_{H^{p}}^{p} \leq C \varepsilon
\end{aligned}
$$

Since $\varepsilon>0$ was arbitrary we obtain (6.19).
Finally, we prove that smooth functions with compact support are dense in $H^{p}$.
ThEOREM 6.9. $H^{p} \cap C_{0}^{\infty}$ is dense in $H^{p}$, where $C_{0}^{\infty}$ denotes $C_{0}^{\infty}$ functions with compact support.

Proof. Suppose $f$ is a finite linear combination of atoms. Take $\psi \in C_{0}^{\infty}$. Clearly, $f * \psi_{l} \in C_{0}^{\infty}$ for every $l \in \mathbb{Z}$ and $f * \psi_{l} \rightarrow f$ in $H^{p}$ as $l \rightarrow-\infty$ by Theorem 6.8. This finishes the proof since finite linear combinations of atoms are dense in $H^{p}$.

Remark. $C_{0}^{\infty}$ is not a subset of $H^{p}$ for $p \leq 1$. It is not hard to see that $\psi \in C_{0}^{\infty}$ with $\int \psi \neq 0$ does not belong to any $H^{p}$ for $p \leq 1$. However, if $\psi \in C_{0}^{\infty}$ has vanishing moments of order $s$, i.e., $\int \psi P=0$ for all $P \in \mathcal{P}_{s}$, where $s \geq$ $\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$, then $\psi$ is a constant multiple of a $(p, \infty, s)$ atom and hence $\psi \in H^{p}$.

## 7. Other maximal definitions

The goal of this section is to prove the characterization of Hardy spaces using the radial and nontangential maximal functions of a single test function $\varphi \in \mathcal{S}$, $\int \varphi \neq 0$.

Theorem 7.1. Suppose $\varphi \in \mathcal{S}, \int \varphi \neq 0$, and $0<p<\infty$. Then for any $f \in \mathcal{S}^{\prime}$ the following are equivalent:

$$
\begin{array}{r}
f \in H^{p} \\
M_{\varphi} f \in L^{p} \\
M_{\varphi}^{0} f \in L^{p} \tag{7.3}
\end{array}
$$

In this case

$$
\|f\|_{H^{p}}=\left\|M_{N} f\right\|_{p} \leq C_{1}\left\|M_{\varphi} f\right\|_{p} \leq C_{2}\left\|M_{\varphi}^{0} f\right\|_{p}
$$

for sufficiently large $N, C_{1}, C_{2}$ independent of $f \in H^{p}$.
We start with a very useful result about maximal functions with different apertures. Suppose $F: \mathbb{R}^{n} \times \mathbb{Z} \rightarrow[0, \infty)$ is an arbitrary (possibly nonmeasurable) function. In our cases $F$ is going to be (at least) Borel measurable. For fixed $l \in \mathbb{Z}$ and $K \in \mathbb{Z} \cup\{\infty\}$ define the maximal function of $F$ with aperture $l$ as

$$
\begin{equation*}
F_{l}^{*}(x)=F_{l}^{* K}(x):=\sup _{\substack{k \in \mathbb{Z} \\ k \leq K}} \sup _{y \in x+B_{k+l}} F(y, k) . \tag{7.4}
\end{equation*}
$$

Note that $F_{l}^{*}: \mathbb{R}^{n} \rightarrow[0, \infty]$ is lower semicontinuous, i.e., $\left\{x: F_{l}^{*}(x)>\lambda\right\}$ is open for all $\lambda>0$. Indeed, if $F_{l}^{*}(x)>\lambda$ for some $x \in \mathbb{R}^{n}$, i.e., there is $k \leq K$ and $y \in x+B_{k+l}$ so that $F(y, k)>\lambda$, then $y \in x^{\prime}+B_{k+l}$ for $x^{\prime}$ in a sufficiently small neighborhood of $x$. Thus $F_{l}^{*}\left(x^{\prime}\right)>\lambda$. Here we need that the balls $B_{j}$ are open for all $j \in \mathbb{Z}$.

Lemma 7.2. There exists a constant $C>0$ so that for all functions $F: \mathbb{R}^{n} \times$ $\mathbb{Z} \rightarrow[0, \infty), \lambda>0, l \geq l^{\prime} \in \mathbb{Z}$, and $K \in \mathbb{Z} \cup\{\infty\}$ we have

$$
\begin{equation*}
\left|\left\{x: F_{l}^{* K}(x)>\lambda\right\}\right| \leq C b^{l-l^{\prime}}\left|\left\{x: F_{l^{\prime}}^{* K}(x)>\lambda\right\}\right| . \tag{7.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} F_{l}^{* K}(x) d x \leq C b^{l-l^{\prime}} \int_{\mathbb{R}^{n}} F_{l^{\prime}}^{* K}(x) d x \tag{7.6}
\end{equation*}
$$

Proof. Let $\Omega=\left\{x: F_{l^{\prime}}^{*}(x)>\lambda\right\}$. Suppose $F_{l}^{*}(x)>\lambda$ for some $x \in \mathbb{R}^{n}$. Then there exist $k \leq K, y \in x+B_{k+l}$ such that $F(y, k)>\lambda$. Clearly, $y+B_{k+l^{\prime}} \subset \Omega$. Also $y+B_{k+l^{\prime}} \subset x+B_{k+l}+B_{k+l^{\prime}} \subset x+B_{k+l+\omega}$. Hence $y+B_{k+l^{\prime}} \subset \Omega \cap\left(x+B_{k+l+\omega}\right)$ and

$$
\left|\Omega \cap\left(x+B_{k+l+\omega}\right)\right| \geq b^{k+l^{\prime}}=b^{k+l+\omega} b^{l^{\prime}-l-\omega}
$$

Therefore, $M_{H L}\left(\mathbf{1}_{\Omega}\right)(x) \geq b^{l^{\prime}-l-\omega}$, where $M_{H L}$ is the centered Hardy-Littlewood maximal function $M_{H L} f(y):=\sup _{m \in \mathbb{Z}} b^{-m} \int_{y+B_{m}}|f(z)| d z$. By Theorem 3.6

$$
\left|\left\{x: F_{l}^{*}(x)>\lambda\right\}\right| \leq\left|\left\{x: M_{H L}\left(\mathbf{1}_{\Omega}\right)(x) \geq b^{l^{\prime}-l-\omega}\right\}\right| \leq C b^{l-l^{\prime}+\omega}\left\|\mathbf{1}_{\Omega}\right\|_{1}=C^{\prime} b^{l-l^{\prime}}|\Omega|
$$

hence (7.5) holds. Integrating (7.5) on $(0, \infty)$ with respect to $\lambda$ yields (7.6).
The following result enables us to pass from one function in $\mathcal{S}$ to the sum of negative dilates of another function in $\mathcal{S}$ with nonzero mean.

Lemma 7.3. Suppose $\varphi \in \mathcal{S}$ with $\int \varphi \neq 0$. For every $\psi \in \mathcal{S}$ there is a sequence of test functions $\left(\eta^{j}\right)_{j=0}^{\infty}, \eta^{j} \in \mathcal{S}$ such that

$$
\begin{equation*}
\psi=\sum_{j=0}^{\infty} \eta^{j} * \varphi_{-j} \tag{7.7}
\end{equation*}
$$

where the convergence is in $\mathcal{S}$.
Furthermore, for any integers $L, N>0$ there exist a constant $C$ and an integer $M>0$ (depending on $L$ and $N$, but independent of the choice of $\psi$ ) such that

$$
\begin{equation*}
\left\|\eta^{j}\right\|_{\mathcal{S}_{N}} \leq C b^{-j L}\|\psi\|_{\mathcal{S}_{M}} \quad \text { for all } j \geq 0 \tag{7.8}
\end{equation*}
$$

Proof. For the purpose of the proof we will work with the standard definition of $\mathcal{S}_{N}$, that is

$$
\|\eta\|_{\mathcal{S}_{N}}=\sup _{x \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N}(1+|x|)^{N}\left|\partial^{\alpha} \eta(x)\right|
$$

By Lemma 3.2 this implies the corresponding result for the usual homogeneous $\mathcal{S}_{N}$. We claim that for every integer $N>0$ there is a constant $C$ so that

$$
\begin{equation*}
\|\hat{\eta}\|_{\mathcal{S}_{N}} \leq C\|\eta\|_{\mathcal{S}_{N+n+1}} \tag{7.9}
\end{equation*}
$$

Indeed, for any multi-indices $|\alpha|,|\beta| \leq N$ we have

$$
(2 \pi i)^{|\beta|} \xi^{\beta} \partial^{\alpha} \hat{\eta}(\xi)=(-2 \pi i)^{|\alpha|} \int_{\mathbb{R}^{n}} e^{-2 \pi i\langle x, \xi\rangle} \partial^{\beta}\left(x^{\alpha} \eta(x)\right) d x
$$

Hence, by multiplying and dividing the right hand side by $(1+|x|)^{n+1}$ we have

$$
\left|\xi^{\beta} \partial^{\alpha} \hat{\eta}(\xi)\right| \leq(2 \pi)^{|\alpha|-|\beta|} \sup _{x \in \mathbb{R}^{n}}(1+|x|)^{n+1}\left|\partial^{\beta}\left(x^{\alpha} \eta(x)\right)\right| \int_{\mathbb{R}^{n}}(1+|x|)^{-n-1} d x
$$

which implies (7.9).
Let $\hat{\Delta}$ be an expansive ellipsoid for the dilation $B=A^{T}$, i.e., $\hat{\Delta} \subset r \hat{\Delta} \subset B \hat{\Delta}$, guaranteed by Lemma 2.2. By scaling of $\varphi$ and $\hat{\Delta}$ we can assume that $\int \varphi=1$ and $|\hat{\varphi}(\xi)| \geq 1 / 2$ for $\xi \in B \hat{\Delta}$. Consider a $C^{\infty}$ function $\zeta$ such that $\zeta \equiv 1$ on $\hat{\Delta}$ and $\operatorname{supp} \zeta \subset B \hat{\Delta}$. Define a sequence of functions $\left(\zeta_{j}\right)_{j=0}^{\infty}$ by $\zeta_{0}=\zeta$,

$$
\zeta_{j}(\xi)=\zeta\left(B^{-j} \xi\right)-\zeta\left(B^{-j+1} \xi\right) \quad \text { for } j \geq 1
$$

Clearly,

$$
\sum_{j=0}^{\infty} \zeta_{j}(\xi)=1 \quad \text { for all } \xi \in \mathbb{R}^{n}
$$

Thus

$$
\hat{\psi}(\xi)=\sum_{j=0}^{\infty} \zeta_{j}(\xi) \hat{\psi}(\xi)=\sum_{j=0}^{\infty} \frac{\zeta_{j}(\xi)}{\hat{\varphi}\left(B^{-j} \xi\right)} \hat{\psi}(\xi) \hat{\varphi}\left(B^{-j} \xi\right)
$$

For $j \geq 0$ define $\eta^{j}$ by

$$
\begin{equation*}
\hat{\eta}^{j}(\xi)=\frac{\zeta_{j}(\xi)}{\hat{\varphi}\left(B^{-j} \xi\right)} \hat{\psi}(\xi) \tag{7.10}
\end{equation*}
$$

Then, by the choice of $\eta^{j}$ 's, (7.7) holds. Moreover, the convergence in $\mathcal{S}$ of the series (7.7) is a direct consequence of (6.18) and (7.8). Therefore, it remains to show (7.8).

To show (7.8), take $M=N+2(n+1)+L\left\lceil\ln b / \ln \lambda_{-}\right\rceil$, where $\lambda_{-}$is the same as in (2.1). Our goal is to show that there exists a constant $C$ (independent of $\psi \in \mathcal{S}$ ) such that

$$
\left\|\hat{\eta}^{j}\right\|_{\mathcal{S}_{N+n+1}} \leq C b^{-j L}\|\psi\|_{\mathcal{S}_{M}} \quad \text { for } j \geq 0
$$

Let $\tilde{\zeta}(\xi)=(\zeta(\xi)-\zeta(B \xi)) / \hat{\varphi}(\xi)$. Since $\operatorname{supp} \tilde{\zeta} \subset B \hat{\Delta}$ and $|\hat{\varphi}(\xi)| \geq 1 / 2$ for $\xi \in B \hat{\Delta}$ we have $\sup _{\xi} \sup _{|\alpha| \leq N+n+1}\left|\partial^{\alpha} \tilde{\zeta}(\xi)\right| \leq C$ for some constant $C$. Since $\tilde{\zeta}\left(B^{-j} \xi\right)=\zeta_{j}(\xi) / \hat{\varphi}\left(B^{-j} \xi\right)$ by the chain rule we have

$$
\sup _{\xi} \sup _{|\alpha| \leq N+n+1}\left|\partial^{\alpha}\left(\zeta_{j}(\cdot) / \hat{\varphi}\left(B^{-j} \cdot\right)\right)(\xi)\right| \leq C
$$

By (7.10), the product rule and since $\zeta_{j}(\xi)=0$ for $\xi \in B^{j-1} \hat{\Delta}$

$$
\begin{aligned}
& \left\|\hat{\eta}^{j}\right\| \|_{\mathcal{S}_{N+n+1}} \leq C \sup _{\xi \notin B^{j-1} \hat{\Delta}|\alpha| \leq N+n+1} \sup (1+|\xi|)^{N+n+1}\left|\partial^{\alpha} \hat{\psi}(\xi)\right| \\
& \leq C \sup _{\xi \notin B^{j-1} \hat{\Delta}}(1+|\xi|)^{-L\left\lceil\ln b / \ln \lambda_{-} 1\right.} \sup _{|\alpha| \leq N+n+1}(1+|\xi|)^{N+n+1+L\left\lceil\ln b / \ln \lambda_{-}\right]}\left|\partial^{\alpha} \hat{\psi}(\xi)\right| \\
& \leq C b^{-j L}\|\hat{\psi}\|_{\mathcal{S}_{M-n-1}} \leq C b^{-j L} \mid\|\psi\|_{\mathcal{S}_{M}},
\end{aligned}
$$

because for $\xi \notin \hat{\Delta},\left(1+\left|B^{j-1} \xi\right|\right) \geq 1 / c \lambda_{-}^{j-1} \inf _{\xi \notin \hat{\Delta}}|\xi|$. This finishes the proof of (7.8). Since our choice of $N$ is arbitrary in (7.8) the series in (7.7) converges in $\mathcal{S}$.

We now introduce maximal functions obtained from truncation with an additional extra decay term. Namely, for an integer $K$ representing the truncation level and real number $L \geq 0$ representing the decay level, we define radial, nontangential, tangential, radial grand, and nontangential grand maximal functions, respectively as

$$
\begin{aligned}
& M_{\varphi}^{0(K, L)} f(x)=\sup _{\substack{k \in \mathbb{Z} \\
k \leq K}}\left|\left(f * \varphi_{k}\right)(x)\right| \max \left(1, \rho\left(A^{-K} x\right)\right)^{-L}\left(1+b^{-k-K}\right)^{-L} \\
& M_{\varphi}^{(K, L)} f(x)=\sup _{\substack{k \in \mathbb{Z} \\
k \leq K}} \sup _{y \in x+B_{k}}\left|\left(f * \varphi_{k}\right)(y)\right| \max \left(1, \rho\left(A^{-K} y\right)\right)^{-L}\left(1+b^{-k-K}\right)^{-L}, \\
& T_{\varphi}^{N(K, L)} f(x)=\sup _{\substack{k \in \mathbb{Z} \\
k \leq K}} \sup _{y \in \mathbb{R}^{n}} \frac{\left|\left(f * \varphi_{k}\right)(y)\right|}{\max \left(1, \rho\left(A^{-k}(x-y)\right)\right)^{N}} \frac{\left(1+b^{-k-K}\right)^{-L}}{\max \left(1, \rho\left(A^{-K} y\right)\right)^{L}} \\
& M_{N}^{0(K, L)} f(x)=\sup _{\varphi \in \mathcal{S}_{N}} M_{\varphi}^{0(K, L)} f(x) . \\
& M_{N}^{(K, L)} f(x)=\sup _{\varphi \in \mathcal{S}_{N}} M_{\varphi}^{(K, L)} f(x) .
\end{aligned}
$$

The next lemma guarantees the control of the tangential by the nontangential maximal function independent of $K$ and $L$.

Lemma 7.4. Suppose $p>0, N>1 / p$, and $\varphi \in \mathcal{S}$. Then there exists a constant $C$ so that for all $K \in \mathbb{Z}, L \geq 0$, and $f \in \mathcal{S}^{\prime}$,

$$
\begin{equation*}
\left\|T_{\varphi}^{N(K, L)} f\right\|_{p} \leq C\left\|M_{\varphi}^{(K, L)} f\right\|_{p} \tag{7.11}
\end{equation*}
$$

Proof. Consider function $F: \mathbb{R}^{n} \times \mathbb{Z} \rightarrow[0, \infty)$ given by

$$
F(y, k)=\left|\left(f * \varphi_{k}\right)(y)\right|^{p} \max \left(1, \rho\left(A^{-K} y\right)\right)^{-p L}\left(1+b^{-k-K}\right)^{-p L}
$$

Fix $x \in \mathbb{R}^{n}$. If $k \leq K$ and $x-y \in B_{k+1}$ then

$$
F(y, k) \max \left(1, \rho\left(A^{-k}(x-y)\right)\right)^{-p N} \leq F_{0}^{* K}(x)
$$

If $x-y \in B_{k+j+1} \backslash B_{k+j}$ for some $j \geq 1$ then

$$
F(y, k) \max \left(1, \rho\left(A^{-k}(x-y)\right)\right)^{-p N} \leq F_{j}^{* K}(x) b^{-j N p} .
$$

By taking supremum over all $y \in \mathbb{R}^{n}, k \leq K$ we have

$$
\left(T_{\varphi}^{N(K, L)} f(x)\right)^{p} \leq \sum_{j=0}^{\infty} F_{j}^{* K}(x) b^{-j N p}
$$

Therefore by Lemma 7.2,

$$
\begin{aligned}
\left\|T_{\varphi}^{N(K, L)} f\right\|_{p}^{p} & \leq \sum_{j=0}^{\infty} b^{-j N p} \int_{\mathbb{R}^{n}} F_{j}^{* K}(x) d x \\
& \leq C \sum_{j=0}^{\infty} b^{-j N p} b^{j} \int_{\mathbb{R}^{n}} F_{0}^{* K}(x) d x \leq C^{\prime}\left\|M_{\varphi}^{(K, L)} f\right\|_{p}^{p}
\end{aligned}
$$

where $C^{\prime}=C \sum_{j=0}^{\infty} b^{j(1-N p)}<\infty$.

Lemma 7.5 gives the pointwise majorization of the grand maximal function by the tangential one.

Lemma 7.5. Suppose $\varphi \in \mathcal{S}$ and $\int \varphi \neq 0$. For given $N, L \geq 0$ there exists an integer $M>0$ and a constant $C>0$ so that for all $f \in \mathcal{S}^{\prime}$ and integers $K \geq 0$ we have

$$
\begin{equation*}
M_{M}^{0(K, L)} f(x) \leq C T_{\varphi}^{N(K, L)} f(x) \quad \text { for all } x \in \mathbb{R}^{n} \tag{7.12}
\end{equation*}
$$

Proof. Take any $\psi \in \mathcal{S}$. By Lemma 7.3 there exists a sequence of test functions $\left(\eta^{j}\right)_{j=0}^{\infty}$ so that (7.7) holds. For a fixed integer $k \leq K$ and $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& \left|\left(f * \psi_{k}\right)(x)\right|=\left|\left(f * \sum_{j=0}^{\infty}\left(\eta^{j} * \varphi_{-j}\right)_{k}\right)(x)\right|=\left|\left(f * \sum_{j=0}^{\infty}\left(\eta^{j}\right)_{k} * \varphi_{-j+k}\right)(x)\right| \\
& \leq \sum_{j=0}^{\infty}\left|\left(f *\left(\eta^{j}\right)_{k} * \varphi_{-j+k}\right)(x)\right| \leq \sum_{j=0}^{\infty} \int_{\mathbb{R}^{n}}\left|\left(f * \varphi_{-j+k}\right)(x-y)\right|\left|\left(\eta^{j}\right)_{k}(y)\right| d y \\
& \leq T_{\varphi}^{N(K, L)} f(x) \\
& \quad \cdot \sum_{j=0}^{\infty} \int_{\mathbb{R}^{n}} \max \left(1, \rho\left(A^{j-k} y\right)\right)^{N} \max \left(1, \rho\left(A^{-K}(x-y)\right)\right)^{L}\left(1+b^{j-k-K}\right)^{L}\left|\left(\eta^{j}\right)_{k}(y)\right| d y
\end{aligned}
$$

Therefore

$$
\begin{aligned}
M_{\psi}^{0(K, L)} f(x) \leq T_{\varphi}^{N(K, L)} f(x) & \sup _{\substack{k \in \mathbb{Z} \\
k \leq K}} \sum_{j=0}^{\infty} \int_{\mathbb{R}^{n}} \max \left(1, \rho\left(A^{j-k} y\right)\right)^{N} \\
& \frac{\max \left(1, \rho\left(A^{-K}(x-y)\right)\right)^{L}\left(1+b^{j-k-K}\right)^{L}}{\max \left(1, \rho\left(A^{-K} x\right)\right)^{L}\left(1+b^{-k-K}\right)^{L}}\left|\left(\eta^{j}\right)_{k}(y)\right| d y .
\end{aligned}
$$

Using the inequalities $(2.12),(2.13)$ and the change of variables we can estimate the last sum by

$$
\begin{aligned}
& \sum_{j=0}^{\infty} \int_{\mathbb{R}^{n}} \max \left(1, \rho\left(A^{j-k} y\right)\right)^{N} b^{\omega L} \max \left(1, \rho\left(A^{-K} y\right)\right)^{L} 2^{L} b^{j L} b^{-k}\left|\eta^{j}\left(A^{-k} y\right)\right| d y \\
\leq & 2^{L} b^{\omega L} \sum_{j=0}^{\infty} b^{j(N+L)} \int_{\mathbb{R}^{n}} \max (1, \rho(y))^{N+L}\left|\eta^{j}(y)\right| d y \leq 2^{L} b^{\omega L} \sum_{j=0}^{\infty} b^{j(N+L)}\left\|\eta^{j}\right\|_{\mathcal{S}_{N+L}}
\end{aligned}
$$

By Lemma 7.3 there exists an integer $M \geq 0$ so that

$$
\left\|\eta^{j}\right\|_{\mathcal{S}_{N+L}} \leq C b^{-j(N+L+1)}\|\psi\|_{\mathcal{S}_{M}}
$$

and hence

$$
\begin{aligned}
M_{M}^{0(K, L)} f(x)=\sup _{\psi \in \mathcal{S}_{M}} M_{\psi}^{0(K, L)} f(x) & \leq 2^{L} b^{\omega L} \sum_{j=0}^{\infty} C b^{-j} T_{\varphi}^{N(K, L)} f(x) \\
& =C^{\prime} T_{\varphi}^{N(K, L)} f(x)
\end{aligned}
$$

This shows (7.12).
Lemma 7.6. Suppose $p>0, \varphi \in \mathcal{S}$, and $f \in \mathcal{S}^{\prime}$. Then for every $M>0$ there exists $L>0$ so that

$$
\begin{equation*}
M_{\varphi}^{(K, L)} f(x) \leq C \max (1, \rho(x))^{-M} \quad \text { for all } x \in \mathbb{R}^{n} \tag{7.13}
\end{equation*}
$$

for some constant $C=C(K)$ dependent on $K \geq 0$.
Proof. There exists an integer $N>0$ and a constant $C>0$ so that

$$
|f * \varphi(x)| \leq C\|\varphi\|_{\mathcal{S}_{N}} \max (1, \rho(x))^{N} \quad \text { for all } x \in \mathbb{R}^{n}, \varphi \in \mathcal{S}
$$

If $k \leq 0$ then by the chain rule

$$
\begin{aligned}
& \left\|\varphi_{k}\right\|_{\mathcal{S}_{N}}=\sup _{z \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max (1, \rho(z))^{N} b^{-k}\left|\partial^{\alpha} \varphi\left(A^{-k} \cdot\right)(z)\right| \\
& \leq b^{-k} \sup _{z \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max (1, \rho(z))^{N}\left|\partial^{\alpha} \varphi\left(A^{-k} z\right)\right| C\left\|A^{-k}\right\|^{N} \leq C b^{-k} \lambda_{+}^{-k N}\|\varphi\|_{\mathcal{S}_{N}}
\end{aligned}
$$

If $0<k \leq K$ then by the chain rule

$$
\left\|\varphi_{k}\right\|_{\mathcal{S}_{N}} \leq C \sup _{z \in \mathbb{R}^{n}} \sup _{|\alpha| \leq N} \max (1, \rho(z))^{N}\left|\partial^{\alpha} \varphi\left(A^{-k} z\right)\right| \leq C b^{K N}\|\varphi\|_{\mathcal{S}_{N}}
$$

Therefore, if we take $L=N+M$, then for any $k \leq K$ and $y \in x+B_{k}$,

$$
\begin{aligned}
& \left|f * \varphi_{k}(y)\right| \max \left(1, \rho\left(A^{-K} y\right)\right)^{-L}\left(1+b^{-k-K}\right)^{-L} \\
& \leq C \max (1, \rho(y))^{N}\left\|\varphi_{k}\right\|_{\mathcal{S}_{N}} b^{K L} \max (1, \rho(y))^{-L} b^{(k+K) L} \\
& \leq C \max (1, \rho(y))^{N-L} b^{3 K L+K N}\|\varphi\|_{\mathcal{S}_{N}} \\
& \leq C b^{(K+\omega) M} b^{3 K L+K N} \max (1, \rho(x))^{-M}\|\varphi\|_{\mathcal{S}_{N}} .
\end{aligned}
$$

This shows (7.13) and finishes the proof of Lemma 7.6.
Note that the above argument gives the same estimate for the truncated grand maximal function $M_{N}^{0(K, L)} f$. As a consequence of Lemma 7.6 we have that for any choice of $K \geq 0$ and any $f \in \mathcal{S}^{\prime}$ we can find an appropriate $L>0$ so that the maximal function, say $M_{\varphi}^{(K, L)} f$, is bounded and belongs to $L^{p}\left(\mathbb{R}^{n}\right)$. This becomes crucial in the proof of Theorem 7.1, where we work with truncated maximal functions. The complexity of the preceding argument stems from the fact that a priori we do not know whether $M_{\varphi}^{0} f \in L^{p}$ implies $M_{\varphi} f \in L^{p}$. Instead we must work with variants of maximal functions for which this is satisfied.

Proof of Theorem 7.1. Clearly, $(7.1) \Longrightarrow(7.2) \Longrightarrow$ (7.3). By Lemma 7.5 applied for $N>1 / p$ and $L=0$ we have pointwise estimate $M_{M}^{0(K, 0)} f(x) \leq$ $C T^{N(K, 0)} f(x)$ for all $f \in \mathcal{S}^{\prime}$ and integers $K \geq 0$. By Lemma 7.4 we have another constant $C$ so that

$$
\left\|M_{M}^{0(K, 0)} f\right\|_{p} \leq C\left\|M_{\varphi}^{(K, 0)} f\right\|_{p} \quad \text { for } f \in \mathcal{S}^{\prime}, K \geq 0
$$

As $K \rightarrow \infty$ we obtain $\left\|M_{M}^{0} f\right\|_{p} \leq C\left\|M_{\varphi} f\right\|_{p}$ by the Monotone Convergence Theorem. It remains to show $(7.3) \Longrightarrow(7.2)$.

Suppose now $M_{\varphi}^{0} f \in L^{p}$. By Lemma 7.6 we can find $L>0$ so that (7.13) holds, i.e., $M_{\varphi}^{(K, L)} f \in L^{p}$ for all $K \geq 0$. By Lemmas 7.4 and 7.5 we can find $M>0$ so that $\left\|M_{M}^{0(K, L)} f\right\|_{p} \leq C_{1}\left\|M_{\varphi}^{(K, L)} f\right\|_{p}$ with a constant $C_{1}$ independent of $K \geq 0$. For given $K \geq 0$ let

$$
\begin{equation*}
\Omega_{K}=\left\{x \in \mathbb{R}^{n}: M_{M}^{0(K, L)} f(x) \leq C_{2} M_{\varphi}^{(K, L)} f(x)\right\} \tag{7.14}
\end{equation*}
$$

where $C_{2}=2^{1 / p} C_{1}$. We claim that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} M_{\varphi}^{(K, L)} f(x)^{p} d x \leq 2 \int_{\Omega_{K}} M_{\varphi}^{(K, L)} f(x)^{p} d x \tag{7.15}
\end{equation*}
$$

Indeed, this follows from

$$
\int_{\Omega_{K}^{\mathrm{c}}} M_{\varphi}^{(K, L)} f(x)^{p} d x \leq C_{2}^{-p} \int_{\Omega_{K}^{\mathrm{c}}} M_{M}^{(K, L)} f(x)^{p} d x \leq\left(C_{1} / C_{2}\right)^{p} \int_{\mathbb{R}^{n}} M_{\varphi}^{(K, L)} f(x)^{p} d x
$$

and $\left(C_{1} / C_{2}\right)^{p}=1 / 2$.
We also claim that for $0<q<p$ there exists $C_{3}>0$ so that for all integers $K \geq 0$

$$
\begin{equation*}
M_{\varphi}^{(K, L)} f(x) \leq C_{3}\left(M_{H L}\left(M_{\varphi}^{0(K, L)} f(\cdot)^{q}\right)(x)\right)^{1 / q} \quad \text { for } x \in \Omega_{K} \tag{7.16}
\end{equation*}
$$

Indeed, let

$$
F(y, k)=\left|\left(f * \varphi_{k}\right)(y)\right| \max \left(1, \rho\left(A^{-K} y\right)\right)^{-L}\left(1+b^{-k-K}\right)^{-L}
$$

Suppose $x \in \Omega_{K}$. There is $k \leq K$ and $y \in x+B_{k}$ such that

$$
F(y, k) \geq F_{0}^{*}(x) / 2=M_{\varphi}^{(K, L)} f(x) / 2
$$

Consider $x^{\prime} \in y+B_{k-l}$ for some integer $l \geq 0$ to be specified later. We have
$f * \varphi_{k}\left(x^{\prime}\right)-f * \varphi_{k}(y)=f * \Phi_{k}(y), \quad$ where $\quad \Phi(z)=\varphi\left(z+A^{-k}\left(x^{\prime}-y\right)\right)-\varphi(z)$.
By the Mean Value Theorem

$$
\begin{aligned}
\|\Phi\|_{\mathcal{S}_{M}} & \leq \sup _{h \in B_{-l}}\|\varphi(\cdot+h)-\varphi(\cdot)\| \|_{S_{M}} \\
& =\sup _{h \in B_{-l}} \sup _{z \in \mathbb{R}^{n}} \sup _{|\alpha| \leq M} \max \left(1, \rho(z)^{M}\right)\left|\partial^{\alpha} \varphi(z+h)-\partial^{\alpha} \varphi(z)\right| \\
& \leq C \sup _{h \in B_{-l}} \sup _{z \in \mathbb{R}^{n}} \sup _{|\alpha| \leq M+1} \max \left(1, \rho(z+h)^{M}\right)\left|\partial^{\alpha} \varphi(z+h)\right| \cdot \sup _{h \in B_{-l}}|h| \leq C_{4} \lambda_{-}^{-l},
\end{aligned}
$$

where $C_{4}$ does not depend on $L$. Since $\max \left(1, \rho\left(A^{-K} x^{\prime}\right)\right) \leq b^{\omega} \max \left(1, \rho\left(A^{-K} y\right)\right)$ we have

$$
\begin{aligned}
& b^{\omega L} F\left(x^{\prime}, k\right) \geq\left(\left|f * \varphi_{k}(y)\right|-\left|f * \Phi_{k}(y)\right|\right) \max \left(1, \rho\left(A^{-K} y\right)\right)^{-L}\left(1+b^{-k-K}\right)^{-L} \\
& \geq F(y, k)-M_{M}^{(K, L)} f(x)\|\Phi\|_{S_{M}} \geq M_{\varphi}^{(K, L)} f(x) / 2-b^{\omega M} M_{M}^{0(K, L)} f(x) C_{4} \lambda_{-}^{-l} \\
& \geq M_{\varphi}^{(K, L)} f(x) / 2-b^{\omega M} C_{4} \lambda_{-}^{-l} C_{2} M_{\varphi}^{(K, L)} f(x) \geq M_{\varphi}^{(K, L)} f(x) / 4
\end{aligned}
$$

if we choose for $l$ the smallest integer $l \geq 0$ so that $b^{\omega M} C_{4} \lambda_{-}^{-l} C_{2} \leq 1 / 4$. Here we used the fact that $x \in \Omega_{K}$ and the pointwise majorization of nontangential by radial grand maximal function,

$$
M_{M}^{(K, L)} f(x) \leq b^{\omega M} M_{M}^{0(K, L)} f(x)
$$

see Proposition 3.10. Therefore for $x \in \Omega_{K}$,

$$
\begin{aligned}
& M_{\varphi}^{(K, L)} f(x)^{q} \leq \frac{4^{q} b^{\omega L q}}{\left|B_{k-l}\right|} \int_{y+B_{k-l}} F(z, k)^{q} d z \\
& \leq 4^{q} b^{\omega L q} \frac{b^{\omega+l}}{\left|B_{k+\omega}\right|} \int_{x+B_{k+\omega}} M_{\varphi}^{0(K, L)} f(z)^{q} d z \leq C_{3} M_{H L}\left(M_{\varphi}^{0(K, L)} f(\cdot)^{q}\right)(x)
\end{aligned}
$$

which shows (7.16). Finally, by (7.15), (7.16), and the Maximal Theorem 3.6

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} M_{\varphi}^{(K, L)} f(x)^{p} d x \leq 2 \int_{\Omega_{K}} M_{\varphi}^{(K, L)} f(x)^{p} d x \\
& \leq 2 C_{3}^{p / q} \int_{\Omega_{K}} M_{H L}\left(M_{\varphi}^{0(K, L)} f(\cdot)^{q}\right)(x)^{p / q} d x \leq C_{5} \int_{\mathbb{R}^{n}} M_{\varphi}^{0(K, L)} f(x)^{p} d x \tag{7.17}
\end{align*}
$$

where the constant $C_{5}$ depends on $p / q>1$ and $L \geq 0$, but is independent of $K \geq 0$. This inequality is crucial as it gives a bound of nontangential by radial maximal function in $L^{p}$. The rest of the proof is immediate.

Since $M_{\varphi}^{(K, L)} f(x)$ converges pointwise and monotonically to $M_{\varphi} f(x)$ for all $x \in \mathbb{R}^{n}$ as $K \rightarrow \infty, M_{\varphi} f \in L^{p}\left(\mathbb{R}^{n}\right)$ by (7.17) and the Monotone Convergence Theorem. Therefore, we can now choose $L=0$ and again by (7.17) and the Monotone Convergence Theorem we have $\left\|M_{\varphi} f\right\|_{p}^{p} \leq C_{5}\left\|M_{\varphi}^{0} f\right\|_{p}^{p}$, where now $C_{5}$ corresponds to $L=0$ and is independent of $f \in \mathcal{S}^{\prime}$. This concludes the proof of Theorem 7.1. $\square$

## 8. Duals of $H^{p}$

In this section we provide the description of the duals of anisotropic $H^{p}$ spaces, $0<p \leq 1$, in terms of Campanato spaces. This description is a consequence of the atomic decomposition of $H^{p}$ and some functional analysis and approximation arguments.

The dual of $H^{p}$ space of holomorphic functions on the unit disc for $0<p<1$ was first identified with a Lipshitz space by Duren, Romberg, and Shields [DRS]. For the classical Stein-Weiss $H^{p}$ space on $\mathbb{R}^{n}$ this result is due to Walsh [Wa]. The identification of the dual of $H^{1}$ as the space of $B M O$ is a famous result of C. Fefferman [Fe, FS2]. Characterizations of $\left(H^{p}\right)^{*}$ in terms of BMO, Campanato, and Lipschitz spaces in various setting, other than isotropic $H^{p}\left(\mathbb{R}^{n}\right)$, were obtained by many other authors; for example, the dual of parabolic $H^{p}$ spaces was determined by Calderón and Torchinsky [CT2].

We start with the definition of Campanato spaces [Cm] which are defined in terms of approximations by polynomials on dilated balls, generalizing the BMO (bounded mean oscillation) space introduced by John and Nirenberg [JN].

Definition 8.1. Let $\mathcal{B}$ denote the collection of dilated balls associated to the dilation $A$, i.e., $\mathcal{B}=\left\{x+B_{k}: x \in \mathbb{R}^{n}, k \in \mathbb{Z}\right\}$. If $l \geq 0,1 \leq q \leq \infty$, and $s=0,1, \ldots$, we define the Campanato space $C_{q, s}^{l}$ to be the space of all locally $L^{q}$ functions $g$ on $\mathbb{R}^{n}$ so that

$$
\begin{align*}
\|g\|_{C_{q, s}^{l}}:=\sup _{B \in \mathcal{B}} \inf _{P \in \mathcal{P}_{s}}|B|^{-l}\left(\frac{1}{|B|} \int_{B}|g(x)-P(x)|^{q} d x\right)^{1 / q}<\infty, \quad(q<\infty)  \tag{8.1}\\
\|g\|_{C_{\infty, s}^{l}}:=\sup _{B \in \mathcal{B}} \inf _{P \in \mathcal{P}_{s}}|B|^{-l} \operatorname{ess} \sup _{x \in B}|g(x)-P(x)|<\infty . \quad(q=\infty) \tag{8.2}
\end{align*}
$$

Here $\mathcal{P}_{s}$ denotes the space of all polynomials (in $n$ variables) of degree at most $s$. We identify two elements of $C_{q, s}^{l}$ if they are equal almost everywhere.

One may easily verify that: $\|\cdot\|_{C_{q, s}^{l}}$ is a seminorm, $\mathcal{P}_{s} \subset C_{q, s}^{l}$, and $\|g\|_{C_{q, s}^{l}}=$ $0 \Longleftrightarrow g \in \mathcal{P}_{s}$. Therefore, $C_{q, s}^{l} / \mathcal{P}_{s}$ is a normed linear space. Moreover, the standard arguments show that this space is also complete; hence $C_{q, s}^{l} / \mathcal{P}_{s}$ is a Banach space.

The conditions (8.1) and (8.2) can be also written in terms of a quasi-norm $\rho$ associated to a dilation $A$. For example we can equivalently define $C_{q, s}^{l}$ as the space of all locally $L^{q}$ functions $g$ on $\mathbb{R}^{n}$ so that

$$
\begin{equation*}
\|g\|_{C_{q, s}^{l}}:=\sup _{\substack{x_{0} \in \mathbb{R}^{n} \\ r>0}} \inf _{P \in \mathcal{P}_{s}} r^{-l}\left(r^{-1} \int_{\rho\left(x-x_{0}\right) \leq r}|g(x)-P(x)|^{q} d x\right)^{1 / q}<\infty . \tag{8.3}
\end{equation*}
$$

Indeed, this exactly the case when $\rho$ is the step homogeneous quasi-norm; the general case follows from Lemma 2.4.

The main goal of this section is to prove that the dual of anisotropic Hardy space $H_{A}^{p}$ is isomorphic to the Campanato space $C_{q, s}^{1 / p-1} / \mathcal{P}_{s}$, where $(p, q, s)$ is an admissible triplet in the sense of Definition 4.1, see Theorem 8.3. As a consequence, this shows that Campanato spaces $C_{q, s}^{l}$ depend effectively only the choice of $l$ and not on $q$ or $s$, see Corollary 8.6. Analogous results for Hardy spaces on homogeneous groups were obtained by Folland and Stein [FoS, Chapter 5]. However, careful
examination of the arguments in [FoS] reveals a gap in the first part of the proof of [FoS, Theorem 5.3]. The problem is with [FoS, Lemma 5.1] which does not hold unless we assume that a functional $L$ is bounded. Hence, an additional argument is needed. This gap can be filled in the setting of anisotropic Hardy spaces by applying a rather subtle approximation argument inspired by [GR, Chapter III.5].

We start with a basic lemma.
Lemma 8.2. Suppose $L$ is a continuous linear functional on $H^{p}=H_{q, s}^{p}$, and $(p, q, s)$ is admissible. Then

$$
\begin{equation*}
\|L\|_{\left(H_{q, s}^{p}\right)^{*}}:=\sup \left\{|L f|:\|f\|_{H_{q, s}^{p}} \leq 1\right\}=\sup \{|L a|: \text { a is }(p, q, s) \text {-atom }\} . \tag{8.4}
\end{equation*}
$$

Proof. Since every $(p, q, s)$-atom $a$ satisfies $\|a\|_{H_{q, s}^{p}} \leq 1$ it suffices to show

$$
\begin{equation*}
\sup \left\{|L f|:\|f\|_{H_{q, s}^{p}} \leq 1\right\} \leq \sup \{|L a|: a \text { is }(p, q, s) \text {-atom }\} \tag{8.5}
\end{equation*}
$$

Take any $f \in H^{p}$ with $\|f\|_{H_{q, s}^{p}} \leq 1$. For every $\varepsilon>0$ there is an atomic decomposition $f=\sum_{i} \kappa_{i} a_{i}$ with $\sum_{i}\left|\kappa_{i}\right|^{p} \leq 1+\varepsilon$. Therefore

$$
\begin{aligned}
|L f| \leq \sum_{i}\left|\kappa_{i}\right|\left|L a_{i}\right| & \leq \sup \{|L a|: a \text { is }(p, q, s) \text {-atom }\}\left(\sum_{i}\left|\kappa_{i}\right|^{p}\right)^{1 / p} \\
& \leq(1+\varepsilon)^{1 / p} \sup \{|L a|: a \text { is }(p, q, s) \text {-atom }\}
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary we have (8.5).
Clearly, $\|\cdot\|_{\left(H_{q, s}^{p}\right)^{*}}$ is a norm on $\left(H^{p}\right)^{*}(=$ space of continuous functionals on $H^{p}$ ) which makes $\left(H^{p}\right)^{*}$ into a Banach space.

Theorem 8.3. Suppose $(p, q, s)$ is admissible. Then

$$
\begin{equation*}
\left(H^{p}\right)^{*}=\left(H_{q, s}^{p}\right)^{*} \equiv C_{q^{\prime}, s}^{l} / \mathcal{P}_{s}, \quad \text { where } 1 / q+1 / q^{\prime}=1, l=1 / p-1 \tag{8.6}
\end{equation*}
$$

If $g \in C_{q^{\prime}, s}^{l}$ and $f$ is a finite linear combination of $(p, q, s)$-atoms, let $L_{g} f=\int g f$. Then $L_{g}$ extends continuously to $H^{p}$, and every $L \in\left(H^{p}\right)^{*}$ is of this form. Moreover,

$$
\begin{equation*}
\|g\|_{C_{q^{\prime}, s}^{l}}=\left\|L_{g}\right\|_{\left(H_{q, s}^{p}\right)^{*}} \quad \text { for all } g \in C_{q^{\prime}, s}^{l} \tag{8.7}
\end{equation*}
$$

Proof. For any $B \in \mathcal{B}$ define $\pi_{B}: L^{1}(B) \rightarrow \mathcal{P}_{s}$ the natural projection defined using the Riesz Lemma

$$
\begin{equation*}
\int_{B}\left(\pi_{B} f(x)\right) Q(x) d x=\int_{B} f(x) Q(x) d x \quad \text { for all } f \in L^{1}(B), Q \in \mathcal{P}_{s} \tag{8.8}
\end{equation*}
$$

We claim that there is a universal constant (depending only on $s$ ) such that

$$
\begin{equation*}
\sup _{x \in B}\left|\pi_{B} f(x)\right| \leq C \frac{1}{|B|} \int_{B}|f(x)| d x \tag{8.9}
\end{equation*}
$$

Indeed, if $B=B_{0}$ then we find an orthonormal basis $\left\{Q_{\alpha}:|\alpha| \leq s\right\}$ of $\mathcal{P}_{s}$ with respect to the $L^{2}\left(B_{0}\right)$ norm. Since

$$
\pi_{B_{0}} f=\sum_{|\alpha| \leq s}\left(\int_{B_{0}} f(x) \overline{Q_{\alpha}(x)} d x\right) Q_{\alpha}
$$

the claim follows for $B=B_{0}$. Since $\pi_{B_{k}} f=\left(D_{A^{-k}} \circ \pi_{B_{0}} \circ D_{A^{k}}\right) f$ and $\pi_{y+B_{k}} f=$ $\left(\tau_{y} \circ \pi_{B_{k}} \circ \tau_{-y}\right) f$ the claim (8.9) follows for arbitrary $B=y+B_{k}$.

For $1 \leq q \leq \infty$ and $B \in \mathcal{B}$ we define the closed subspace $L_{0}^{q}(B) \subset L^{q}(B)$ by $L_{0}^{q}(B)=\left\{f \in L^{q}(B): \pi_{B} f=0\right\}$. We will identify $L^{q}(B)$ with the subspace of $L^{q}\left(\mathbb{R}^{n}\right)$ consisting of functions vanishing outside $B$. With this identification, if $f \in L_{0}^{q}(B)$ then $|B|^{1 / q-1 / p}\|f\|_{q}^{-1} f$ is a $(p, q, s)$-atom.

Suppose $L \in\left(H^{p}\right)^{*}=\left(H_{q, s}^{p}\right)^{*}$. By Lemma 8.2

$$
\begin{equation*}
|L f| \leq\|L\|_{\left(H_{q, s}^{p}\right)^{*}}|B|^{1 / p-1 / q}\|f\|_{q}, \quad \text { for } f \in L_{0}^{q}(B) \tag{8.10}
\end{equation*}
$$

Therefore, $L$ provides a bounded linear functional on $L_{0}^{q}(B)$ which can be extended by the Hahn-Banach Theorem to the whole space $L^{q}(B)$ without increasing its norm. Suppose, momentarily, that $q<\infty$. By the duality $L^{q}(B)^{*}=L^{q^{\prime}}(B)$, where $1 / q+1 / q^{\prime}=1$, there exists $h \in L^{q^{\prime}}(B)$ such that $L f=\int f h$ for all $f \in L_{0}^{q}(B)$. In particular, $L^{\infty}(B) \subset L^{q}(B)$ implies there is $h \in L^{q^{\prime}}(B) \subset L^{1}(B)$ such that $L f=\int f h$ for all $f \in L_{0}^{\infty}(B)$. Therefore, also for $q=\infty$, there exists $h \in L^{q^{\prime}}(B)$ such that $L f=\int f h$ for all $f \in L_{0}^{q}(B)$. If $h^{\prime}$ is another element of $L^{q^{\prime}}(B)$ such that $L f=\int f h^{\prime}$ for all $f \in L_{0}^{q}(B)$ then $h-h^{\prime} \in \mathcal{P}_{s}$. We can say even more. Suppose that for some $h, h^{\prime} \in L^{1}(B)$ we have $L f=\int_{B} f h=\int_{B} f h^{\prime}$ for all $f \in L_{0}^{\infty}(B)$ then $h-h^{\prime} \in \mathcal{P}_{s}$. Indeed, for all $f \in L^{\infty}(B)$

$$
\begin{aligned}
0 & =\int_{B}\left(f-\pi_{B} f\right)\left(h-h^{\prime}\right)=\int_{B} f\left(h-h^{\prime}\right)-\int_{B}\left(\pi_{B} f\right)\left(\pi_{B}\left(h-h^{\prime}\right)\right) \\
& =\int_{B} f\left(h-h^{\prime}\right)-\int_{B} f\left(\pi_{B}\left(h-h^{\prime}\right)\right)=\int_{B} f\left(\left(h-h^{\prime}\right)-\pi_{B}\left(h-h^{\prime}\right)\right),
\end{aligned}
$$

hence $\left(h-h^{\prime}\right)(x)=\pi_{B}\left(h-h^{\prime}\right)(x)$ for a.e. $x \in B$. Therefore, after changing values of $h$ (or $h^{\prime}$ ) on a set of measure zero we have $h-h^{\prime} \in \mathcal{P}_{s}$. Hence, the function $h$ is unique up to a polynomial of degree at most $s$ regardless of the exponent $1 \leq q \leq \infty$. Therefore, $h \in \bigcap_{q<\infty} L^{q}(B)$ for $p=1$, and $h \in L^{\infty}(B)$ for $0<p<1$.

For $k=1,2, \ldots$ let $g_{k}$ be the unique element of $L^{q^{\prime}}\left(B_{k}\right)$ such that $L f=\int f g_{k}$ for all $f \in L_{0}^{q}\left(B_{k}\right)$ and $\pi_{B_{0}} g_{k}=0$. The preceding arguments show that $\left.g_{k}\right|_{B_{j}}=g_{j}$ for $j<k$. Therefore, we can define a locally $L^{q^{\prime}}$ function $g$ on $\mathbb{R}^{n}$ by setting $g(x)=g_{k}(x)$ for $x \in B_{k}$. If $f$ is a finite linear combination of $(p, q, s)$-atoms then $L f=\int f g$.

By (8.10), for any $B \in \mathcal{B}$ the norm of $g$ as a linear functional on $L_{0}^{q}(B)$ satisfies

$$
\begin{equation*}
\|g\|_{L_{0}^{q}(B)^{*}} \leq\|L\|_{\left(H_{q, s}^{p}\right)^{*}}|B|^{1 / p-1 / q} . \tag{8.11}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\|g\|_{L_{0}^{q}(B)^{*}}=\inf _{P \in \mathcal{P}_{s}}\|g-P\|_{L^{q^{\prime}}(B)} \tag{8.12}
\end{equation*}
$$

This is, at least for $q<\infty$, an immediate consequence of an elementary fact from functional analysis

$$
L_{0}^{q}(B)^{*}=L^{q}(B)^{*} / L_{0}^{q}(B)^{\perp}=L^{q^{\prime}}(B) / \mathcal{P}_{s}
$$

where $L_{0}^{q}(B)^{\perp}=\left\{h \in L^{q}(B)^{*}:\left.h\right|_{L_{0}^{q}(B)}=0\right\}$ denotes the annihilator of the subspace $L_{0}^{q}(B) \subset L^{q}(B)$. The special case of (8.12) for $q=\infty$ requires similar
arguments and the fact that $g \in L^{1}(B)$ and $\|g-P\|_{L^{\infty}(B)^{*}}=\|g-P\|_{L^{1}(B)}$ for any $P \in \mathcal{P}_{s}$. Combining (8.11) and (8.12) we have for $l=1 / p-1$

$$
\begin{equation*}
\|g\|_{C_{q^{\prime}, s}^{l}}=\sup _{B \in \mathcal{B}}|B|^{-l-1 / q^{\prime}}\|g\|_{L_{0}^{q}(B)^{*}} \leq\|L\|_{\left(H_{q, s}^{p}\right)^{*}} \tag{8.13}
\end{equation*}
$$

which completes the first part of the proof of Theorem 8.3.
Conversely, suppose $g \in C_{q^{\prime}, s}^{l}$. Our goal is to show that functional $L_{g} f=\int g f$ defined initially for $f \in \Theta_{s}^{q}$, where

$$
\begin{equation*}
\Theta_{s}^{q}=\left\{f \in L^{q}\left(\mathbb{R}^{n}\right): \operatorname{supp} f \text { is compact and } \int_{\mathbb{R}^{n}} f(x) x^{\alpha} d x=0 \text { for }|\alpha| \leq s\right\} \tag{8.14}
\end{equation*}
$$

extends to a bounded functional on $H_{q, s}^{p}$ and $\left\|L_{g}\right\|_{\left(H_{q, s}^{p}\right)^{*}} \leq\|g\|_{C_{q^{\prime}, s}^{l}}$.
Suppose $a$ is $(p, q, s)$-atom associated to the dilated ball $B=x_{0}+B_{k}$. Since $\int g a=\int(g-P) a$ for all $P \in \mathcal{P}_{s}$ we have

$$
\begin{align*}
\left|L_{g} a\right| & =\left|\int g a\right|=\inf _{P \in \mathcal{P}_{s}}\left|\int(g-P) a\right| \\
& \leq\left(\int_{B}|a|^{q}\right)^{1 / q}\left(\inf _{P \in \mathcal{P}_{s}} \int|g-P|^{q^{\prime}}\right)^{1 / q^{\prime}}  \tag{8.15}\\
& \leq|B|^{1 / q-1 / p}|B|^{l+1 / q^{\prime}}\left(\inf _{P \in \mathcal{P}_{s}} \int|g-P|^{q^{\prime}}\right)^{1 / q^{\prime}}=\|g\|_{C_{q^{\prime}, s}^{l}}
\end{align*}
$$

At this moment the reader might be tempted to use Lemma 8.2. That is we can try to define $L_{g} f$ for arbitrary $f \in H^{p}$ by using the atomic decomposition of $f$,

$$
\begin{equation*}
L_{g} f=\sum_{i=1}^{\infty} \kappa_{i} L_{g} a_{i}, \quad \text { where } f=\sum_{i=1}^{\infty} \kappa_{i} a_{i} \tag{8.16}
\end{equation*}
$$

Since for every $\varepsilon>0$ we can choose a decomposition so that $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p} \leq(1+$ $\varepsilon)\|f\|_{H_{q, s}^{p}}^{p}$ we have

$$
\begin{equation*}
\left|L_{g} f\right| \leq \sum_{i=1}^{\infty}\left|\kappa_{i}\right|\left|L_{g} a_{i}\right| \leq\|g\|_{C_{q^{\prime}, s}^{l}}\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p} \leq(1+\varepsilon)\|g\|_{C_{q^{\prime}, s}^{l}}\|f\|_{H_{q, s}^{p}} \tag{8.17}
\end{equation*}
$$

This may seem to show that $L_{g}$ is bounded with the appropriate constant.
The problem with this argument is the issue of well-definedness of $L_{g}$. Namely, given $g \in C_{q^{\prime}, s}^{l}$, we ought to make sure that if $f \in \Theta_{s}^{q}$ has an atomic decomposition $f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}$ then necessarily

$$
\int f g=\sum_{i=1}^{\infty} \kappa_{i} \int a_{i} g
$$

As we will see this fact is very non-trivial and it requires a rather subtle approximation argument. For the classical isotropic case, the interested reader is directed to [GR, Section III.5], where detailed exposition of this fact can be found. Note that there is no problem if $g$ belongs to the Schwartz class, since the atomic decomposition of $f$ converges in the sense of distributions.

The following lemma comes to the rescue.

Lemma 8.4. Suppose that $(p, q, s)$ is admissible and $f \in \Theta_{s}^{q}$, where $\Theta_{s}^{q}$ is given by (8.14). Suppose $g \in C_{q^{\prime}, s}^{l}, 1 / q+1 / q^{\prime}=1, l=1 / p-1$. There exists $\tilde{s} \geq s$ so that if $f$ is decomposed into $f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}$, where $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}<\infty$ and $a_{i}$ 's are ( $p, q, \tilde{s}$ )-atoms, then

$$
\begin{equation*}
L_{g} f=\int f g=\sum_{i=1}^{\infty} \kappa_{i} \int a_{i} g=\sum_{i=1}^{\infty} \kappa_{i} L_{g} a_{i} \tag{8.18}
\end{equation*}
$$

Given Lemma 8.4 the rest of the proof is immediate. Suppose $f \in \Theta_{s}^{q}$. By Theorem 6.5 we can find an atomic decomposition of $f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}$, where

$$
\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p} \leq 2\|f\|_{H_{q, \tilde{s}}^{p}} \leq C\|f\|_{H_{q, s}^{p}}
$$

and $a_{i}$ 's are $(p, q, \tilde{s})$-atoms. By (8.15) and (8.18)

$$
\begin{equation*}
\left|L_{g} f\right| \leq \sum_{i=1}^{\infty}\left|\kappa_{i}\right|\left|L_{g} a_{i}\right| \leq\|g\|_{C_{q^{\prime}, s}^{l}}\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p} \leq C\|g\|_{C_{q^{\prime}, s}^{l}}\|f\|_{H_{q, s}^{p}} \tag{8.19}
\end{equation*}
$$

Therefore, $L_{g}$ extends uniquely to a bounded functional on $H_{q, s}^{p}$. Furthermore, by Lemma 8.2 and (8.15) $\left\|L_{g}\right\|_{\left(H_{q, s}^{p}\right)^{*}} \leq\|g\|_{C_{q^{\prime}, s}^{l}}$. This finishes the proof of Theorem 8.3.

Remark. As a consequence of Theorem 8.3 we conclude that if we write $f=$ $\sum_{i=1}^{\infty} \kappa_{i} a_{i} \in \Theta_{s}^{q}$, where $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}<\infty$ and $a_{i}$ 's are ( $p, q, s$ )-atoms then (8.18) still holds. As an indication why this result is non-trivial we recall the following observation due to Meyer, see [GR, MTW].

In Definition 4.3 of the atomic norm $\|f\|_{H_{q, s}^{p}}$, it is not legitimate to take the infimum only over finite linear combinations of atoms even in the case when $f$ admits such a finite decomposition, e.g., when $f$ is itself an atom. Indeed, such infimum may be much larger than $\|f\|_{H_{q, s}^{p}}$, which is evidenced by an example due to Meyer, see [GR, Chapter III.8.3]. Therefore, even though finite linear combinations of atoms are dense in $H^{p}$, in order to compute their $H^{p}$ norm, it is not enough to look only at finite decompositions.

To show Lemma 8.4 we need the following approximation lemma.
Lemma 8.5. Suppose $g \in C_{q^{\prime}, s}^{l}$, where $l \geq 0,1 \leq q^{\prime} \leq \infty, s=0,1, \ldots$ There exists $\tilde{s} \geq s$, a constant $C>0$ independent of $g$, and a sequence of test functions $\left(g_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{S}$ so that

$$
\begin{equation*}
\left\|g_{k}\right\|_{C_{q^{\prime}, \tilde{s}}^{l}} \leq C\|g\|_{C_{q^{\prime}, s}^{l}} \quad \text { for all } k \in \mathbb{N} \tag{8.20}
\end{equation*}
$$

and $\left(1 / q+1 / q^{\prime}=1\right)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{n}} f(x) g_{k}(x) d x=\int_{\mathbb{R}^{n}} f(x) g(x) d x \quad \text { for all } f \in \Theta_{s}^{q}, \tag{8.21}
\end{equation*}
$$

We are going to use two simple observations about Campanato spaces. Firstly, note that if $D_{A} g(x)=g(A x)$ then

$$
\begin{align*}
& \left\|D_{A} g\right\|_{C_{q^{\prime}, s}^{l}}=\sup _{\substack{x_{0} \in \mathbb{R}^{n} \\
k \in \mathbb{Z}}} \inf _{P \in \mathcal{P}_{s}}\left|B_{k}\right|^{-l}\left(\frac{1}{\left|B_{k}\right|} \int_{x_{0}+B_{k}}|g(A x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& =\sup _{\substack{x_{0} \in \mathbb{R}^{n} \\
k \in \mathbb{Z}}} \inf _{P \in \mathcal{P}_{s}} b^{l}\left|B_{k+1}\right|^{-l}\left(\frac{1}{\left|B_{k+1}\right|} \int_{A x_{0}+B_{k+1}}|g(x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}}  \tag{8.22}\\
& =b^{l}\|g\|_{C_{q^{\prime}, s}^{l}}
\end{align*}
$$

Secondly, we can define an equivalent norm on $C_{q^{\prime}, s}^{l}$ by setting

$$
\begin{gather*}
\||g|\|_{C_{q^{\prime}, s}^{l}}=\sup _{B \in \mathcal{B}}|B|^{-l}\left(\frac{1}{|B|} \int_{B}\left|g(x)-\pi_{B} g(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \quad\left(1 \leq q^{\prime}<\infty\right)  \tag{8.23}\\
\|\|g\|\|_{C_{\infty, s}^{l}}=\sup _{B \in \mathcal{B}}|B|^{-l} \operatorname{ess} \sup _{x \in B}\left|g(x)-\pi_{B} g(x)\right| \quad\left(q^{\prime}=\infty\right) \tag{8.24}
\end{gather*}
$$

where $\pi_{B} g$ is the natural projection on $\mathcal{P}_{s}$ given by (8.8). Indeed, for any $B \in \mathcal{B}$ and $P \in \mathcal{P}_{s}$ by the Minkowski inequality we have

$$
\begin{aligned}
& \left(\frac{1}{|B|} \int_{B}\left|g(x)-\pi_{B} g(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& \quad \leq\left(\frac{1}{|B|} \int_{B}|g(x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}}+\left(\frac{1}{|B|} \int_{B}\left|P(x)-\pi_{B} g(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& \quad \leq\left(\frac{1}{|B|} \int_{B}|g(x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}}+C \frac{1}{|B|} \int_{B}|g(x)-P(x)| d x \\
& \quad \leq(C+1)\left(\frac{1}{|B|} \int_{B}|g(x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}}
\end{aligned}
$$

using $P(x)-\pi_{B} g(x)=\pi_{B}(P-g)(x)$ and (8.9). Therefore we have

$$
\begin{equation*}
\|g\|_{C_{q^{\prime}, s}^{l}} \leq\| \| g\left\|_{C_{q^{\prime}, s}^{l}} \leq(C+1)\right\| g \|_{C_{q^{\prime}, s}^{l}} \quad \text { for all } g \in C_{q^{\prime}, s}^{l} \tag{8.25}
\end{equation*}
$$

Proof of Lemma 8.5. Suppose $g \in C_{q^{\prime}, s}^{l}$. Take a nonnegative function $\varphi \in$ $C^{\infty}$ with compact support and $\int \varphi=1$. Let $\varphi_{k}(x)=b^{-k} \varphi\left(A^{-k} x\right)$. If $q^{\prime}<\infty$ then

$$
g * \varphi_{k} \rightarrow g \quad \text { in } L_{\mathrm{loc}}^{q^{\prime}}\left(\mathbb{R}^{n}\right) \quad \text { as } k \rightarrow-\infty
$$

Indeed, it suffices to apply Theorem 6.8 in $L^{q^{\prime}}$ for truncations $g \mathbf{1}_{\mathbf{B}(0, r)}$ for sufficiently large $r>0$. Therefore

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(x)\left(g * \varphi_{k}\right)(x) d x \rightarrow \int_{\mathbb{R}^{n}} f(x) g(x) d x \quad \text { as } k \rightarrow \infty \quad \text { for all } f \in \Theta_{s}^{q} \tag{8.26}
\end{equation*}
$$

If $q^{\prime}=\infty$ we use Theorem 3.7 applied for truncations $g \mathbf{1}_{\mathbf{B}(0, r)}$ for sufficiently large $r>0$ to obtain

$$
\left(g * \varphi_{k}\right)(x) \rightarrow g(x) \quad \text { as } k \rightarrow-\infty \quad \text { for a.e. } x \in \mathbb{R}^{n}
$$

By the Lebesgue Dominated Convergence Theorem (8.26) holds also for $q^{\prime}=\infty$. Clearly, $g * \varphi_{k} \in C^{\infty}$ and moreover

$$
\begin{equation*}
\left\|g * \varphi_{k}\right\|_{C_{q^{\prime}, s}^{l}} \leq\| \| g\| \|_{C_{q^{\prime}, s}^{l}} \quad \text { for all } k \in \mathbb{N} . \tag{8.27}
\end{equation*}
$$

Indeed, for every $B \in \mathcal{B}$ and $k \in \mathbb{N}$ define a function $P_{k}$ by

$$
P_{k}(x)=\int_{\mathbb{R}^{n}} \pi_{-y+B} g(x-y) \varphi_{k}(y) d y
$$

Since we can write $\pi_{-y+B} g(x-y)=\sum_{|\alpha| \leq s} c_{\alpha}(y)(x-y)^{\alpha}$ and the coefficients $c_{\alpha}(y)$ are continuous functions of $y, P_{k}$ is a polynomial of degree $\leq s$. By the Minkowski inequality

$$
\begin{aligned}
& \left(\frac{1}{|B|} \int_{B}\left|\left(g * \varphi_{k}\right)(x)-P_{k}(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& =\left(\frac{1}{|B|} \int_{B}\left|\int_{\mathbb{R}^{n}}\left(g(x-y)-\pi_{-y+B} g(x-y)\right) \varphi_{k}(y) d y\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& \leq \int_{\mathbb{R}^{n}}\left(\frac{1}{|B|} \int_{B}\left|g(x-y)-\pi_{-y+B} g(x-y)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}}\left|\varphi_{k}(y)\right| d y \\
& =\int_{\mathbb{R}^{n}}\left(\frac{1}{|-y+B|} \int_{-y+B}\left|g(z)-\pi_{-y+B} g(z)\right|^{q^{\prime}} d z\right)^{1 / q^{\prime}} \varphi_{k}(y) d y \leq\left|\left\|\left.g\left|\|\left.\right|_{q_{q^{\prime}, s}^{l}}\right| B\right|^{l} .\right.\right.
\end{aligned}
$$

This shows (8.27).
Formulae (8.26) and (8.27) suggest that it is enough to show the lemma for $g \in C_{q^{\prime}, s}^{l} \cap C^{\infty}$. That is indeed the case. Let $\phi \in C^{\infty}$ be such that $\operatorname{supp} \phi \subset B_{0}$, $0 \leq \phi(x) \leq 1$, and $\phi(x)=1$ for $x \in B_{-1}$. We claim that there is a constant $C$ and $\tilde{s} \geq s$ such that

$$
\begin{equation*}
\left\|\left(g-\pi_{B_{0}} g\right) \phi\right\|_{C_{q^{\prime}, s}^{l}} \leq C\|g\|_{C_{q^{\prime}, s}^{l}} \quad \text { for all } g \in C_{q^{\prime}, s}^{l} \cap C^{\infty} \tag{8.28}
\end{equation*}
$$

Indeed, take any $g \in C_{q^{\prime}, s}^{l} \cap C^{\infty}$ with $\|\|g\|\|_{C_{q^{\prime}, s}^{l}} \leq 1$. For brevity, we only consider the case $q^{\prime}<\infty$; the case $q^{\prime}=\infty$ uses a similar argument. Let $G=g-\pi_{B_{0}} g$. Since $\operatorname{supp} \phi \subset B_{0}, \int_{\mathbb{R}^{n}}|G \phi|^{q^{\prime}} \leq \int_{B_{0}}|G|^{q^{\prime}} \leq\left|B_{0}\right|^{l q^{\prime}+1}=1$. Therefore, if we take ball $B \in \mathcal{B}, B=x_{0}+B_{k}$ and $k \geq 0$ then

$$
|B|^{-l}\left(\frac{1}{|B|} \int_{B}|G(x) \phi(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \leq 1
$$

Hence, to show (8.28) we can restrict to balls $B=x_{0}+B_{k}$ with $k<0$. Let $P_{1}=\pi_{B} g=\pi_{B} G$. Ву (8.9)

$$
\begin{equation*}
\left(\frac{1}{|B|} \int_{B}\left|P_{1}(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \leq C\left(\frac{1}{|B|} \int_{B}|G(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \leq C b^{-k / q^{\prime}} \tag{8.29}
\end{equation*}
$$

Let $P_{2}(x)$ be the Taylor polynomial of $\phi$ at $x_{0}$ of degree $r$ (to be specified later), i.e., $P_{2}(x)=\sum_{|\alpha| \leq r} \partial^{\alpha} \phi\left(x_{0}\right)\left(x-x_{0}\right)^{\alpha} / \alpha$.. By the Taylor Theorem the remainder satisfies $\left|\phi(x)-P_{2}(x)\right| \leq C^{\prime}\left|x-x_{0}\right|^{r+1}$ with the constant $C^{\prime}$ independent of $x_{0}$.

Finally, let $P(x)=P_{1}(x) P_{2}(x)$ be a polynomial of degree at most $\tilde{s}=s+r$. By the Minkowski inequality and (8.29)

$$
\begin{aligned}
& \left(\int_{B}|G(x) \phi(x)-P(x)|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \leq \\
& \left(\int_{B}\left|G(x) \phi(x)-P_{1}(x) \phi(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}}+\left(\int_{B}\left|P_{1}(x) \phi(x)-P_{1}(x) P_{2}(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& \leq \|\left.\phi\right|_{\infty}\left(\int_{B}\left|G(x)-P_{1}(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}}+\sup _{x \in B}\left|\phi(x)-P_{2}(x)\right|\left(\int_{B}\left|P_{1}(x)\right|^{q^{\prime}} d x\right)^{1 / q^{\prime}} \\
& \leq|B|^{l+1 / q^{\prime}}+b^{-k / q^{\prime}} C^{\prime} \sup _{x \in x_{0}+B_{k}}\left|x-x_{0}\right|^{r+1} \leq|B|^{l+1 / q^{\prime}}+b^{-k / q^{\prime}} C^{\prime}\left(c \lambda_{-}^{k}\right)^{r+1} \\
& \leq|B|^{l+1 / q^{\prime}}+C b^{-k / q^{\prime}} b^{k\left(l+2 / q^{\prime}\right)}=(C+1)|B|^{l+1 / q^{\prime}}
\end{aligned}
$$

Here we need to choose $r$ large enough such that $\lambda_{-}^{r+1} \geq b^{l+2 / q^{\prime}}$, i.e., take $r=$ $\left\lfloor\left(l+2 / q^{\prime}\right) \ln b / \ln \lambda_{-}\right\rfloor$. Since $B \in \mathcal{B}$ is arbitrary this shows (8.28) with $\tilde{s}=s+r$.

We are now ready to define a sequence $\left(g_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{S}$ for $g \in C_{q^{\prime}, s}^{l} \cap C^{\infty}$. Let $\tilde{g}_{k}=D_{A^{k}} g$ and $g_{k}=D_{A^{-k}}\left(\left(\tilde{g}_{k}-\pi_{B_{0}} \tilde{g}_{k}\right) \phi\right)$. By (8.22) and (8.28)

$$
\left\|\left(\tilde{g}_{k}-\pi_{B_{0}} \tilde{g}_{k}\right) \phi\right\|_{C_{q^{\prime}, \tilde{s}}^{l}} \leq C\left\|\tilde{g}_{k}\right\|_{C_{q^{\prime}, s}^{l}}=C b^{k l}\|g\|_{C_{q^{\prime}, s}^{l}}
$$

Therefore (8.20) holds, since

$$
\begin{equation*}
\left\|g_{k}\right\|_{C_{q^{\prime}, \tilde{s}}^{l}}=b^{-k l}\left\|\left(\tilde{g}_{k}-\pi_{B_{0}} \tilde{g}_{k}\right) \phi\right\|_{C_{q^{\prime}, \tilde{s}}^{l}} \leq C\|g\|_{C_{q^{\prime}, s}^{l}} \tag{8.30}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\text { 1) } g_{k}(x)=g(x)-\left(D_{A^{-k}} \circ \pi_{B_{0}} \circ D_{A^{k}}\right) g(x)=g(x)-\pi_{B_{k}} g(x) \quad \text { for } x \in B_{k-1} \tag{8.31}
\end{equation*}
$$

Thus (8.21) also holds.
To end the proof we must relax the assumption that $g \in C^{\infty}$. Suppose $g \in C_{q^{\prime}, s}^{l}$ is arbitrary. Define the sequence $\left(g_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{S}$ by $g_{k}=D_{A^{-k}}\left(\left(\tilde{g}_{k}-\pi_{B_{0}} \tilde{g}_{k}\right) \phi\right)$, where $\tilde{g}_{k}=D_{A^{k}}\left(g * \varphi_{k}\right)$. Combining (8.27) and (8.30) yields (8.20), whereas (8.26) and (8.31) yield (8.21), completing the proof of Lemma 8.5.

To completely finish the proof of the duality of $H^{p}$ spaces we must establish Lemma 8.4.

Proof of Lemma 8.4. Suppose $f \in \Theta_{s}^{q}$ is decomposed into $f=\sum_{i=1}^{\infty} \kappa_{i} a_{i}$, where $\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}<\infty$ and $a_{i}$ 's are $(p, q, \tilde{s})$-atoms, where $\tilde{s} \geq s$ is the same as in Lemma 8.5. Suppose also that $g \in C_{q^{\prime}, s}^{l}, 1 / q+1 / q^{\prime}=1, l=1 / p-1$. Let $\left(g_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{S}$ be a sequence guaranteed by Lemma 8.5. For every $k \in \mathbb{N}$ we have

$$
\begin{equation*}
L_{g_{k}} f=\int f g_{k}=\sum_{i=1}^{\infty} \kappa_{i} \int a_{i} g_{k}=\sum_{i=1}^{\infty} \kappa_{i} L_{g_{k}} a_{i} \tag{8.32}
\end{equation*}
$$

since convergence in $H^{p}$ implies convergence in $\mathcal{S}^{\prime}$ by Theorem 4.5. By (8.21)

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{n}} a_{i}(x) g_{k}(x) d x=\int_{\mathbb{R}^{n}} a_{i}(x) g(x) d x \quad \text { for all } i \in \mathbb{N}
$$

By (8.15) and (8.20) we have $\left|L_{g_{k}} a_{i}\right| \leq\left\|g_{k}\right\|_{C_{q^{\prime}, \tilde{s}}^{l}} \leq C| | g \|_{C_{q^{\prime}, s}^{l}}$. Since $\sum_{i=1}^{\infty}\left|\kappa_{i}\right| \leq$ $\left(\sum_{i=1}^{\infty}\left|\kappa_{i}\right|^{p}\right)^{1 / p}<\infty$ we can take limit as $k \rightarrow \infty$ in (8.32) by the Lebesgue Dominated Convergence Theorem applied to the counting measure on $\mathbb{N}$. This shows (8.18).

As an immediate consequence of Theorems 6.5 and 8.3 we have
Corollary 8.6. Suppose that $l \geq 0,1 \leq q, q^{\prime} \leq \infty\left(q, q^{\prime}<\infty\right.$ if $\left.l=0\right)$, and $s, s^{\prime} \geq\left\lfloor l \ln b / \ln \lambda_{-}\right\rfloor$. Then $C_{q, s}^{l}=C_{q^{\prime}, s^{\prime}}^{l}$ and the seminorms $\|\cdot\|_{C_{q, s}^{l}},\|\cdot\|_{C_{q^{\prime}, s^{\prime}}^{l}}$ are equivalent. If $l=0$ then $C_{q, s}^{0}=C_{1,0}^{0}$ is the space of BMO (bounded mean oscillation).

The following simple proposition is very useful.
Proposition 8.7. Suppose $g \in C^{N}\left(\mathbb{R}^{n}\right)$ is bounded and all partial derivatives $\partial^{\alpha} g$ of order $N,|\alpha|=N$, are bounded. Then for every $0 \leq l \leq N \ln \lambda_{-} / \ln b$ and $s \geq\left\lfloor l \ln b / \ln \lambda_{-}\right\rfloor, g \in C_{\infty, s}^{l}$.

Proof. The case $N=0$ is trivial. If $N \geq 1$ then by Corollary 8.6 it suffices to show that $g \in C_{\infty, N-1}^{l}$. We need to show that there exists a constant $C$ such that for every dilated ball $B \in \mathcal{B}$,

$$
\begin{equation*}
\inf _{P \in \mathcal{P}_{N-1}} \sup _{x \in B}|g(x)-P(x)| \leq C|B|^{l} \tag{8.33}
\end{equation*}
$$

Since $g$ is bounded, (8.33) trivially holds for large balls with $|B| \geq 1$. Take any $B=x_{0}+B_{k} \in \mathcal{B}$, where $x_{0} \in \mathbb{R}^{n}$ and $k<0$. Let $P(x) \in \mathcal{P}_{N-1}$ be the Taylor polynomial of $g$ at the point $x_{0}$ of order $N-1$. By the Taylor Remainder Theorem

$$
|g(x)-P(x)| \leq C \sup _{|\alpha|=N}\left\|\partial^{\alpha} g\right\|_{\infty} \sup _{z \in B_{k}}|z|^{N} \leq C\left(\lambda_{-}\right)^{N k} \quad \text { for all } x \in B .
$$

Since $\left(\lambda_{-}\right)^{N} \geq b^{l}$, we obtain (8.33).

There are redundant alternative ways of defining Campanato spaces. Let $\Delta_{h}$ denote the difference operator by a vector $h \in \mathbb{R}^{n}$, i.e., $\Delta_{h} g(x)=g(x+h)-g(x)$. Suppose that $l>0$ and $s \geq 1$. Define by $C_{s}^{l}$ the space of all continuous functions $g$ on $\mathbb{R}^{n}$ such that

$$
\left|\Delta_{h_{1}} \ldots \Delta_{h_{s}} g(x)\right| \leq c\left(\rho\left(h_{1}\right)+\ldots+\rho\left(h_{s}\right)\right)^{l} \quad \text { for all } x \in \mathbb{R}^{n},\left(h_{1}, \ldots, h_{s}\right) \in\left(\mathbb{R}^{n}\right)^{s}
$$

for some constant $c$. The infimum over all constants $c$ satisfying the above defines the seminorm of $g$ in $C_{s}^{l}$. Some effort is needed to show that $C_{q, s}^{l}=C_{s}^{l}$ for sufficiently large $s$ and $1 \leq q \leq \infty$, see [Gr, Ja, JTW, Kr] for the isotropic case.

Example. The best known example of Campanato spaces occurs when the dilation $A$ defines the usual isotropic structure on $\mathbb{R}^{n}$, for example if $A=2 I d$. In this case the Campanato spaces $C_{q, s}^{l}\left(\mathbb{R}^{n}\right)$ coincide with the homogeneous Hölder spaces $\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)$ (sometimes also called Lipshitz spaces $\Lambda_{\gamma}\left(\mathbb{R}^{n}\right)$ ) with $\gamma=n l$, for the proof see [GR, Section III.5].

The space $\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)$ for $\gamma>0$ is defined as follows. Let $\gamma=\lceil\gamma\rceil+\gamma^{\prime}-1$, $0<\gamma^{\prime} \leq 1$. The space $\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)$ consists of all functions $g$ in $C^{\lceil\gamma\rceil-1}\left(\mathbb{R}^{n}\right)(\lceil\gamma\rceil-1$
times continuously differentiable) with the norm

$$
\begin{aligned}
& \|g\|_{\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)}=\sup _{|\alpha|=\lceil\gamma\rceil-1} \sup _{h \in \mathbb{R}^{n} \backslash\{0\}}|h|^{-\gamma^{\prime}}\left\|\Delta_{h} \partial^{\alpha} g\right\|_{\infty} \quad \text { if } \gamma^{\prime}<1, \\
& \|g\|_{\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)}=\sup _{|\alpha|=\lceil\gamma\rceil-1} \sup _{h \in \mathbb{R}^{n} \backslash\{0\}}|h|^{-1}\left\|\Delta_{h}^{2} \partial^{\alpha} g\right\|_{\infty} \quad \text { if } \gamma^{\prime}=1 .
\end{aligned}
$$

For example, if $0<\gamma<1$ then $\dot{C}^{\gamma}\left(\mathbb{R}^{n}\right)$ is the usual Hölder space consisting of all functions $g$ satisfying

$$
|g(x+h)-g(x)| \leq c|h|^{\gamma} \quad \text { for all } x, h \in \mathbb{R}^{n},
$$

and if $\gamma=1$ then $\dot{C}^{1}\left(\mathbb{R}^{n}\right)$ is the Zygmund class $[\mathrm{Zy}]$ consisting of all functions $g$ satisfying

$$
|g(x+2 h)-2 g(x+h)+g(x)| \leq c|h| \quad \text { for all } x, h \in \mathbb{R}^{n}
$$

## 9. Calderón-Zygmund singular integrals on $H^{p}$

In this section we present the theory of Calderón-Zygmund singular integrals on the anisotropic $H^{p}$ spaces for $0<p \leq 1$. For $p>1$ this theory reduces to studying $L^{p}$ spaces and therefore follows from the general theory of CalderónZygmund singular integrals on the spaces of homogeneous type, see [St2, Chapter 1.5].

We start with some preliminaries. Let $T: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ be a continuous linear operator. By the Schwartz Kernel Theorem there exists $S \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\langle T(f), g\rangle=\langle S, g \otimes f\rangle \quad \text { for all } f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) . \tag{9.1}
\end{equation*}
$$

Let $\Omega=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: x \neq y\right\}$. We say that a distribution $S$ is regular on $\Omega$ if there exists a locally integrable function $K(x, y)$ on $\Omega$ such that

$$
\begin{equation*}
S(G)=\int_{\Omega} K(x, y) G(x, y) d x d y \quad \text { for all } G \in \mathcal{S}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right), \overline{\operatorname{supp} G} \subset \Omega \tag{9.2}
\end{equation*}
$$

Definition 9.1. Let $T: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ be a continuous linear operator. We say that $T$ is a Calderón-Zygmund operator (with respect to a dilation $A$ with a quasi-norm $\rho$ ) if there are constants $C>0, \gamma>0$ such that
(i) a distribution $S$ given by (9.1) is regular on $\Omega$ with kernel $K$ satisfying

$$
\begin{equation*}
|K(x, y)| \leq C / \rho(x-y) \tag{9.3}
\end{equation*}
$$

(ii) If $(x, y) \in \Omega$ and $\rho\left(x^{\prime}-x\right) \leq \rho(x-y) / b^{2 \omega}$ then

$$
\begin{equation*}
\left|K\left(x^{\prime}, y\right)-K(x, y)\right| \leq C \frac{\rho\left(x^{\prime}-x\right)^{\gamma}}{\rho(x-y)^{1+\gamma}} \tag{9.4}
\end{equation*}
$$

(iii) If $(x, y) \in \Omega$ and $\rho\left(y^{\prime}-y\right) \leq \rho(x-y) / b^{2 \omega}$ then

$$
\begin{equation*}
\left|K\left(x, y^{\prime}\right)-K(x, y)\right| \leq C \frac{\rho\left(y^{\prime}-y\right)^{\gamma}}{\rho(x-y)^{1+\gamma}} \tag{9.5}
\end{equation*}
$$

(iv) $T$ extends to a continuous linear operator on $L^{2}\left(\mathbb{R}^{n}\right)$ with $\|T\| \leq C$.

A few remarks are needed. It can be shown that operators in the above class are bounded from $L^{1}$ to weak- $L^{1}$. This follows from the general theory of CalderónZygmund operators defined on arbitrary spaces of homogeneous type, see [St2, Chapter 1]. By the Marcinkiewicz Interpolation Theorem they are bounded from $L^{p}$ into $L^{p}$ for $1<p \leq 2$. By taking duals they are also bounded for $2 \leq p<\infty$, hence in the range $1<p<\infty$. To obtain these conclusions, conditions (ii) and (iii) in Definition 9.1 can be relaxed to the weaker Hörmander integral conditions [Hö].

The condition (iv) immediately implies that $T: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ is bounded. We adopt this seemingly redundant definition because in many situations the boundedness of $T$ on $L^{2}$ is not automatic. The operators satisfying all the conditions in Definition 9.1 except (iv) are sometimes called generalized Calderón-Zygmund operators. The famous $T(1)$ Theorem of David and Journé [DJ] gives a necessary and sufficient condition for such $T$ to be bounded on $L^{2}$. This result was further generalized by David, Journé and Semmes [DJS] to the setting of spaces of homogeneous type and to the more general $T(b)$ Theorem, where $b$ belongs to the special class of admissible functions, see also $[\mathrm{Dv}]$.

Since we are interested in boundedness results on $H^{p}$ spaces, $0<p \leq 1$, we must require much stricter conditions on the kernel $K(x, y)$ than those given by (ii) and (iii). These conditions are known in the case when the dilation $A$ is diagonalizable over $\mathbb{R}$ and they involve the appropriate decay of the directional derivatives taken with respect to the eigenvectors of $A$, see [St2, Chapter 13.5] and [FoS, Chapter $6]$. For general dilations we must be more careful, requiring smoothness estimates which hold uniformly after rescaling to the scale zero.

Defintion 9.2. We say that $T$ is a Calderón-Zygmund operator of order $m$ if $T$ satisfies Definition 9.1 with $K(x, y)$ in the class $C^{m}$ as a function of $y$. We also require that there exists a constant $C$ such that for every $(x, y) \in \Omega$

$$
\begin{equation*}
\left|\partial_{y}^{\alpha}\left[K\left(\cdot, A^{k} \cdot\right)\right]\left(x, A^{-k} y\right)\right| \leq C / \rho(x-y)=C b^{-k} \quad \text { for }|\alpha| \leq m \tag{9.6}
\end{equation*}
$$

where $k \in \mathbb{Z}$ is the unique integer such that $x-y \in B_{k+1} \backslash B_{k}$. More formally, $\partial_{y}^{\alpha}\left[K\left(\cdot, A^{k} \cdot\right)\right]\left(x, A^{-k} y\right)$ means $\partial_{y}^{\alpha} \tilde{K}\left(x, A^{-k} y\right)$, where $\tilde{K}(x, y)=K\left(x, A^{k} y\right)$.

In short, we say that $T$ is (CZ-m) and the smallest $C$ fulfilling conditions (i)-(iv) of Definition 9.1 and (9.6) is denoted by $\|T\|_{(m)}$.

Example. In the case when $A$ is an isotropic dilation, in particular, if $A$ is a multiple of the identity, then (9.6) takes the familiar form

$$
\left|\partial_{y}^{\alpha} K(x, y)\right| \leq C|x-y|^{-n-|\alpha|} \quad \text { for }|\alpha| \leq m
$$

More generally, suppose $A$ is a diagonal matrix with diagonal terms $e^{a_{1}}, \ldots, e^{a_{n}}$, where $a_{1}, \ldots, a_{n}>0$ and $a=a_{1}+\ldots+a_{n}$. Then $\rho$ given by $\rho\left(x_{1}, \ldots, x_{n}\right)=$ $\max _{1 \leq i \leq n}\left|x_{i}\right|^{a / a_{i}}$ is a quasi-norm associated with $A$. Pick any $x, y \in \Omega$ with $|\operatorname{det} \bar{A}|^{\bar{k}} \leq \rho(x-y)<|\operatorname{det} A|^{k+1}$ for some $k \in \mathbb{Z}$. Since

$$
\left|\partial_{y}^{\alpha}\left[K\left(\cdot, A^{k} \cdot\right)\right]\left(x, A^{-k} y\right)=e^{k\left(\alpha_{1} a_{1}+\ldots+\alpha_{n} a_{n}\right)}\right| \partial_{y}^{\alpha} K(x, y) \mid \leq C \rho(x-y)^{-1}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, the condition (9.6) takes a more familiar form

$$
\left|\partial_{y}^{\alpha} K(x, y)\right| \leq C \rho(x-y)^{-1-\left(\alpha_{1} a_{1}+\ldots+\alpha_{n} a_{n}\right) / a} \quad \text { for }|\alpha| \leq m
$$

see [St2, Chapter 13.5]. However, if $A$ has some non-trivial blocks in its Jordan decomposition then (9.6) does not have a more explicit form due to the complexity of the action of $A$ on $\mathbb{R}^{n}$.

The following basic fact provides a sufficient condition for a function to belong to $H^{p}$.

Lemma 9.3. Let $(p, q, s)$ be admissible and $\delta>\max \left(1 / p, s \ln \lambda_{+} / \ln b+1\right)$. Suppose that $f$ is a measurable function on $\mathbb{R}^{n}$ such that for some constant $C>0$ we have

$$
\begin{gather*}
\left(\frac{1}{\left|B_{k}\right|} \int_{B_{k}}|f(x)|^{q} d x\right)^{1 / q} \leq C\left|B_{k}\right|^{-1 / p} \quad \text { for some } k \in \mathbb{Z}  \tag{9.7}\\
|f(x)| \leq C\left|B_{k}\right|^{-1 / p} \rho\left(A^{-k} x\right)^{-\delta} \quad \text { for } x \in B_{k}^{\mathbf{c}}  \tag{9.8}\\
\int_{\mathbb{R}^{n}} f(x) x^{\alpha} d x=0 \quad \text { for }|\alpha| \leq s \tag{9.9}
\end{gather*}
$$

Then $f \in H^{p}$ with $\|f\|_{H_{q, s}^{p}} \leq C^{\prime}$, where $C^{\prime}$ depends only on $C$.

We remark that (9.9) is meaningful since $|f(x)|\left(1+|x|^{s}\right)$ is integrable by (9.7) and (9.8). Indeed, by Lemma 3.2

$$
|f(x) \| x|^{s} \leq C \rho\left(A^{-k} x\right)^{-\delta} c^{\prime} \rho(x)^{s \ln \lambda_{+} / \ln b}=C c^{\prime} b^{k \delta} \rho(x)^{s \ln \lambda_{+} / \ln b-\delta} \quad \text { for } \rho(x) \geq 1
$$

Proof. Given a ball $B \in \mathcal{B}$ consider the natural projection $\pi_{B}: L^{1}(B) \rightarrow \mathcal{P}_{s}$ given by (8.8). Define the complementary projection $\tilde{\pi}_{B}=I d-\pi_{B}$, i.e., $\tilde{\pi}_{B} f=$ $f-\pi_{B} f$. By (8.9) $\tilde{\pi}_{B}$ is bounded on $L^{q}(B)$, i.e.,

$$
\begin{equation*}
\left\|\tilde{\pi}_{B} f\right\|_{L^{q}(B)} \leq C_{0}\|f\|_{L^{q}(B)} \tag{9.10}
\end{equation*}
$$

with the constant $C_{0}$ independent of $B \in \mathcal{B}$. Moreover,

$$
\int_{B} \tilde{\pi}_{B} f(x) x^{\alpha}=0 \quad \text { for }|\alpha| \leq s
$$

We want to represent $f$ as a combination of atoms. To do this define the sequence of functions $\left(g_{j}\right)_{j=k}^{\infty}$ by $g_{j}=\tilde{\pi}_{B_{j}}(f) \mathbf{1}_{B_{j}}$. Clearly, $\operatorname{supp} g_{j} \subset B_{j}$ for $j \geq k$. Since $\left\|g_{k}\right\|_{q} \leq C_{0}\left\|f \mathbf{1}_{B_{k}}\right\|_{q} \leq C_{0} C\left|B_{k}\right|^{1 / q-1 / p}$ and $g_{k}$ has vanishing moments up to order $s, g_{k}$ is at most $C_{0} C$ multiplicity of some ( $p, q, s$ )-atom (namely $\left(C_{0} C\right)^{-1} g_{k}$ ).

We claim that $g_{j} \rightarrow f$ in $L^{1}$ (and hence in $\mathcal{S}^{\prime}$ ) as $j \rightarrow \infty$. It suffices to show that $\left\|\pi_{B_{j}} f\right\|_{L^{1}\left(B_{j}\right)} \rightarrow 0$ as $j \rightarrow \infty$. Indeed, let $\left\{Q_{\alpha}:|\alpha| \leq s\right\}$ be an orthonormal basis of $\mathcal{P}_{s}$ with respect to the $L^{2}\left(B_{0}\right)$ norm. By the argument used to show (8.9) we have

$$
\begin{align*}
\pi_{B_{j}} f & =\left(D_{A^{-j}} \circ \pi_{B_{0}} \circ D_{A^{j}}\right) f=\sum_{|\alpha| \leq s}\left(\int_{B_{0}} D_{A^{j}} f(x) \overline{Q_{\alpha}(x)} d x\right) D_{A^{-j}} Q_{\alpha}  \tag{9.11}\\
& =\sum_{|\alpha| \leq s}\left(\int_{B_{j}} f(x) \overline{Q_{\alpha}\left(A^{-j} x\right)} d x\right) b^{-j} D_{A^{-j}} Q_{\alpha}
\end{align*}
$$

where $D_{A} f(x)=f(A x)$. We also have $\left\|D_{A^{-j}} Q_{\alpha}\right\|_{L^{1}\left(B_{j}\right)}=b^{j}\left\|Q_{\alpha}\right\|_{L^{1}\left(B_{0}\right)} \leq b^{j}$ and

$$
\int_{B_{j}} f(x) \overline{Q_{\alpha}\left(A^{-j} x\right)} d x=-\int_{B_{j}^{\mathrm{c}}} f(x) \overline{Q_{\alpha}\left(A^{-j} x\right)} d x \rightarrow 0 \quad \text { as } j \rightarrow \infty
$$

by (9.9) and the uniform boundedness of coefficients of the polynomials $Q_{\alpha}\left(A^{-j} x\right)$ for $j \geq 0$. This shows

$$
\begin{equation*}
f=g_{k}+\sum_{j=k}^{\infty}\left(g_{j+1}-g_{j}\right) \quad \text { with convergence in } L^{1}\left(\mathbb{R}^{n}\right) \tag{9.12}
\end{equation*}
$$

In fact, we will prove that we also have convergence in $H^{p}$ by showing that $g_{j+1}-g_{j}$ are appropriate multiples of $(p, \infty, s)$-atoms supported on $B_{j+1}$. Indeed,

$$
\begin{align*}
\left\|g_{j+1}-g_{j}\right\|_{\infty} & =\left\|\tilde{\pi}_{B_{j+1}}(f) \mathbf{1}_{B_{j+1}}-\tilde{\pi}_{B_{j}}(f) \mathbf{1}_{B_{j}}\right\|_{\infty} \\
& =\left\|f \mathbf{1}_{B_{j+1} \backslash B_{j}}-\mathbf{1}_{B_{j+1}} \pi_{B_{j+1}} f+\mathbf{1}_{B_{j}} \pi_{B_{j}} f\right\|_{\infty}  \tag{9.13}\\
& \leq\left\|f \mathbf{1}_{B_{j+1} \backslash B_{j}}\right\|_{\infty}+\left\|\mathbf{1}_{B_{j+1}} \pi_{B_{j+1}} f\right\|_{\infty}+\left\|\mathbf{1}_{B_{j}} \pi_{B_{j}} f\right\|_{\infty}
\end{align*}
$$

By (9.8)

$$
\left\|f \mathbf{1}_{B_{j+1} \backslash B_{j}}\right\|_{\infty} \leq C b^{-k / p} b^{\delta(k-j)}=C b^{-j / p} b^{(\delta-1 / p)(k-j)} .
$$

Since $\left\|\mathbf{1}_{B_{j}} D_{A^{-j}} Q_{\alpha}\right\|_{\infty}=\left\|Q_{\alpha} \mathbf{1}_{B_{0}}\right\|_{\infty} \leq C_{1}$ for all $|\alpha| \leq s$, by (9.9) and (9.11) we have

$$
\left\|\mathbf{1}_{B_{j}} \pi_{B_{j}} f\right\|_{\infty} \leq C_{1} b^{-j} \sum_{|\alpha| \leq s}\left|\int_{B_{j}^{\mathrm{c}}} f(x) \overline{Q_{\alpha}\left(A^{-j} x\right)} d x\right|
$$

Since $\left|Q_{\alpha}(x)\right| \leq C_{2}|x|^{s}$ for $x \in B_{0}^{\mathbf{c}}$ for some constant $C_{2}>0$

$$
\begin{aligned}
& \left|\int_{B_{j}^{\mathrm{c}}} f(x) \overline{Q_{\alpha}\left(A^{-j} x\right)} d x\right| \leq C_{2} \int_{B_{j}^{\mathbf{c}}}|f(x)|\left|A^{-j} x\right|^{s} d x \\
& \leq C_{2} \int_{B_{j}^{\mathbf{c}}} C\left|B_{k}\right|^{-1 / p} \rho\left(A^{-k} x\right)^{-\delta} \rho\left(A^{-j} x\right)^{s \ln \lambda_{+} / \ln b} d x \\
& =C_{2} C b^{-k / p} b^{\delta(k-j)} \int_{B_{j}^{\mathbf{c}}} \rho\left(A^{-j} x\right)^{-\delta+s \ln \lambda_{+} / \ln b} d x \\
& \leq C_{2} C b^{-k / p} b^{\delta(k-j)} b^{j} \int_{B_{0}^{c}} \rho(x)^{-\delta+s \ln \lambda_{+} / \ln b} d x=C_{3} b^{j(1-1 / p)} b^{(\delta-1 / p)(k-j)}
\end{aligned}
$$

Inserting the last three inequalities into (9.13) we conclude that

$$
\left\|g_{j+1}-g_{j}\right\|_{\infty} \leq C_{4} b^{-(j+1) / p} b^{(\delta-1 / p)(k-j)} \quad \text { for } j \geq k
$$

for some constant $C_{4}$. Since $g_{j}$ 's have vanishing moments up to order $s, g_{j+1}-g_{j}$ is a $\kappa_{j}$ multiple of a $(p, \infty, s)$-atom $a_{j}$ supported on $B_{j+1}$, where $g_{j+1}-g_{j}=\kappa_{j} a_{j}$, $\kappa_{j}=C_{4} b^{(\delta-1 / p)(k-j)}$. By (9.12)

$$
\|f\|_{H_{q, s}^{p}} \leq\left(\left(C_{0} C\right)^{p}+\sum_{j=k}^{\infty}\left|\kappa_{j}\right|^{p}\right)^{1 / p}=\left(\left(C_{0} C\right)^{p}+C_{4}^{p} \sum_{j=k}^{\infty} b^{(p \delta-1)(k-j)}\right)^{1 / p}=C^{\prime}
$$

which ends the proof of the lemma.

REmARK. Since translations are isometries in $H^{p}$ we can immediately generalize Lemma 9.3 to functions centered at arbitrary $x_{0} \in \mathbb{R}^{n}$. Conditions (9.7) and (9.8) can be substituted then by

$$
\begin{align*}
& \left(\frac{1}{\left|B_{k}\right|} \int_{x_{0}+B_{k}}|f(x)|^{q} d x\right)^{1 / q} \leq C\left|B_{k}\right|^{-1 / p}  \tag{9.14}\\
& |f(x)| \leq C\left|B_{k}\right|^{-1 / p} \rho\left(A^{-k}\left(x-x_{0}\right)\right)^{-\delta} \quad \text { for } x \in x_{0}+B_{k}^{\mathbf{c}} \tag{9.15}
\end{align*}
$$

A function $f$ satisfying (9.9), (9.14), and (9.15) with $C=1$ is refferred to as a molecule localized around the dilated ball $x_{0}+B_{k} \in \mathcal{B}$. Hence, a molecule satisfies all the properites of an atom as in Definition 4.1 with the exception of compact support condition, which is replaced by a suitable decay condition (9.15). Therefore, Lemma 9.3 says that, for fixed ( $p, q, s$ ) and decay exponent $\delta$, every molecule $f$ belongs to $H^{p}$ with the $H^{p}$ norm bounded by some constant depending only on $(p, q, s)$ and $\delta$. Moreover, by examining the arguments of Lemma 9.3 , one can easily see that, for fixed $0<p \leq 1$, this constant depends only on $\delta$.

We also remark that our definition of molecule is more restrictive than what normally is understood as a molecule. For properties of molecules we refer the interested reader to [BS, CW2, GR, TW].

Our next goal is to show that Calderón-Zygmund operators map atoms into molecules. Generally, we can not expect this unless we also assume that our operator preserves vanishing moments. The precise meaning of this is given in Definition 9.4 .

Definition 9.4. We say that a Calderón-Zygmund operator $T$ of order $m$ satisfies $T^{*}\left(x^{\alpha}\right)=0$ for all $|\alpha| \leq s$, where $s<m \ln \lambda_{-} / \ln \lambda_{+}$, if for every $f \in L^{2}$ with compact support and $\int x^{\alpha} f(x) d x=0$ for $|\alpha|<m$, we also have $\int x^{\alpha} T f(x) d x=0$ for all $|\alpha| \leq s$.

Note that we require that $s<m \ln \lambda_{-} / \ln \lambda_{+}$in Definition 9.4 to guarantee that the integrals $\int x^{\alpha} T f(x) d x$ are well defined for all $|\alpha| \leq s$. Indeed, it follows from the proof of Lemma 9.5 that $|T f(x)|=O\left(\rho(x)^{-1-m \ln \lambda_{-} / \ln b}\right)$ as $|x| \rightarrow \infty$, and hence
 9.4 overlaps with analogous property in the isotropic setting investigated by Meyer in [MC, Chapter 7.4]. Furthermore, the condition $T^{*}\left(x^{\alpha}\right)=0$ is automatically satisfied when $T$ is a convolution singular integral operator, which explains why this condition does not appear in this simpler situation, see [GR, Chapter III.7].

Lemma 9.5. Suppose that $(p, 2, s)$ is admissible and an integer $m$ satisfies $m>$ $\max \left((1 / p-1) \ln b / \ln \lambda_{-}, s \ln \lambda_{+} / \ln \lambda_{-}\right)$. Assume $T$ is $(C Z-m)$ and $T^{*}\left(x^{\alpha}\right)=0$ for $|\alpha| \leq s$. Then there exists a constant $C$, depending only on the Calderón-Zygmund norm $\|T\|_{(m)}$ of $T$, such that $\|T a\|_{H_{2, s}^{p}} \leq C$ for $\operatorname{every}(p, 2, m-1)$-atom a.

Proof. Suppose a $(p, 2, m-1)$-atom $a$ is supported in the ball $x_{0}+B_{k}$. We estimate $T a$ separately around and away from the support of an atom $a$.

$$
\begin{equation*}
\int_{x_{0}+B_{k+\omega}}|T a(x)|^{2} d x \leq \int_{\mathbb{R}^{n}}|T a(x)|^{2} d x \leq C\|a\|_{2}^{2} \leq|B|^{1-2 / p} \tag{9.16}
\end{equation*}
$$

Suppose $x \in x_{0}+B_{k+l+\omega+1} \backslash B_{k+l+\omega}$ for some $l \geq 0$ and $y \in x_{0}+B_{k}$. Then $x-y \in B_{k+l+2 \omega+1}$ but $x-y \notin B_{k+l}$. Hence, by (9.6) and the chain rule

$$
\begin{equation*}
\left|\partial_{y}^{\alpha}\left[K\left(\cdot, A^{k+l} \cdot\right)\right]\left(x, A^{-k-l} y\right)\right| \leq C^{\prime} / \rho(x-y)=C^{\prime} b^{-k-l} \quad \text { for }|\alpha| \leq m \tag{9.17}
\end{equation*}
$$

where $C^{\prime}$ depends only on the constant $C$ in (9.6). Away from the support of the atom $a$, we estimate $T a$ by

$$
\begin{equation*}
|T a(x)|=\left|\int_{x_{0}+B_{k}} K(x, y) a(y) d y\right|=\left|\int_{x_{0}+B_{k}} \tilde{K}\left(x, A^{-k-l} y\right) a(y) d y\right| \tag{9.18}
\end{equation*}
$$

where $\tilde{K}(x, y)=K\left(x, A^{k+l} y\right)$. Now we expand $\tilde{K}(x, y)$ into the Taylor polynomial of degree $m-1$ (only in $y$ variable) at the point $\left(x, A^{-k-l} x_{0}\right)$. That is,

$$
\begin{equation*}
\tilde{K}\left(x, y^{\prime}\right)=\sum_{|\alpha| \leq m-1} \frac{\partial_{y}^{\alpha} \tilde{K}\left(x, A^{-k-l} x_{0}\right)}{\alpha!}\left(y^{\prime}-A^{-k-l} x_{0}\right)^{\alpha}+R_{m}\left(y^{\prime}\right) \tag{9.19}
\end{equation*}
$$

Here we think that $y^{\prime}=A^{-k-l} y$ and that $y$ ranges over $x_{0}+B_{k}$ as in (9.18). Since we are going to apply (9.19) for $y^{\prime} \in A^{-k-l} x_{0}+B_{-l}$, the remainder $R_{m}$ satisfies

$$
\begin{align*}
\left|R_{m}\left(y^{\prime}\right)\right| & \leq \tilde{C} \sup _{z \in A^{-k-l} x_{0}+B_{-l}} \sup _{|\alpha|=m}\left|\partial_{y}^{\alpha} \tilde{K}(x, z) \| y^{\prime}-A^{-k-l} x_{0}\right|^{m}  \tag{9.20}\\
& \leq C^{\prime} b^{-k-l} \sup _{z \in B_{-l}}|z|^{m}
\end{align*}
$$

because the partial derivatives of $\tilde{K}(x, y)$ in the variable $y$ of order $m$ satisfy (9.17). Combining (9.18), (9.19), and (9.20) and using the moment condition of atoms we have

$$
\begin{array}{r}
|T a(x)|=\left|\int_{x_{0}+B_{k}} R_{m}\left(A^{-k-l} y\right) a(y) d y\right| \leq \int_{x_{0}+B_{k}}\left|R_{m}\left(A^{-k-l} y\right) a(y)\right| d y \\
\leq C^{\prime} b^{-k-l} \sup _{z \in B_{-l}}|z|^{m} \int_{x_{0}+B_{k}}|a(y)| d y \leq C^{\prime} b^{-k-l}\left(c \lambda_{-}^{-l}\right)^{m} b^{k-k / p} \\
=C^{\prime \prime} b^{-k / p} b^{-l} \lambda_{-}^{-l m}=C^{\prime \prime} b^{-k / p} b^{-l \delta}
\end{array}
$$

where $\delta=m \ln \lambda_{-} / \ln b+1$. Therefore, $T a$ satisfies (9.14) and (9.15). Furthermore, we have $T^{*}\left(x^{\alpha}\right)=0$ for $|\alpha| \leq s$ meaning $T f$ has vanishing moments up to order $s$ whenever $f \in L^{2}$ with compact support has vanishing moments up order $m-1$, i.e., $f$ is a multiple of a $(p, 2, m-1)$-atom. By Lemma 9.3 this implies that there is a constant $C$ independent of $a$ so that $\|T a\|_{H_{2, s}^{p}} \leq C$.

Lemma 9.5 strongly suggests that any Calderón-Zygmund operator $T$ of order $m$ extends to a bounded operator on the Hardy space $H^{p}$, where $m$ is sufficiently large and depends on $0<p \leq 1$. This requires a careful proof since potentially there could be a problem with the well-definedness of $T$ on $H^{p}$, due to the non-uniqueness of atomic decompositions. This problem is similar to the one we encountered when dealing with the duals of $H^{p}$. To overcome this difficulty we need to use an approximation of a given Calderón-Zygmund operator $T$ of order $m$ by a sequence of (CZ-m) operators with nonsingular kernels.

In the following theorem we impose the same constraints on integers $m$ and $s$ as in Lemma 9.5.

THEOREM 9.6. Suppose $T$ is a (CZ-m) with kernel $K(x, y)$. Then there is a sequence $\left(T_{i}\right)_{i \in \mathbb{Z}}$ of uniformly bounded (CZ-m), i.e., for any $i \in \mathbb{Z},\left\|T_{i}\right\|_{(m)} \leq \tilde{C}$, with nonsingular $C^{\infty}$ kernels $K_{i}(x, y)$ such that

$$
\begin{equation*}
T_{i} f(x)=\int K_{i}(x, y) f(y) d y \quad \text { for } x \in \mathbb{R}^{n} \tag{9.21}
\end{equation*}
$$

where $f \in L^{2}$ has compact support, and

$$
\begin{equation*}
T_{i} f \rightarrow T f \quad \text { in } L^{2} \text { as } i \rightarrow-\infty \quad \text { for all } f \in L^{2} \tag{9.22}
\end{equation*}
$$

Furthermore, if $T^{*}\left(x^{\alpha}\right)=0$ for $|\alpha| \leq s$ then also $\left(T_{i}\right)^{*}\left(x^{\alpha}\right)=0$ for all $|\alpha| \leq s$ and $i \in \mathbb{N}$.

One possible approximation technique for Calderón-Zygmund operators involves the truncation of the kernel. Given a $C^{\infty}$ function $\varphi$ such that $\varphi(x)=0$ for $x \in B_{-1}, \varphi(x)=1$ for $x \in\left(B_{0}\right)^{\mathbf{c}}$ we can define kernels $K_{i}$ by $K_{i}(x, y)=$ $K(x, y) \varphi\left(A^{-i}(x-y)\right)$. By adapting arguments of Meyer in [MC] it is possible to show, though it is not automatic, that the family of the corresponding operators $\left(T_{i}\right)$ is (CZ-m) with uniform constants. Furthermore, $T_{i_{j}}$ 's (after taking a subsequence) converge weakly to $M_{h}+T$ as $i_{j} \rightarrow-\infty$, where $M_{h}$ denotes the operator of multiplication by a function $h \in L^{\infty}$, see [MC, Chapter 7, Proposition 3]. However, if $K(x, y)$ is not a convolution kernel then in general the $T_{i}$ 's might not preserve vanishing moments. Therefore, this approximation is not suitable for showing
boundedness of $T: H^{p} \rightarrow H^{p}$. It can be used, though, to show boundedness of $T: H^{p} \rightarrow L^{p}$.

Instead we are going to use an approximation based on smoothing by a convolution with a compactly supported smooth function $\varphi$. Indeed, suppose $\varphi$ is $C^{\infty}$, $\operatorname{supp} \varphi \subset B_{0}$ and $\int \varphi=1$. For any $i \in \mathbb{Z}$ define a convolution operator $R_{i}: \mathcal{S}^{\prime} \rightarrow \mathcal{S}^{\prime}$, by

$$
\begin{equation*}
R_{i} f=f * \varphi_{i} \tag{9.23}
\end{equation*}
$$

By Lemma 6.6 for every $0<p<\infty$ we have

$$
\begin{equation*}
\left\|R_{i} f\right\|_{H^{p}} \leq C\|f\|_{H^{p}} \tag{9.24}
\end{equation*}
$$

and by Theorem 6.8,

$$
\begin{equation*}
\lim _{i \rightarrow-\infty}\left\|R_{i} f-f\right\|_{H^{p}}=0 \quad \text { for every } f \in H^{p} \tag{9.25}
\end{equation*}
$$

We are now ready to present the proof of Theorem 9.6.
Proof of Theorem 9.6. We define operators $T_{i}$ by $T_{i}=R_{i} T R_{i}$, where $R_{i}$ is given by (9.23). Since $T_{i}: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ it has a kernel $K_{i} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ by the Schwartz Kernel Theorem. We claim that $K_{i}$ is a regular distribution which is identified with the function $K_{i}$ given by

$$
\begin{equation*}
K_{i}(x, y)=\left\langle T\left(\tau_{y} \varphi_{i}\right), \tau_{x} \tilde{\varphi}_{i}\right\rangle \tag{9.26}
\end{equation*}
$$

where $\tilde{\varphi}_{i}(z)=\varphi_{i}(-z)$. Indeed, recall that for any $f \in \mathcal{S}^{\prime}, R_{i} f=f * \varphi_{i}$ is a regular distribution identified with $R_{i} f(x)=f\left(\tau_{x} \tilde{\varphi}_{i}\right)$. For any $\psi \in \mathcal{S}, R_{i} T R_{i}(\psi)$ is also regular distribution and

$$
\begin{aligned}
\left(R_{i} \circ T \circ R_{i}\right) \psi(x)=\left\langle T R_{i}(\psi), \tau_{x} \tilde{\varphi}_{i}\right\rangle & =\left\langle T\left(\varphi_{i} * \psi\right), \tau_{x} \tilde{\varphi}_{i}\right\rangle \\
=\left\langle T\left(\int \psi(y) \varphi_{i}(\cdot-y) d y\right), \tau_{x} \tilde{\varphi}_{i}\right\rangle & =\left\langle\int \psi(y) T\left(\tau_{y} \varphi_{i}\right)(\cdot) d y, \tau_{x} \tilde{\varphi}_{i}\right\rangle \\
& =\int \psi(y)\left\langle T\left(\tau_{y} \varphi_{i}\right), \tau_{x} \tilde{\varphi}_{i}\right\rangle d y
\end{aligned}
$$

The next to last equality is justified by approximating the integral in $L^{2}$ by finite linear combinations of functions $\varphi(\cdot-y)$ for $y \in \mathbb{R}^{n}$. This shows (9.26). Moreover, if $x-y \notin 2 B_{i} \subset B_{i+\omega}$ then supports of $\tau_{y} \varphi_{i}$ and $\tau_{x} \tilde{\varphi}_{i}$ are disjoint and

$$
\begin{align*}
K_{i}(x, y)=\left\langle T\left(\tau_{y} \varphi_{i}\right), \tau_{x} \tilde{\varphi}_{i}\right\rangle & =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(u, v) \varphi_{i}(v-y) d v \varphi_{i}(x-u) d u  \tag{9.27}\\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x-u, y+v) \varphi_{i}(u) \varphi_{i}(v) d u d v
\end{align*}
$$

Fix $\left(x_{0}, y_{0}\right) \in \Omega$ and suppose that $x_{0}-y_{0} \in B_{l+2 \omega+1} \backslash B_{l+2 \omega}$ for some $l \geq i$. Since $u$ and $v$ range over $B_{i}$ in (9.27) $x_{0}-u-\left(y_{0}+v\right)=x_{0}-y_{0}-u-v \in$ $B_{l+2 \omega}^{\mathbf{c}}+B_{i+\omega} \subset B_{l+\omega}^{\mathbf{c}}$. Also $x_{0}-y_{0}-u-v \in B_{l+3 \omega+1}$. Note that for $|\alpha| \leq m$

$$
\begin{equation*}
\partial_{y}^{\alpha}\left[K_{i}\left(\cdot, A^{l+2 \omega} \cdot\right)\right](x, y)=\iint \partial_{y}^{\alpha}\left[K\left(\cdot-u, A^{l+2 \omega} \cdot+v\right)\right](x, y) \varphi_{i}(u) \varphi_{i}(v) d u d v \tag{9.28}
\end{equation*}
$$

by moving the differentiation inside the integral. By the chain rule and (9.6) there is a constant $C^{\prime}$ so that

$$
\begin{equation*}
\left|\partial_{y}^{\alpha}\left[K\left(\cdot, A^{l+2 \omega} \cdot\right)\right]\left(x_{0}-u, A^{-l-2 \omega}\left(y_{0}+v\right)\right)\right| \leq C^{\prime} b^{-l-2 \omega} \tag{9.29}
\end{equation*}
$$

for all $|\alpha| \leq m$ and $u, v \in B_{i}$. Combining (9.28) and (9.29) we obtain

$$
\begin{equation*}
\left|\partial_{y}^{\alpha}\left[K_{i}\left(\cdot, A^{l+2 \omega} \cdot\right)\right]\left(x_{0}, A^{-l-2 \omega} y_{0}\right)\right| \leq C^{\prime} b^{-l-2 \omega}=C^{\prime} \rho\left(x_{0}-y_{0}\right)^{-1} \tag{9.30}
\end{equation*}
$$

Suppose next that $x_{0}-y_{0} \in B_{l+1} \backslash B_{l}$ for some $l<i+2 \omega$. We claim that there is a constant $C^{\prime}$ such that

$$
\begin{equation*}
\left|\partial_{y}^{\alpha}\left[K_{i}\left(\cdot, A^{l} \cdot\right)\right](x, y)\right| \leq C^{\prime} b^{-i} \leq C^{\prime} b^{2 \omega} \rho\left(x_{0}-y_{0}\right)^{-1} \tag{9.31}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ and $|\alpha| \leq m$. In particular, by choosing $(x, y)=\left(x_{0}, A^{-l} y_{0}\right)$ we obtain the estimate (9.6) for the kernel $K_{i}$. To see (9.31) for $\alpha=0$ we use (9.26) and the Cauchy-Schwarz inequality

$$
\left|K_{i}(x, y)\right| \leq\|T\|\left\|\varphi_{i}\right\|_{2}^{2}=\left\|T \left|\|| | \varphi\|_{2}^{2} b^{-i}=C^{\prime} b^{-i}\right.\right.
$$

For $\alpha \neq 0$ we need an additional argument. Define the mapping $H: \mathbb{R}^{n} \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ by $H(y)=\tau_{A^{l} y} \varphi_{i}$. Clearly, $H$ is a $C^{\infty}$ function on $\mathbb{R}^{n}$ with values in the Hilbert space $L^{2}\left(\mathbb{R}^{n}\right)$. Moreover, $T \circ H$ is also $C^{\infty}$ and $\partial^{\alpha}(T \circ H)=T \circ \partial^{\alpha} H$ for any multiindex $\alpha$, since bounded linear maps commute with the differentiation. Consider also the function $h(x, y)=\tau_{A^{l} y} \varphi_{i}(x)$. For fixed $y \in \mathbb{R}^{n}, \operatorname{supp} h(\cdot, y) \subset A^{l} y+B_{i}$. Also for $|\alpha| \leq m$

$$
\left|\partial_{y}^{\alpha} h(x, y)\right|=b^{-i}\left|\partial_{y}^{\alpha} \varphi\left(A^{-i}\left(x-A^{l} \cdot\right)\right)(y)\right|=\left|b^{-i} \partial_{y}^{\alpha} \varphi\left(A^{-i} x-A^{l-i} \cdot\right)(y)\right| \leq C^{\prime \prime} b^{-i}
$$

by the chain rule since $\varphi$ is $C^{\infty}$ with compact support and $l-i<2 \omega$. Therefore, for any $y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\|\partial^{\alpha} H(y)\right\|_{2}^{2}=\int_{\mathbb{R}^{n}}\left|\partial_{y}^{\alpha} h(x, y)\right|^{2} d x=\int_{A^{l} y+B_{i}}\left|\partial_{y}^{\alpha} h(x, y)\right|^{2} d x \leq C^{\prime \prime} b^{-i} \tag{9.32}
\end{equation*}
$$

Therefore, by (9.32) and the Cauchy-Schwarz inequality

$$
\begin{aligned}
\left|\partial_{y}^{\alpha}\left[K_{i}\left(\cdot, A^{l} \cdot\right)\right](x, y)\right| & =\left|\left\langle\partial^{\alpha}[T \circ H](y), \tau_{x} \tilde{\varphi}_{i}\right\rangle\right| \leq\|T\| \|\left\langle\partial^{\alpha} H(y), \tau_{x} \tilde{\varphi}_{i}\right\rangle \mid \\
& \leq\|T\|\left\|\partial_{y}^{\alpha} H(y)\right\|_{2}\left\|\varphi_{i}\right\|_{2} \leq C^{\prime \prime}\|T \mid\| \varphi \|_{2} b^{-i}
\end{aligned}
$$

which shows (9.31). The estimates (9.30) and (9.31) cover the whole range of $\left(x_{0}, y_{0}\right) \in \Omega$ and they imply that the $T_{i}$ 's are (CZ-m) with norms $\|T\|_{(m)}$ independent of $i \in \mathbb{Z}$. Clearly, $T_{i}$ 's are uniformly bounded on $L^{2}$ since the $R_{i}$ 's are uniformly bounded on $L^{2}$ by (9.24). Moreover, (9.22) holds by (9.25). Moreover, $K_{i}(x, y)$ is a smooth kernel function on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ by (9.26). Hence, $T_{i}$ has a nonsingular kernel $K_{i}(x, y)$ satisfying (9.21) initially for $f \in \mathcal{S}$. By a density argument, (9.21) holds for all $f \in L^{2}$ with compact support.

Finally, we ought to show that given a function $f \in L^{2}$ with compact support and $\int f(x) x^{\alpha}=0$ for $|\alpha| \leq m-1$ we have $\int T_{i} f(x) x^{\alpha}=0$ for $|\alpha| \leq s$. This is a consequence of Lemma 9.7. Indeed, $R_{i} f$ is also in $L^{2}$ with vanishing moments up to order $m-1$, hence it is a multiplicity of some $(p, 2, m-1)$-atom. By Lemma 9.5, $T R_{i} f$ satisfies the decay estimate (9.15) and has vanishing moments up to order $s$. Therefore, by Lemma 9.7, $R_{i} T R_{i} f$ has also vanishing moments up to order $s$. This ends the proof of Theorem 9.6.

Lemma 9.7. Suppose $f$ satisfies $f(x)\left(1+|x|^{\tilde{m}}\right) \in L^{1}$ and $\int f(x) x^{\alpha} d x=0$ for $|\alpha| \leq \tilde{m}$. Then we also have $\int R_{i} f(x) x^{\alpha} d x=0$ for $|\alpha| \leq \tilde{m}$.

Proof. For any $|\alpha| \leq \tilde{m}$ by the Fubini Theorem

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} x^{\alpha} R_{i} f(x) d x & =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} x^{\alpha} f(x-y) \varphi_{i}(y) d y d x \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}(x+y)^{\alpha} f(x) \varphi_{i}(y) d x d y=0
\end{aligned}
$$

because the integrand belongs to $L^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ since the support of $\varphi$ is bounded. $\square$

We are now ready to prove the main result of this section.
Theorem 9.8. Suppose $T$ is a Calderón-Zygmund operator of order $m$. If $p$ satisfies

$$
\begin{equation*}
0 \leq 1 / p-1<\frac{\left(\ln \lambda_{-}\right)^{2}}{\ln b \ln \lambda_{+}} m \tag{9.33}
\end{equation*}
$$

then $T$ extends to the continuous linear operator $T: H^{p}\left(\mathbb{R}^{n}\right) \rightarrow H^{p}\left(\mathbb{R}^{n}\right)$ provided $T^{*}\left(x^{\alpha}\right)=0$ for $|\alpha| \leq s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$.

Proof. Note that (9.33) guarantees that $p$ and $m$ satisfy the assumptions of Lemma 9.5 and Theorem 9.6, i.e., $m>\max \left((1 / p-1) \ln b / \ln \lambda_{-}, s \ln \lambda_{+} / \ln \lambda_{-}\right)$. Let $\left(T_{i}\right)_{i \in \mathbb{Z}}$ be the sequence of operators with kernels $K_{i}(x, y)$ given by Theorem 9.6. We claim that for any $(p, 2, m-1)$-atom $a$ we have

$$
\begin{equation*}
T_{i} a \rightarrow T a \quad \text { in } H^{p} \text { as } i \rightarrow-\infty \tag{9.34}
\end{equation*}
$$

Indeed, if $a$ is supported in the ball $x_{0}+B_{k}$ then $R_{i} a$ is supported in $x_{0}+B_{k+\omega}$ for $i \leq k$. Since $\left\|a-R_{i} a\right\|_{2} \rightarrow 0$ as $i \rightarrow-\infty$, therefore $a-R_{i} a$ is a $\kappa_{i}$ multiple of some $(p, 2, m-1)$ atom for $i \leq k$ by Lemma 9.7. Furthermore, $\kappa_{i} \rightarrow 0$ as $i \rightarrow-\infty$. By Lemma 9.5, \|T( $\left.a-R_{i} a\right) \|_{H_{2, s}^{p}} \rightarrow 0$ as $i \rightarrow \infty$. By (9.24) and (9.25),

$$
\left\|T a-R_{i} T R_{i} a\right\|_{H^{p}}^{p} \leq\left\|T a-R_{i} T a\right\|_{H^{p}}^{p}+\left\|R_{i}\left(T a-T R_{i} a\right)\right\|_{H^{p}}^{p} \rightarrow 0 \quad \text { as } i \rightarrow-\infty
$$

which shows (9.34).
The kernel function $K_{i}(x, y)$ of $T_{i}$, given by (9.26), is $C^{\infty}$. Furthermore, by the Cauchy-Schwarz inequality all partial derivatives of $K_{i}(x, y)$ of order $\leq N$ are uniformly bounded for any natural number $N$. By taking $N \geq(1 / p-1) \ln b / \ln \lambda_{-}$ we conclude by Proposition 8.7 that $K_{i}(x, \cdot)$ belongs to the Campanato space $C_{\infty, s}^{l}$ with $l=1 / p-1$ for any fixed $x \in \mathbb{R}^{n}$. Furthermore,

$$
\begin{equation*}
\left\|K_{i}(x, \cdot)\right\|_{C_{\infty, s}^{1 / p-1}} \leq C(i) \quad \text { for all } x \in \mathbb{R}^{n} \tag{9.35}
\end{equation*}
$$

and for some constant $C=C(i)$ depending only on $i \in \mathbb{Z}$.
Take any $f \in L^{2}$ with compact support and vanishing moments up to order $m-1$, that is $f \in \Theta_{m-1}^{2}$. Let $f=\sum_{j \in \mathbb{N}} \kappa_{j} a_{j}$ be an atomic decomposition of $f$ into $(p, 2, m-1)$ atoms with $\sum_{j \in \mathbb{N}}\left|\kappa_{j}\right|^{p} \leq 2\|f\|_{H_{2, m-1}^{p}}^{p}$. By the duality Theorem 8.3, $K_{i}(x, \cdot)$ defines a bounded functional on $H^{p}$ and by (8.18) and (9.35),

$$
\begin{equation*}
T_{i} f(x)=\sum_{j \in \mathbb{N}} \kappa_{j} T_{i} a_{j}(x) \quad \text { for every } x \in \mathbb{R}^{n} \tag{9.36}
\end{equation*}
$$

Furthermore, the convergence in (9.36) is uniform on $\mathbb{R}^{n}$ by (8.15) and (9.35), and hence the series in (9.36) converges in $\mathcal{S}^{\prime}$. By Theorem $9.6, T_{i}$ 's are uniformly
bounded (CZ-m) and hence by Lemma $9.5,\left\|T_{i} a_{j}\right\|_{H^{p}} \leq C$ for some constant $C$ independent of $i$ and $j$. Therefore,

$$
\begin{equation*}
T_{i} f=\sum_{j \in \mathbb{N}} \kappa_{j} T_{i} a_{j} \quad \text { convergence in } H^{p} \tag{9.37}
\end{equation*}
$$

Moreover,

$$
\left\|T_{i} f\right\|_{H^{p}}^{p} \leq \sum_{j \in \mathbb{N}}\left|\kappa_{j}\right|^{p}\left\|T_{i} a_{j}\right\|_{H^{p}}^{p} \leq 2 C^{p}\|f\|_{H_{2, m-1}^{p}}^{p}
$$

Combining this with $(9.34),(9.37)$, and letting $i \rightarrow-\infty$, we obtain

$$
\begin{equation*}
\|T f\|_{H^{p}} \leq C^{\prime}\|f\|_{H^{p}} \quad \text { for } f \in \Theta_{m-1}^{2} \tag{9.38}
\end{equation*}
$$

for some constant $C^{\prime}$ independent of $f$. Moreover,

$$
\begin{equation*}
T f=\sum_{j \in \mathbb{N}} \kappa_{j} T a_{j} \quad \text { convergence in } H^{p} \tag{9.39}
\end{equation*}
$$

Since $\Theta_{m-1}^{2}$ is a dense subspace of $H^{p}, T$ extends uniquely to a bounded operator in $H^{p}$ by (9.38).

As a consequence we conclude that for any $f \in H^{p}$ with $f=\sum_{j \in \mathbb{N}} \kappa_{j} a_{j}$, where $\sum_{j \in \mathbb{N}}\left|\kappa_{j}\right|^{p}<\infty$ and $a_{j}$ 's are $(p, 2, s)$-atoms, we can compute $T f$ by applying the formula (9.39).

In the case when $T$ does not necessarily satisfy $T^{*}\left(x^{\alpha}\right)=0$ for $|\alpha| \leq s$, we still have a boundedness result which is analogous to Theorem 9.8.

Theorem 9.9. Suppose $T$ is a Calderón-Zygmund operator of order m. If $p$ satisfies (9.33) then $T$ extends to the continuous linear operator $T: H^{p}\left(\mathbb{R}^{n}\right) \rightarrow$ $L^{p}\left(\mathbb{R}^{n}\right)$.

Proof. The proof follows along the lines of the proof of Theorem 9.8 with the exception that (9.34) may not hold, since Ta may not even belong to $H^{p}$ for a ( $p, 2, m-1$ ) atom $a$. Nevertheless, $T a(x)$ satisfies the same size estimates (9.14) and (9.15) as in Lemma 9.5. Therefore, $\|T a\|_{L^{p}} \leq C$ for some constant $C$ depending on $\|T\|_{(m)}$, but independent of an atom $a$. Moreover, (9.36) still holds for $f \in \Theta_{m-1}^{2}$ and consequently $\left\|T_{i} f\right\|_{L^{p}} \leq C\|f\|_{H^{p}}$ for all $i \in \mathbb{Z}$ and $f \in \Theta_{m-1}^{2}$. By (9.22) we have $T_{i} f(x) \rightarrow T f(x)$ for a.e. $x \in \mathbb{R}^{n}$ as $i \rightarrow-\infty$ (possibly after taking a subsequence). Therefore, by Fatou's Lemma $\|T f\|_{L^{p}} \leq C\|f\|_{H^{p}}$ for all $f \in \Theta_{m-1}^{2}$. Therefore, $T$ has a unique extension from $H^{p}$ into $L^{p}$, which concludes the proof of Theorem 9.9.

## 10. Classification of dilations

In this section we investigate the question when two different dilations generate the same anisotropic Hardy space $H^{p}$ for some $0<p \leq 1$. We give a necessary and sufficient condition for this to happen in terms of the spectral properties of these dilations. We start with two basic lemmas.

Lemma 10.1. Suppose $D$ is an $n \times n$ matrix. If $\|D\| \leq c_{1}$ and $|\operatorname{det} D| \geq c_{2}$ for some $c_{1}, c_{2}>0$ then there is a constant $c_{3}=c_{3}\left(c_{1}, c_{2}\right)>0$ independent of $D$ such that $|D z| \geq c_{3}|z|$ for all $z \in \mathbb{R}^{n}$. Similarily, if $|D z| \geq c_{1}|z|$ for all $z \in \mathbb{R}^{n}$ and $|\operatorname{det} D| \leq c_{2}$ for some $c_{1}, c_{2}>0$ then there is a constant $c_{3}=c_{3}\left(c_{1}, c_{2}\right)>0$ independent of $D$ such that $\|D\| \leq c_{3}$.

Lemma 10.2. Suppose we have two dilations $A_{1}$ and $A_{2}$ on $\mathbb{R}^{n}$. Let $\rho_{1}$ and $\rho_{2}$ be the quasi-norms associated to $A_{1}$ and $A_{2}$, respectively. Then $\rho_{1}$ and $\rho_{2}$ are equivalent if and only if

$$
\begin{equation*}
\inf _{z \in \mathbb{R}^{n} \backslash\{0\}} \inf _{k \in \mathbb{Z}}\left|A_{1}^{k} z\right| /\left|A_{2}^{\lfloor\epsilon k\rfloor} z\right|>0 \tag{10.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\sup _{z \in \mathbb{R}^{n} \backslash\{0\}} \sup _{k \in \mathbb{Z}}\left|A_{1}^{k} z\right| /\left|A_{2}^{\lfloor\epsilon k\rfloor} z\right|<\infty \tag{10.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon=\varepsilon\left(A_{1}, A_{2}\right)=\ln \left|\operatorname{det} A_{1}\right| / \ln \left|\operatorname{det} A_{2}\right| . \tag{10.3}
\end{equation*}
$$

Proof. Note that for every $k \in \mathbb{Z}$

$$
\begin{align*}
1 & =\left|\operatorname{det} A_{1}\right|^{k}\left|\operatorname{det} A_{2}\right|^{-\epsilon k} \leq\left|\operatorname{det} A_{1}\right|^{k}\left|\operatorname{det} A_{2}\right|^{-\lfloor\epsilon k\rfloor}  \tag{10.4}\\
& =\left|\operatorname{det}\left(A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor}\right)\right| \leq\left|\operatorname{det} A_{1}\right|^{k}\left|\operatorname{det} A_{2}\right|^{-\epsilon k+1}=\left|\operatorname{det} A_{2}\right| .
\end{align*}
$$

By Lemma 10.1 applied to $A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor}$ we obtain (10.1) is equivalent to (10.2).
Assume that (10.1) and hence (10.2) holds. Let $c$ and $d$ denote the values of (10.1) and (10.2), respectively. Fix $r>0$ so that for every $z \in \mathbb{R}^{n} \backslash\{0\}$, and $i=1,2$, there exists $k \in \mathbb{Z}$ such that $1 \leq\left|A_{i}^{k} z\right| \leq r$. Clearly, $r=\max \left(\left\|A_{1}\right\|,\left\|A_{2}\right\|\right)$ works. Denote

$$
\begin{aligned}
c_{1}=\inf \left\{\rho_{1}(z): 1 \leq|z| \leq r\right\}, & & d_{1}=\sup \left\{\rho_{1}(z): 1 \leq|z| \leq r\right\} \\
c_{2}=\inf \left\{\rho_{2}(z): 1 / d \leq|z| \leq r / c\right\}, & & d_{2}=\sup \left\{\rho_{2}(z): 1 / d \leq|z| \leq r / c\right\}
\end{aligned}
$$

Fix $x \in \mathbb{R}^{n} \backslash\{0\}$ and choose $k \in \mathbb{Z}$ such that $1 \leq\left|A_{1}^{k} x\right| \leq r$. Clearly

$$
\begin{equation*}
\left|\operatorname{det} A_{1}\right|^{-k} c_{1} \leq \rho_{1}(x) \leq\left|\operatorname{det} A_{1}\right|^{-k} d_{1} . \tag{10.5}
\end{equation*}
$$

By (10.1) and (10.2)

$$
1 / d \leq\left|A_{2}^{\lfloor\epsilon k\rfloor} x\right| \leq r / c
$$

thus by (10.4) and (10.5)

$$
\begin{aligned}
\rho_{2}(x)=\left|\operatorname{det} A_{2}\right|^{-\lfloor\epsilon\rfloor\rfloor} \rho_{2}\left(A_{2}^{\lfloor\epsilon k\rfloor} x\right) & \leq\left|\operatorname{det} A_{2}\right|^{-\lfloor\epsilon k\rfloor} \sup \left\{\rho_{2}(z): 1 / d \leq|z| \leq r / c\right\} \\
& \leq\left|\operatorname{det} A_{1}\right|^{-k}\left|\operatorname{det} A_{2}\right| d_{2} \leq \rho_{1}(x) c_{1}^{-1} d_{2}\left|\operatorname{det} A_{2}\right| .
\end{aligned}
$$

Similarily

$$
\rho_{2}(x) \geq \rho_{1}(x) d_{1}^{-1} \inf \left\{\rho_{2}(z): 1 / d \leq|z| \leq r / c\right\} \geq \rho_{1}(x) d_{1}^{-1} c_{2}
$$

Since $x \in \mathbb{R}^{n} \backslash\{0\}$ was arbitrary the quasi-norms $\rho_{1}$ and $\rho_{2}$ are equivalent.
Conversely, assume $\rho_{1}$ and $\rho_{2}$ are equivalent, i.e., there is a constant $C>0$ so that $1 / C \rho_{2}(x) \leq \rho_{1}(x) \leq C \rho_{2}(x)$. For any $z \in \mathbb{R}^{n}$ with $|z|=1$ we have by (10.4)

$$
\begin{align*}
& \rho_{1}\left(A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor} z\right)=\left|\operatorname{det} A_{1}\right|^{k} \rho_{1}\left(A_{2}^{-\lfloor\epsilon k\rfloor} z\right) \leq C\left|\operatorname{det} A_{1}\right|^{k} \rho_{2}\left(A_{2}^{-\lfloor\epsilon k\rfloor} z\right)  \tag{10.6}\\
& \leq C\left|\operatorname{det} A_{1}\right|^{k}\left|\operatorname{det} A_{2}\right|^{-\lfloor\epsilon k\rfloor} \rho_{2}(z) \leq C\left|\operatorname{det} A_{2}\right| \sup \left\{\rho_{2}(x):|x|=1\right\}=D .
\end{align*}
$$

Clearly, for any $r>0,\left\{x: \rho_{1}(x) \leq r\right\}$ is a bounded set in $\mathbb{R}^{n}$ if $\rho_{1}$ is a step homogeneous quasi-norm. By Lemma 2.4 the same is true for any quasi-norm. Hence there is a constant $d>0$ so that $\left\{x: \rho_{1}(x) \leq D\right\} \subset\{x:|x| \leq d\}$. Therefore by (10.6), $\left|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor} z\right| \leq d$. Since $z$ was arbitrary we obtain (10.2). This finishes the proof of the lemma.

Our next goal is to show the following theorem.
THEOREM 10.3. Let $\rho_{1}$ and $\rho_{2}$ be the quasi-norms associated to dilations $A_{1}$ and $A_{2}$, respectively. Then $\rho_{1}$ and $\rho_{2}$ are equivalent if and only if for all $r>1$ and all $m=1,2, \ldots$

$$
\begin{equation*}
\operatorname{span} \bigcup_{|\lambda|=r^{\epsilon}} \operatorname{ker}\left(A_{1}-\lambda I d\right)^{m}=\operatorname{span} \bigcup_{|\lambda|=r} \operatorname{ker}\left(A_{2}-\lambda I d\right)^{m} \tag{10.7}
\end{equation*}
$$

where $\epsilon$ is given in (10.3). In (10.7) we think of $A_{1}$ and $A_{2}$ as linear maps on $\mathbb{C}^{n}$.
Since $A_{i}(i=1,2)$ is a real matrix then the complex subspace

$$
\operatorname{span}\left(\operatorname{ker}\left(A_{i}-\lambda I d\right)^{m} \cup \operatorname{ker}\left(A_{i}-\bar{\lambda} I d\right)^{m}\right) \subset \mathbb{C}^{n}
$$

is in fact a complexification of the real subspace

$$
\operatorname{span}\left(\operatorname{ker}\left(A_{i}-\lambda I d\right)^{m} \cup \operatorname{ker}\left(A_{i}-\bar{\lambda} I d\right)^{m}\right) \cap \mathbb{R}^{n}
$$

for any $\lambda \in \mathbb{C}$, and $m=1,2, \ldots$ Moreover, the conditions (10.1) and (10.2) are equivalent to respectively

$$
\begin{align*}
& \inf _{z \in \mathbb{C}^{n} \backslash\{0\}} \inf _{k \in \mathbb{Z}}\left|A_{1}^{k} z\right| /\left|A_{2}^{\lfloor\epsilon k\rfloor} z\right|>0,  \tag{10.8}\\
& \sup _{z \in \mathbb{C}^{n} \backslash\{0\}} \sup _{k \in \mathbb{Z}}\left|A_{1}^{k} z\right| /\left|A_{2}^{\lfloor\epsilon \epsilon\rfloor} z\right|<\infty . \tag{10.9}
\end{align*}
$$

Lemma 10.4. Suppose $A$ is $n \times n$ complex matrix. For any $z \in \mathbb{C}^{n}, r>0$, and $m=0,1, \ldots$

$$
E(r, m)=E(A ; r, m)=\operatorname{span}\left(\bigcup_{|\lambda|=r} \operatorname{ker}(A-\lambda I d)^{m} \cup \bigcup_{|\lambda|<r} \operatorname{ker}(A-\lambda I d)^{n}\right)
$$

if and only if $\left|A^{k} z\right| \sim k^{m} r^{k}$ as $k \rightarrow \infty$, i.e., there is a constant $c>0$ and $k_{0} \in \mathbb{N}$ so that

$$
\begin{equation*}
1 / c k^{m} r^{k} \leq\left|A^{k} z\right| \leq c k^{m} r^{k} \quad \text { for all } k \geq k_{0} \tag{10.12}
\end{equation*}
$$

Proof. Suppose $J$ is a $j$ by $j$ Jordan block associated with an eigenvalue $\lambda$, i.e.,

$$
J=\left(\begin{array}{ccccc}
\lambda & 1 & 0 & \ldots & \cdots  \tag{10.13}\\
& \lambda & 1 & 0 & \cdots \\
& & \ddots & \ddots & \ddots \\
& & & \lambda & 1 \\
& & & & \lambda
\end{array}\right)
$$

The $k$ th iterate of $J$ is equal to

$$
J^{k}=\left(\begin{array}{cccccc}
p_{0}(k) \lambda^{k} & p_{1}(k) \lambda^{k-1} & p_{2}(k) \lambda^{k-2} & \ldots & p_{j-1}(k) \lambda^{k-j+1}  \tag{10.14}\\
& p_{0}(k) \lambda^{k} & p_{1}(k) \lambda^{k-1} & p_{2}(k) \lambda^{k-2} & \vdots \\
& \ddots & & \ddots & & \ddots
\end{array}\right) \vdots \vdots
$$

where $p_{i}(k)$ is given by the recursive formula

$$
p_{i}(k)= \begin{cases}1 & i=0, k=0,1, \ldots \\ 0 & i=1, \ldots, j-1, k=0, \ldots, i-1 \\ p_{i-1}(k-1)+p_{i}(k-1) & i=1, \ldots, j-1, k=i, i+1, \ldots\end{cases}
$$

In particular, $p_{1}(k)=k, p_{2}(k)=k(k-1) / 2$, and by induction

$$
\begin{equation*}
p_{i}(k)=\frac{k(k-1) \ldots(k-i+1)}{i!} . \tag{10.15}
\end{equation*}
$$

Take any $0 \neq z=\left(z_{1}, \ldots, z_{j}\right) \in \mathbb{C}^{j}$. Let $m=0, \ldots, j-1$ be such that

$$
z \in \operatorname{ker}(J-\lambda I d)^{m+1} \quad \text { and } \quad z \notin \operatorname{ker}(J-\lambda I d)^{m}
$$

Equivalently, $m$ is the unique index which satisfies $z_{m+1} \neq 0$ and $z_{i+1}=0$ for all $i>m$. If $\lambda \neq 0$ then by (10.14) and (10.15)

$$
\frac{\left|J^{k} z\right|}{k^{m}|\lambda|^{k}} \rightarrow \frac{\left|z_{m+1}\right|}{|\lambda|^{m} m!} \quad \text { as } k \rightarrow \infty
$$

This shows Lemma 10.4 in the case when the matrix $A$ is a single Jordan block.
In the general case we can use the Jordan Theorem to write $A$ as $A=U B U^{-1}$, where $U$ is a nonsingular $n \times n$ matrix and $B=\bigoplus_{i=1}^{p} J_{i}$, where $J_{i}$ is a Jordan block of size $j_{i}$ associated with the eigenvalue $\lambda_{i}$. We can assume that $\left|\lambda_{1}\right| \leq \ldots \leq\left|\lambda_{p}\right|$ and $j_{1}+\ldots+j_{p}=n$. For the convenience we define $l_{1}=0, l_{i}=j_{1}+\ldots+j_{i-1}$ for $i=2, \ldots, p$. We define the basis $\left\{v_{l}: l=1, \ldots, n\right\}$ of Jordan decomposition by $v_{l}=U e_{l}$, where $\left\{e_{l}: l=1, \ldots, n\right\}$ denotes the standard basis in $\mathbb{C}^{n}$.

Note that $E(r, m) \subset E\left(r^{\prime}, m^{\prime}\right)$ if $r<r^{\prime}$ or if $r=r^{\prime}$ and $m \leq m^{\prime}$, where $E(r, m)$ is given by (10.11). Also if $r \neq\left|\lambda_{i}\right|$ for all $i=1, \ldots, p$, or $m=0$, then
$E(r, m)=\{0\}$ if $r<\left|\lambda_{1}\right|$ and otherwise $E(r, m)=E\left(\left|\lambda_{i}\right|, n\right)$, where $i$ is the largest index so that $\left|\lambda_{i}\right|<r$. Since $E\left(\left|\lambda_{p}\right|, n\right)=\mathbb{C}^{n}$ therefore we can express $\mathbb{C}^{n}$ as

$$
\begin{equation*}
\mathbb{C}^{n}=E(0, n) \cup \bigcup_{\substack{i=1 \\\left|\lambda_{i}\right| \neq 0}}^{p} \bigcup_{m=0}^{n-1} E\left(\left|\lambda_{i}\right|, m+1\right) \backslash E\left(\left|\lambda_{i}\right|, m\right) \tag{10.16}
\end{equation*}
$$

If $z \in E(0, n)$ then (10.10) can not be fulfilled for any $r>0$ and $\left|A^{k} z\right|=0$ for all $k \geq n$. Suppose that $z \in E\left(\left|\lambda_{i_{0}}\right|, m_{0}+1\right) \backslash E\left(\left|\lambda_{i_{0}}\right|, m_{0}\right)$ for some $i_{0}=1, \ldots, p$, $\left|\lambda_{i_{0}}\right| \neq 0$, and $m_{0}=0, \ldots, n-1$. Let $i_{1}=\min \left\{i:\left|\lambda_{i}\right|=\left|\lambda_{i_{0}}\right|\right\}$, and $i_{2}=\max \{i:$ $\left.\left|\lambda_{i}\right|=\left|\lambda_{i_{0}}\right|\right\}$. Observe that $E\left(\left|\lambda_{i_{0}}\right|, m\right)$ consists precisely of vectors $\sum_{l=1}^{n} a_{l} v_{l}$, where $a_{l} \in \mathbb{C}$, and $a_{l}=0$ if either $l_{i_{2}}<l$ or $l_{i}+1+m \leq l \leq l_{i}+j_{i}$ for some $i, i_{1} \leq i \leq i_{2}$. Hence, we can write $z$ as $\sum_{l=1}^{l_{i}} a_{l} v_{l}$. By (10.14) we have for $k \in \mathbb{N}$,

$$
\begin{array}{r}
A^{k} z=\sum_{i=1}^{i_{2}} A^{k}\left(\sum_{l=l_{i}+1}^{l_{i}+j_{i}} a_{l} v_{l}\right)=\sum_{i=1}^{i_{2}} U\left(\sum_{l=l_{i}+1}^{l_{i}+j_{i}} a_{l} B^{k} e_{l}\right) \\
=\sum_{i=1}^{i_{2}} U\left(\sum_{l=l_{i}+1}^{l_{i}+j_{i}} \sum_{l^{\prime}=l}^{l_{i}+j_{i}} a_{l^{\prime}} p_{l^{\prime}-l}(k) \lambda_{i}^{k-\left(l^{\prime}-l\right)} e_{l}\right)  \tag{10.17}\\
=\sum_{i=1}^{i_{2}} \sum_{l=l_{i}+1}^{l_{i}+j_{i}}\left[\sum_{l^{\prime}=l}^{l_{i}+j_{i}} a_{l^{\prime}} p_{l^{\prime}-l}(k) \lambda_{i}^{k-\left(l^{\prime}-l\right)}\right] v_{l} .
\end{array}
$$

Since $z \in E\left(\left|\lambda_{i_{0}}\right|, m_{0}+1\right) \backslash E\left(\left|\lambda_{i_{0}}\right|, m_{0}\right)$, we have $a_{l}=0$ if $l_{i}+1+m_{0}+1 \leq l \leq l_{i}+j_{i}$ for some $i, i_{1} \leq i \leq i_{2}$. Also there exists $i^{\prime}, i_{1} \leq i^{\prime} \leq i_{2}, m_{0}+1 \leq j_{i^{\prime}}$ such that $a_{l^{\prime}} \neq 0$, where $l^{\prime}=l_{i^{\prime}}+1+m_{0}$. Therefore, all the coefficients of the $v_{l}$ 's in the brackets (10.17) are dominated asymptotically by $k^{m_{0}}\left|\lambda_{0}\right|^{k}$ as $k \rightarrow \infty$ and at least one coefficient (the coefficient of $v_{l_{i^{\prime}+1}}$ ) behaves asymptotically as $k^{m_{0}}\left|\lambda_{0}\right|^{k}$ as $k \rightarrow \infty$ by (10.15). Since the norm $|U \cdot|$ is equivalent to the standard norm $|\cdot|$, this shows that there exists a constant $c>0$, and $k_{0} \in \mathbb{N}$ so that

$$
1 / c k^{m_{0}}\left|\lambda_{0}\right|^{k} \leq\left|A^{k} z\right| \leq c k^{m_{0}}\left|\lambda_{0}\right|^{k} \quad \text { for all } k \geq k_{0}
$$

i.e., (10.12) holds.

This combined with (10.16) also shows the converse implication.
Proof of Theorem 10.3. Lemma 10.2 says that the quasi-norms $\rho_{1}$ and $\rho_{2}$ are equivalent if and only if (10.8) and/or (10.9) hold. Assume that this happens. For $r \geq 0$ and $m=0,1, \ldots$, let $E\left(A_{i} ; r, m\right)$ be the linear space given by (10.11) corresponding to the dilation $A_{i}, i=1,2$. By Lemma 10.4, if $z \in$ $E\left(A_{1} ; r, m+1\right) \backslash E\left(A_{1} ; r, m\right)$ then $\left|A_{1}^{k} z\right| \sim k^{m} r^{k}$ as $k \rightarrow \infty$ and by (10.8) and (10.9), $\left|A_{2}^{\lfloor\epsilon k\rfloor} z\right| \sim k^{m} r^{k}$, so $\left|A_{2}^{k} z\right| \sim k^{m} r^{k / \epsilon}$ as $k \rightarrow \infty$. Therefore, $z \in E\left(A_{2} ; r^{1 / \epsilon}, m+\right.$ 1) $\backslash E\left(A_{2} ; r^{1 / \epsilon}, m\right)$. Since the sets $E\left(A_{i} ; r, m+1\right) \backslash E\left(A_{i} ; r, m\right), r>1, m=0,1, \ldots$ partition $\mathbb{C}^{n} \backslash\{0\}$ for $i=1,2$, we have $E\left(A_{1} ; r^{\epsilon}, m\right)=E\left(A_{2} ; r, m\right)$ for all $r>$ $0, m=0,1, \ldots$ Analogously, by considering matrices $A_{1}^{-1}$ and $A_{2}^{-1}$ we have $E\left(A_{1}^{-1} ; r^{\epsilon}, m\right)=E\left(A_{2}^{-1} ; r, m\right)$ for all $r>0, m=0,1, \ldots$ Since $E\left(A_{i} ; r, m\right) \cap$ $E\left(A_{i}^{-1} ; r^{-1}, m\right)=\operatorname{span} \bigcup_{|\lambda|=r} \operatorname{ker}\left(A_{i}-\lambda I d\right)^{m}$ for all $r>0, m=0,1, \ldots$, we have (10.7). By reversing this argument we obtain the converse implication.

We are ready to state the classification theorem for dilations generating the same anisotropic Hardy space $H^{p}, 0<p \leq 1$.

Theorem 10.5. Suppose we have two dilations $A_{1}$ and $A_{2}$ on $\mathbb{R}^{n}$. The following are equivalent:
(i) the quasi-norms $\rho_{1}$ and $\rho_{2}$ associated to $A_{1}$ and $A_{2}$, respectively, are equivalent,
(ii) (10.7) holds for all $r>1, m=1,2, \ldots$,
(iii) the anisotropic Hardy spaces $H^{p}$ associated to $A_{1}$ and $A_{2}$ are the same for some $0<p \leq 1$,
(iv) the anisotropic Hardy spaces $H^{p}$ associated to $A_{1}$ and $A_{2}$ are the same for all $0<p \leq 1$.

Remark. We claim that the atoms introduced in Definition 4.1 can be alternatively defined as follows. Suppose $A$ is a dilation and $\rho$ its associated quasi-norm. We say a triplet $(p, q, s)$ is admissible (with respect to dilation $A$ ) if $0<p \leq 1$, $1 \leq q \leq \infty, p<q, s \in \mathbb{N}$, and $s \geq\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$, where $b=|\operatorname{det} A|$, and $\lambda_{-}$ is such that (2.1) holds. A $(p, q, s)$-atom (associated with dilation $A$ ) is a function $a$ such that

$$
\begin{align*}
& \operatorname{supp} a \subset\left\{x: \rho\left(x_{0}-x\right) \leq r\right\} \quad \text { for some } r>0, x_{0} \in \mathbb{R}^{n},  \tag{10.18}\\
& \|a\|_{q} \leq r^{1 / q-1 / p}  \tag{10.19}\\
& \int_{\mathbb{R}^{n}} a(x) x^{\alpha} d x=0 \quad \text { for }|\alpha| \leq s . \tag{10.20}
\end{align*}
$$

Indeed, if $\rho$ is the step homogeneous quasi-norm then the above conditions for $r=b^{j}, j \in \mathbb{Z}$ coincide with Definition 4.1. If $\rho$ is a general quasi-norm then by Lemma 2.4 there is a constant $c>0$ so that for every atom $a$ satisfying (10.18), (10.19), and (10.20), $c a$ is an atom in the sense of Definition 4.1. And vice versa. Therefore, the definition of atoms is independent of the choice of a quasi-norm up to the equivalence of a multiplicative constant.

We can also replace conditions (10.18) and (10.19) by

$$
\begin{align*}
& \operatorname{supp} a \subset x_{0}+A^{j} \mathbf{B}(0,1) \quad \text { for some } j \in \mathbb{Z}, x_{0} \in \mathbb{R}^{n},  \tag{10.21}\\
& \|a\|_{q} \leq\left|A^{j} \mathbf{B}(0,1)\right|^{1 / q-1 / p}, \tag{10.22}
\end{align*}
$$

where $\mathbf{B}(0,1)=\{x:|x|<1\}$.
Proof. Theorem 10.3 states that (i) $\Longleftrightarrow$ (ii). (i) $\Longrightarrow$ (iv) is a consequence of the above Remark. (iv) $\Longrightarrow$ (iii) is automatic. It suffices to show (iii) $\Longrightarrow$ (ii).

Assume that (iii) holds for some $0<p \leq 1$. Our goal is to show (ii). Denote the Hardy space associated to the $n \times n$ dilation matrix $A$ by $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ or simply $H_{A}^{p}$. We claim that $H_{A_{1}}^{p}=H_{A_{2}}^{p}$ implies that there is a constant $C>0$ so that

$$
\begin{equation*}
1 / C\|f\|_{H_{A_{1}}^{p}} \leq\|f\|_{H_{A_{2}}^{p}} \leq C\|f\|_{H_{A_{1}}^{p}} \quad \text { for all } f \in H_{A_{1}}^{p}=H_{A_{2}}^{p} \tag{10.23}
\end{equation*}
$$

By Theorem 6.9 and the following Remark, (10.23) is equivalent to the same condition being satisfied for all bounded, compactly supported functions $f$ with vanishing moments up to order $s$, where $s$ is large enough so that triplet $(p, \infty, s)$ is admissible for both $A_{1}$ and $A_{2}$. The family of such functions consists precisely of scalar multiples of $(p, \infty, s)$-atoms (associated with $A_{1}$ or $A_{2}$ ). It is not hard to see that the equivalence of norms for atoms implies the corresponding statement for all elements of $H_{A_{1}}^{p}=H_{A_{2}}^{p}$, i.e., (10.23).

If (10.23) fails then we could find a sequence of elements $\left(f_{i}\right)_{i \in \mathbb{N}}$ in $H_{A_{1}}^{p}$ so that $\left\|f_{i}\right\|_{H_{A_{1}}^{p}} \leq 2^{-i}$ and $\left\|f_{i}\right\|_{H_{A_{2}}^{p}}=1$ for all $i \in \mathbb{N}$ (or the similar statement with the norms $\|\cdot\|_{H_{A_{1}}^{p}},\|\cdot\|_{H_{A_{2}}^{p}}$ interchanged). For any choice of vectors $k_{i} \in \mathbb{R}^{n}$ the series $\sum_{i \in \mathbb{N}} \tau_{k_{i}} f_{i}$ converges in $H_{A_{1}}^{p}$ (and hence in $\mathcal{S}^{\prime}$ ), since $\sum_{i \in \mathbb{N}}\left\|f_{i}\right\|_{H_{A_{1}}^{p}}^{p}<\infty$, see Proposition 4.5. Here $\tau_{k} f(x)=f(x-k)$ denotes the translation of $f$ by the vector $k \in \mathbb{R}^{n}$. We claim that for some choice of $k_{i}$ 's, $\sum_{i \in \mathbb{N}} \tau_{k_{i}} f_{i}$ does not belong to $H_{A_{2}}^{p}$. Indeed, if $M$ denotes the (grand) maximal function associated to $A_{2}$ then find the sequence of numbers $\left(r_{i}\right)_{i \in \mathbb{N}}$ so that

$$
\begin{equation*}
\int_{\mathbf{B}\left(0, r_{i}\right)} M f_{i}(x)^{p} d x>1-2^{-i-1} \quad \text { for all } i \in \mathbb{N} \tag{10.24}
\end{equation*}
$$

Choose $k_{i}$ 's so that the balls $\mathbf{B}\left(k_{i}, r_{i}\right)$ are mutually disjoint. Let $f=\sum_{i \in \mathbb{N}} \tau_{k_{i}} f_{i} \in$ $\mathcal{S}^{\prime}$. For each $j \in \mathbb{N}, \tau_{k_{j}} f_{j}=f-\sum_{i \neq j} \tau_{k_{i}} f_{i}$ with convergence in $\mathcal{S}^{\prime}$, hence

$$
M\left(\tau_{k_{j}} f_{j}\right)(x) \leq M f(x)+\sum_{i \neq j} M\left(\tau_{k_{i}} f_{i}\right)(x) \leq\left(M f(x)^{p}+\sum_{i \neq j} M\left(\tau_{k_{i}} f_{i}\right)(x)^{p}\right)^{1 / p}
$$

for all $x \in \mathbb{R}^{n}$. In particular

$$
M f(x)^{p} \geq M\left(\tau_{k_{j}} f_{j}\right)(x)^{p}-\sum_{i \neq j} M\left(\tau_{k_{i}} f_{i}\right)(x)^{p} \quad \text { for } x \in \mathbf{B}\left(k_{j}, r_{j}\right)
$$

Integrating the above and using $\tau_{k} M=M \tau_{k}$ we have

$$
\begin{aligned}
& \int_{\mathbf{B}\left(k_{j}, r_{j}\right)} M f(x)^{p} d x \geq \int_{\mathbf{B}\left(k_{j}, r_{j}\right)}\left(M\left(\tau_{k_{j}} f_{j}\right)(x)^{p}-\sum_{i \neq j} M\left(\tau_{k_{i}} f_{i}\right)(x)^{p}\right) d x \\
& =\int_{\mathbf{B}\left(0, r_{j}\right)} M f_{j}(x)^{p} d x-\sum_{i \neq j} \int_{\mathbf{B}\left(k_{j}-k_{i}, r_{j}\right)} M f_{i}(x)^{p} d x \\
& \geq 1-2^{-j-1}-\sum_{i \neq j} \int_{\mathbf{B}\left(0, r_{i}\right)^{\mathrm{c}}} M f_{i}(x)^{p} d x \geq 3 / 4-\sum_{i \in \mathbb{N}} 2^{-i-1}=1 / 4
\end{aligned}
$$

by (10.24) and $\int_{\mathbb{R}^{n}} M f_{i}(x)^{p} d x=1$. Summing the above over $j \in \mathbb{N}$ we have

$$
\int_{\mathbb{R}^{n}} M f(x)^{p} d x \geq \sum_{j \in \mathbb{N}} \int_{\mathbf{B}\left(k_{j}, r_{j}\right)} M f(x)^{p} d x=\infty
$$

Hence, $f \notin H_{A_{2}}^{p}$ which is a contradiction of (iii). Therefore (10.23) holds.
We remark that if $A$ is a dilation then $D_{A} f(x)=|\operatorname{det} A|^{1 / p} f(A x)$ is an isometry on $H_{A}^{p}$. More precisely, if $f \in \mathcal{S}^{\prime}$ and $\varphi \in \mathcal{S}$ then we define $D_{A} f$ by

$$
\left\langle D_{A} f, \varphi\right\rangle=|\operatorname{det} A|^{1 / p-1}\left\langle f, \varphi\left(A^{-1} \cdot\right)\right\rangle .
$$

Indeed, by a simple calculation we have

$$
M_{\varphi}^{0} f(A x)=|\operatorname{det} A|^{-1 / p} M_{\varphi}^{0}\left(D_{A} f\right)(x) \quad \text { for } x \in \mathbb{R}^{n}
$$

and by the definition of the grand maximal function and a change of variables

$$
\begin{equation*}
\|f\|_{H_{A}^{p}}=\left\|D_{A} f\right\|_{H_{A}^{p}} \quad \text { for all } f \in H_{A}^{p} \tag{10.25}
\end{equation*}
$$

Consider the family of functions $f$ on $\mathbb{R}^{n}$ so that

$$
\begin{gather*}
\operatorname{supp} f \subset x_{0}+A_{1}^{j_{1}} A_{2}^{j_{2}} \mathbf{B}(0,1) \quad \text { for some } j_{1}, j_{2} \in \mathbb{Z}, x_{0} \in \mathbb{R}^{n},  \tag{10.26}\\
 \tag{10.27}\\
\|f\|_{\infty} \leq\left|\operatorname{det} A_{1}\right|^{-j_{1} / p}\left|\operatorname{det} A_{2}\right|^{-j_{2} / p}  \tag{10.28}\\
\int_{\mathbb{R}^{n}} f(x) x^{\alpha} d x=0 \quad \text { for all }|\alpha| \leq s
\end{gather*}
$$

We claim that there is a constant $C^{\prime}>0$ so that $\|f\|_{H_{A_{1}}^{p}} \leq C^{\prime}$ for every $f$ satisfying (10.26)-(10.28). Indeed, for any such $f, D_{A_{2}^{j_{2}}} D_{A_{1}^{j_{1}}} f$ has support contained in $A_{2}^{-j_{2}} A_{1}^{-j_{1}} x_{0}+\mathbf{B}(0,1)$, has $L^{\infty}$ norm less than 1 , and has vanishing moments up to order $s$, hence is a constant multiple of an atom (satisfying (10.20)-(10.22) with $j=0$ and $q=\infty$ ). The claim now follows from (10.23) and the iterative form of (10.25). Finally, let $f_{0}$ be a fixed function satisfying (10.26)-(10.28) with $x_{0}=0$, $j_{1}=j_{2}=0$,

$$
f_{0}(x)= \begin{cases}\delta_{0} & \text { for all } x \in \mathbf{B}\left(3 / 4 e_{1}, 1 / 4\right)  \tag{10.29}\\ 0 & \text { for all } x \notin \mathbf{B}(0,1 / 2) \cup \mathbf{B}\left(3 / 4 e_{1}, 1 / 4\right)\end{cases}
$$

It is clear that if $\delta_{0}>0$ is sufficiently small a function $f_{0}$ satisfying the above constraints exists.

To finish the proof, assume on the contrary that (ii) fails. By (10.2) this means that either

$$
\limsup _{k \rightarrow \infty}\left\|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor}\right\|=\infty \quad \text { or } \quad \limsup _{k \rightarrow-\infty}\left\|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor}\right\|=\infty
$$

It is not hard to see the limsup can be replaced by lim using the idea in the proof of Theorem 10.3. For any $k \in \mathbb{Z}$ define $d(k)$ as the smallest integer so that

$$
\left\|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor-d(k)}\right\| \leq 1
$$

Clearly, we have

$$
\left\|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor-d(k)}\right\|=\left\|A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor-d(k)}\right\|\left\|A_{2}\right\|\left\|A_{2}\right\|^{-1} \geq\left\|A_{2}\right\|^{-1}
$$

We either have $d(k) \rightarrow \infty$ as $k \rightarrow \infty$ or $d(k) \rightarrow \infty$ as $k \rightarrow-\infty$. We will fix our attention on the case when $d(k) \rightarrow \infty$ as $k \rightarrow \infty$; the other case is identical.

For simplicity denote $Q_{k}=A_{1}^{k} A_{2}^{-\lfloor\epsilon k\rfloor-d(k)}$. Let $z_{k} \in \mathbb{R}^{n},\left|z_{k}\right|=1$, be such that $\left|Q_{k} z_{k}\right|=\left\|Q_{k}\right\|=: c(k)$. We know that $\left\|A_{2}\right\|^{-1} \leq c(k) \leq 1$. Let $U_{k}$ be a unitary matrix such that $U_{k} e_{1}=z_{k}$. Consider function

$$
\begin{equation*}
f_{k}=D_{U_{k}^{-1} Q_{k}^{-1}} f_{0}=D_{Q_{k}^{-1}} D_{U_{k}^{-1}} f_{0} \tag{10.30}
\end{equation*}
$$

The function $f_{k}$ clearly satisfies (10.26)-(10.28) with $x_{0}=0, j_{1}=k, j_{2}=-\lfloor\epsilon k\rfloor-$ $d(k)$. Since $Q_{k} U_{k} \mathbf{B}(0,1 / 2) \subset \mathbf{B}(0, c(k) / 2)$ and $Q_{k} U_{k} \mathbf{B}\left(3 / 4 e_{1}, 1 / 4\right)=Q_{k} \mathbf{B}\left(3 / 4 z_{k}\right.$, $1 / 4)$ then by (10.29) and (10.30)

$$
\begin{align*}
& x \in \mathbf{B}(0, c(k) / 2)^{\mathbf{c}} \quad \text { and } \quad f_{k}(x) \neq 0 \Longrightarrow  \tag{10.31}\\
& x \in Q_{k} \mathbf{B}\left(3 / 4 z_{k}, 1 / 4\right) \quad \text { and } \quad f_{k}(x)=\delta_{k},
\end{align*}
$$



Figure 3. The support of $f_{k}$ IS contained in the shaded Regions. The function $f_{k}$ is equal to $\delta_{k}$ in the darker ELLIPSE.
where $\delta_{k}=\delta_{0}\left|\operatorname{det} A_{1}\right|^{-k / p}\left|\operatorname{det} A_{2}\right|^{\lfloor\epsilon k\rfloor / p+d(k) / p}$. Let $\varphi \in \mathcal{S}$ be a nonnegative function such that

$$
\varphi(x)= \begin{cases}1 & \text { for } x \in \mathbf{B}\left(0,1 / 8\left\|A_{2}\right\|^{-1}\right)  \tag{10.32}\\ 0 & \text { for } x \notin \mathbf{B}\left(0,3 / 16\left\|A_{2}\right\|^{-1}\right)\end{cases}
$$

We claim that $\left\|M_{\varphi}^{0} f_{k}\right\|_{p} \rightarrow \infty$ as $k \rightarrow \infty$. Indeed, if $z \in \mathbf{B}\left(3 / 4 Q_{k} z_{k}, 1 / 16\left\|A_{2}\right\|^{-1}\right)$ then

$$
\begin{align*}
M_{\varphi}^{0} f_{k}(z) \geq\left|f_{k} * \varphi(z)\right| & =\left|\int_{\mathbb{R}^{n}} f_{k}(x) \varphi(z-x) d x\right| \\
& =\delta_{k} \int_{\mathbb{R}^{n}} \mathbf{1}_{Q_{k} \mathbf{B}\left(3 / 4 z_{k}, 1 / 4\right)}(x) \varphi(z-x) d x  \tag{10.33}\\
& \geq \delta_{k}\left|\mathbf{B}\left(z, 1 / 8\left\|A_{2}\right\|^{-1}\right) \cap Q_{k} \mathbf{B}\left(3 / 4 z_{k}, 1 / 4\right)\right|
\end{align*}
$$

by (10.31) and (10.32) since $\varphi(z-x) \neq 0$ implies

$$
x \in \mathbf{B}\left(0,3 / 16\left\|A_{2}\right\|^{-1}\right)+\mathbf{B}\left(3 / 4 Q_{k} z_{k}, 1 / 16\left\|A_{2}\right\|^{-1}\right)=\mathbf{B}\left(3 / 4 Q_{k} z_{k}, 1 / 4\left\|A_{2}\right\|^{-1}\right)
$$

and hence $x \in \mathbf{B}(0, c(k) / 2)^{\mathbf{c}}$. By (10.33) and Lemma 10.6 applied to $P=1 / 4 Q_{k}$ and $r=\left(2 c(k)\left\|A_{2}\right\|\right)^{-1}$

$$
\begin{aligned}
M_{\varphi}^{0} f_{k}(z) & \geq \delta_{k}\left|\mathbf{B}\left(z-3 / 4 Q_{k} z_{k}, 1 / 8\left\|A_{2}\right\|^{-1}\right) \cap P \mathbf{B}(0,1)\right| \geq \delta_{k}(r / 2)^{n}|P \mathbf{B}(0,1)| \\
& \geq\left|\operatorname{det} Q_{k} \| \mathbf{B}(0,1 / 4)\right| \delta_{k}\left(4\left\|A_{2}\right\|\right)^{-n} \\
& \geq \delta_{0}\left|\operatorname{det} A_{2}\right|^{(d(k)-1)(1 / p-1)}|\mathbf{B}(0,1 / 4)|\left(4\left\|A_{2}\right\|\right)^{-n}=c\left|\operatorname{det} A_{2}\right|^{d(k)(1 / p-1)},
\end{aligned}
$$

by (10.4). Therefore, if $p<1$ then

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} M_{\varphi}^{0} f_{k}(z)^{p} d z & \geq \int_{\mathbf{B}\left(3 / 4 Q_{k} z_{k}, 1 / 16\left\|A_{2}\right\|^{-1}\right)} M_{\varphi}^{0} f_{k}(z)^{p} d z \\
& \geq c^{p}\left|\mathbf{B}\left(0,1 / 16\left\|A_{2}\right\|^{-1}\right) \| \operatorname{det} A_{2}\right|^{d(k)(1-p)} \rightarrow \infty \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

By Theorem 7.1, $\left\|f_{k}\right\|_{H_{A_{1}}^{p}} \rightarrow \infty$ as $k \rightarrow \infty$ which contradicts $\left\|f_{k}\right\|_{H_{A_{1}}^{p}} \leq C^{\prime}$. Therefore, (ii) must necessarily hold if $p<1$.

The case $p=1$ requires a special argument. We have $\left\|f_{k}\right\|_{1}=\left\|f_{0}\right\|_{1}$ and $\operatorname{supp} f_{k} \subset Q_{k} \mathbf{B}(0,1)$ for all $k \in \mathbb{N}$. Since $\mathcal{S}$ is a separable space there is a subsequence $\left(f_{k_{i}}\right)_{i \in \mathbb{N}}$ converging to some $f \in \mathcal{S}^{\prime}$, and $r=\lim _{i \rightarrow \infty} c\left(k_{i}\right)$ exists. Clearly $f$ is a regular Borel measure with compact support which is singular with respect to the Lebesgue measure since $\left|\operatorname{supp} f_{k}\right| \rightarrow 0$ as $k \rightarrow \infty$. Furthermore, $f \neq 0$ which can be verified by testing $f$ with an appropriate (nonnegative, radial) test function $\varphi \in \mathcal{S}$ vanishing on $\mathbf{B}(0, r / 2)$. Let $M$ denotes the (grand) maximal function associated to $A_{1}$. By Fatou's Lemma

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} M f(x) d x \leq \int_{\mathbb{R}^{n}} \liminf _{i \rightarrow \infty} M f_{k_{i}}(x) d x & \leq \liminf _{i \rightarrow \infty} \int_{\mathbb{R}^{n}} M f_{k_{i}}(x) d x \\
& \leq \liminf _{i \rightarrow \infty}\left\|f_{k_{i}}\right\|_{H_{A_{1}}^{1}} \leq C^{\prime}
\end{aligned}
$$

Hence $f \in H_{A_{1}}^{1}$. But $f \notin L^{1}$ which is a contradiction of $H_{A_{1}}^{1}\left(\mathbb{R}^{n}\right) \subset L^{1}\left(\mathbb{R}^{n}\right)$. This finishes the proof of Theorem 10.5.

Lemma 10.6. Suppose $\Gamma=P \mathbf{B}(0,1)=\left\{x \in \mathbb{R}^{n}:\left|P^{-1} x\right|<1\right\}$ is an ellipsoid, where $P$ is some nondegenerate $n \times n$ matrix. For any $0<r \leq 1 / 2$ we have

$$
\frac{|\mathbf{B}(z,| | P \| r) \cap \Gamma|}{|\Gamma|} \geq(r / 2)^{n} \quad \text { for all } z \in \mathbf{B}(0,\|P\| r / 2)
$$

Proof. Let $c=\|P\|$. For any $z \in \mathbf{B}(0, c r / 2), \mathbf{B}(0, c r / 2) \subset \mathbf{B}(z, c r)$ hence

$$
\begin{aligned}
\frac{|\mathbf{B}(z, c r) \cap \Gamma|}{|\Gamma|} & \geq \frac{|\mathbf{B}(0, c r / 2) \cap P \mathbf{B}(0,1)|}{|P \mathbf{B}(0,1)|}=\frac{\left|P^{-1} \mathbf{B}(0, c r / 2) \cap \mathbf{B}(0,1)\right|}{|\mathbf{B}(0,1)|} \\
& \geq \frac{|\mathbf{B}(0, r / 2) \cap \mathbf{B}(0,1)|}{|\mathbf{B}(0,1)|}=(r / 2)^{n} .
\end{aligned}
$$

We close this section with a simple example of a distribution that differentiates most anisotropic $H^{p}$ spaces. Although this example gives only a necessary condition for $H_{A_{1}}^{p}=H_{A_{2}}^{p}, 0<p<1$, it motivated the author toward Theorem 10.5.

Lemma 10.7. Suppose $0<p<1$ and $A$ is a dilation. For fixed $z \in \mathbb{R}^{n} \backslash\{0\}$, let $f=\delta_{0}-\delta_{z} \in \mathcal{S}^{\prime}$, where $\delta_{z}$ denotes the point mass at $z$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} M_{\varphi}^{0} f(x)^{p} d x<\infty \Longleftrightarrow \sum_{l=1}^{\infty}\left|A^{-l} z\right|^{p}|\operatorname{det} A|^{(1-p) l}<\infty \tag{10.34}
\end{equation*}
$$

where $\varphi \in \mathcal{S}, \int \varphi \neq 0$.

Proof. Since $M_{\varphi}^{0} \delta_{0}(x) \approx 1 / \rho(x)$, where $\rho$ is a quasi-norm associated to $A$, $M_{\varphi}^{0} \delta_{0}$ is locally in $L^{p}(0<p<1)$. Therefore, only the behavior of $M_{\varphi}^{0}$ at infinity is of importance. For simplicity we choose a nonnegative $\varphi \in \mathcal{S}$ so that $\varphi(x)=1$ for all $x \in B_{0}$ and $\operatorname{supp} \varphi \subset B_{1}$, where $B_{i}$ 's come from Definition 2.5. By the Mean Value Theorem

$$
\int_{B_{1} \backslash B_{0}}|\langle\nabla \varphi(x), w\rangle|^{p} d x>0 \quad \text { for any } w \in \mathbb{R}^{n} \backslash\{0\}
$$

where $\nabla \varphi$ is the gradient of $\varphi$. By continuity

$$
\inf _{|w|=1} \int_{B_{1} \backslash B_{0}}|\langle\nabla \varphi(x), w\rangle|^{p} d x>0
$$

Since $|\varphi(x)-\varphi(x-w)-\langle\nabla \varphi(x), w\rangle| /|w| \rightarrow 0$ as $|w| \rightarrow 0$ uniformly over $x \in B_{1} \backslash B_{0}$, there is a constant $c>0$ so that

$$
\begin{equation*}
\int_{B_{1} \backslash B_{0}}|\varphi(x)-\varphi(x-w)|^{p} d x \geq c|w|^{p} \quad \text { for all }|w| \leq 1 \tag{10.35}
\end{equation*}
$$

We have

$$
\begin{align*}
M_{\varphi}^{0} f(x) & =\sup _{k \in \mathbb{Z}} b^{-k}\left|\int f(y) \varphi\left(A^{-k}(x-y)\right) d y\right|  \tag{10.36}\\
& =\sup _{k \in \mathbb{Z}} b^{-k}\left|\varphi\left(A^{-k} x\right)-\varphi\left(A^{-k}(x-z)\right)\right|
\end{align*}
$$

where $b=|\operatorname{det} A|$. Without loss of generality we can assume that $|z| \leq 1$. Suppose $x \in B_{l+1} \backslash B_{l}$ for some $l \geq l_{0}$, where $l_{0}$ is sufficiently large so that $\left(B_{l}\right)^{\mathbf{c}}+\mathbf{B}(0,1) \subset$ $\left(B_{l-1}\right)^{\mathbf{c}}$ for all $l \geq l_{0}$. Since $x-z \in\left(B_{l-1}\right)^{\mathbf{c}}$ the supremum in (10.36) runs effectively only for $k \geq l-1$, and

$$
M_{\varphi}^{0} f(x) \leq b^{1-l} \sup _{y \in \mathbb{R}^{n}}|\nabla \varphi(y)| \sup _{k \geq l-1}\left|A^{-k} z\right| \leq C b^{-l}\left|A^{-l} z\right|
$$

Therefore

$$
\int_{B_{l+1} \backslash B_{l}} M_{\varphi}^{0} f(x)^{p} d x \leq C^{p} b^{l+1} b^{-l p}\left|A^{-l} z\right|^{p}=C^{p} b^{(1-p) l+1}\left|A^{-l} z\right|^{p}
$$

On the other hand by (10.35)

$$
\begin{aligned}
\int_{B_{l+1} \backslash B_{l}} M_{\varphi}^{0} f(x)^{p} d x & \geq b^{-l p} \int_{B_{l+1} \backslash B_{l}}\left|\varphi\left(A^{-l} x\right)-\varphi\left(A^{-l}(x-z)\right)\right|^{p} d x \\
& =b^{-l p} b^{l} \int_{B_{1} \backslash B_{0}}\left|\varphi(x)-\varphi\left(x-A^{-l} z\right)\right|^{p} d x \geq c b^{(1-p) l}\left|A^{-l} z\right|^{p} .
\end{aligned}
$$

Summing the last two estimates over $l \geq l_{0}$ yields (10.34).
Corollary 10.8. Suppose $0<p<1$, $A$ is a dilation, and $z \in \mathbb{R}^{n} \backslash\{0\}$. The following are equivalent:

$$
\begin{gathered}
\delta_{0}-\delta_{z} \in H_{A}^{p} \\
\left|A^{-l} z \| \operatorname{det} A\right|^{(1 / p-1) l} \rightarrow 0 \quad \text { as } l \rightarrow \infty \\
z \in \operatorname{span}\left(\bigcup_{|\lambda|>|\operatorname{det} A|^{1 / p-1}} \operatorname{ker}(A-\lambda I d)^{n}\right)
\end{gathered}
$$

Proof. Corollary follows easily from Lemmas 10.4 and 10.7.

Example. Suppose $A_{1}$ and $A_{2}$ are dilations. Let $\lambda_{1}^{i}, \ldots, \lambda_{n}^{i}$ be eigenvalues of $A_{i}$ (taken according to multiplicity) so that $\left|\lambda_{1}^{i}\right| \leq \ldots \leq\left|\lambda_{n}^{i}\right|, i=1,2$. Suppose that $H_{A_{1}}^{p}=H_{A_{2}}^{p}$ for all $0<p<1$. By Corollary 10.8 this implies $\left(r=\left|\operatorname{det} A_{1}\right|^{1 / p-1}\right)$

$$
\operatorname{span} \bigcup_{|\lambda|>r} \operatorname{ker}\left(A_{1}-\lambda I d\right)^{n}=\operatorname{span} \bigcup_{|\lambda|>r^{1 / \varepsilon}} \operatorname{ker}\left(A_{2}-\lambda I d\right)^{n} \quad \text { for all } r>1
$$

where $\epsilon$ is given by (10.3). In particular, by counting dimensions we have

$$
\begin{equation*}
\left|\lambda_{j}^{1}\right|^{1 / \ln \left|\operatorname{det} A_{1}\right|}=\left|\lambda_{j}^{2}\right|^{1 / \ln \left|\operatorname{det} A_{2}\right|} \quad \text { for all } j=1, \ldots, n \tag{10.37}
\end{equation*}
$$

Naturally this condition falls short of sufficiency (in comparison with (10.7), for example). Nevertheless, it does give a quick way of checking whether two dilations might generate the same anisotropic $H^{p}$ spaces. In fact, (10.37) comes very close to characterizing those Hardy spaces which are equivalent up to a linear transformation, as we will see in Theorem 10.10.

Definition 10.9. We say that $H_{A_{1}}^{p}$ and $H_{A_{2}}^{p}$ are equivalent up to a linear transformation, and write $H_{A_{1}}^{p} \cong H_{A_{2}}^{p}$ if there is a nonsingular $n \times n$ matrix $P$ such that $D_{P}$ is an isomorphism between $H_{A_{1}}^{p}$ and $H_{A_{2}}^{p}$. We say that two quasi-norms are equivalent up to a linear transformation if there is a constant $c>0$ and a nonsingular $n \times n$ matrix $P$ such that

$$
1 / c \rho_{1}(x) \leq \rho_{2}(P x) \leq c \rho_{1}(x) \quad \text { for all } x \in \mathbb{R}^{n} .
$$

Theorem 10.10. Suppose we have two dilations $A_{1}$ and $A_{2}$ on $\mathbb{R}^{n}$. The following are equivalent:
(i) the quasi-norms $\rho_{1}$ and $\rho_{2}$ associated to $A_{1}$ and $A_{2}$, respectively, are equivalent up to a linear transformation,
(ii) for all $r>1$ and $m=1,2, \ldots$ we have

$$
\begin{equation*}
\sum_{|\lambda|=r^{\epsilon}} \operatorname{dim} \operatorname{ker}\left(A_{1}-\lambda I d\right)^{m}=\sum_{|\lambda|=r} \operatorname{dim} \operatorname{ker}\left(A_{2}-\lambda I d\right)^{m} \tag{10.38}
\end{equation*}
$$

where $\epsilon$ is given by (10.3),
(iii) $H_{A_{1}}^{p} \cong H_{A_{2}}^{p}$ for all $0<p \leq 1$,
(iv) $H_{A_{1}}^{p_{1}} \cong H_{A_{2}}^{p}$ for some $0<p \leq 1$.

Proof. Without loss of generality we can assume that the dilations $A_{1}$ and $A_{2}$ have only positive eigenvalues and $\operatorname{det} A_{1}=\operatorname{det} A_{2}=b$ by Theorem 10.5.

Assume (i) holds. Note that $\rho_{2}(P \cdot)$ is a quasi-norm associated with the dilation $P^{-1} A_{2} P$. Indeed,

$$
\rho_{2}\left(P\left(P^{-1} A_{2} P x\right)\right)=\left|\operatorname{det} A_{2}\right| \rho_{2}(P x)=\left|\operatorname{det}\left(P^{-1} A_{2} P\right)\right| \rho_{2}(x) .
$$

Since the quasi-norms $\rho_{1}$ and $\rho_{2}(P \cdot)$ are equivalent

$$
\begin{aligned}
\operatorname{ker}\left(A_{1}-r I d\right)^{m}=\operatorname{ker}\left(P^{-1} A_{2} P-r I d\right)^{m} & =\operatorname{ker}\left(P^{-1}\left(A_{2}-r I d\right)^{m} P\right) \\
& =P^{-1}\left(\operatorname{ker}\left(A_{2}-r I d\right)^{m}\right)
\end{aligned}
$$

for any $r>1, m=1,2, \ldots$ by Theorem 10.5. Hence (ii) holds.

Assume (ii) holds, i.e.,
(10.39) $\operatorname{dim} \operatorname{ker}\left(A_{1}-r I d\right)^{m}=\operatorname{dim} \operatorname{ker}\left(A_{2}-r I d\right)^{m}, \quad$ for all $r>1, m=1,2, \ldots$

If $r$ is an eigenvalue of $A_{1}$ then the number of Jordan blocks of size $\geq m$ corresponding to $r$ is equal to $\operatorname{dim} \operatorname{ker}\left(A_{1}-r I d\right)^{m}-\operatorname{dim} \operatorname{ker}\left(A_{1}-r I d\right)^{m-1}$. If $r$ is not an eigenvalue of $A_{1}$ this number equals 0 regardless of $m$. By (10.39) the number of Jordan blocks of size $m$ corresponding to the eigenvalue $r$ is the same for both $A_{1}$ and $A_{2}$ and therefore the matrices $A_{1}$ and $A_{2}$ have equivalent Jordan decompositions. So there is a nonsingular $n \times n$ matrix $P$ such that $A_{1}=P^{-1} A_{2} P$. Choose any $\varphi \in \mathcal{S}$ with $\int \varphi \neq 0$. Let $\varphi_{k}(x)=b^{-k} \varphi\left(A_{1}^{-k} x\right)$ and $\psi_{k}(x)=b^{-k} \psi\left(A_{2}^{-k} x\right)$, where $\psi(x)=\left|\operatorname{det} P^{-1}\right| \varphi\left(P^{-1} x\right)$. Given any $f \in \mathcal{S}^{\prime}$ we have

$$
\begin{aligned}
\left(f * \varphi_{k}\right)(x) & =b^{-k} \int f(y) \varphi\left(P^{-1} A_{2}^{-k} P(x-y)\right) d y \\
& =b^{-k}\left|\operatorname{det} P^{-1}\right| \int f\left(P^{-1} y\right) \varphi\left(P^{-1} A_{2}^{-k}(P x-y)\right) d y \\
& =\int f\left(P^{-1} y\right) \psi_{k}(P x-y) d y=|\operatorname{det} P|^{1 / p}\left(D_{P^{-1}} f * \psi_{k}\right)(P x)
\end{aligned}
$$

Therefore, $\left\|M_{\varphi}^{0} f\right\|_{p}=\left\|M_{\psi}^{0} D_{P^{-1}} f\right\|_{p}$, where the maximal functions are associated to $A_{1}$ and $A_{2}$, respectively. Thus, $\|f\|_{H_{A_{1}}^{p}} \sim\left\|D_{P^{-1}} f\right\|_{H_{A_{2}}^{p}}$ for any $f$, and $H_{A_{1}}^{p} \cong$ $H_{A_{2}}^{p}$ for any $0<p \leq 1$, thus (iii) holds. Since (iii) trivially implies (iv), it suffices to show (iv) $\Longrightarrow$ (i).

Assume (iv) holds, i.e., for some $0<p \leq 1,\|f\|_{H_{A_{1}}^{p}} \sim\left\|D_{P^{-1}} f\right\|_{H_{A_{2}}^{p}}$ for any $f \in H_{A_{1}}^{p}$. Consider the family of functions $f$ on $\mathbb{R}^{n}$ such that

$$
\begin{gather*}
\operatorname{supp} f \subset x_{0}+A_{1}^{j_{1}} P^{-1} A_{2}^{j_{2}} P \mathbf{B}(0,1) \quad \text { for some } j_{1}, j_{2} \in \mathbb{Z}, x_{0} \in \mathbb{R}^{n}  \tag{10.40}\\
\|f\|_{\infty} \leq b^{-j_{1} / p-j_{2} / p}  \tag{10.41}\\
\int_{\mathbb{R}^{n}} f(x) x^{\alpha} d x=0 \quad \text { for all }|\alpha| \leq s \tag{10.42}
\end{gather*}
$$

We claim that there is a constant $C^{\prime}>0$ so that $\|f\|_{H_{A_{1}}^{p}} \leq C^{\prime}$ for every $f$ satisfying (10.40)-(10.42). Indeed, for any such $f, D_{A_{2}^{j_{2}}} D_{P^{-1}} D_{A_{1}^{j_{1}}} f$ has support contained in $A_{2}^{-j_{2}} P A_{1}^{-j_{1}} x_{0}+P \mathbf{B}(0,1)$, has $L^{\infty}$ norm less than $|\operatorname{det} P|^{-1 / p}$, and has vanishing moments up to order $s$, hence is a constant multiple of an atom. The claim now follows from the hypothesis and the iterative form of (10.25). By the proof of Theorem 10.5 we conclude that the dilations $A_{1}$ and $P^{-1} A_{2} P$ have equivalent quasi-norms $\rho_{1}$ and $\tilde{\rho}_{2}$, respectively. Define $\rho_{2}(x)=\tilde{\rho}_{2}\left(P^{-1} x\right)$. Clearly $\rho_{2}$ is a quasi-norm associated with the dilation $A_{2}$ and $\rho_{1}$ and $\rho_{2}(P \cdot)$ are equivalent. This shows (i) and ends the proof.

## CHAPTER 2 Wavelets

## 1. Introduction

In this chapter we present constructions of orthogonal and tight frame wavelets in the Schwartz class. We investigate the limitations on regularity of orthogonal wavelets imposed by the form of a dilation. We show that sufficiently regular wavelets form an unconditional basis for the anisotropic Hardy space associated this dilation.

Historical background. The theory of wavelets is a relatively new area of mathematics. The first example of an object now called a wavelet is the Haar function introduced by Haar [Ha] in 1910. Haar showed that the appropriate translates and dilates of Haar function form an orthonormal basis of $L^{2}([0,1])$. The second example of wavelets has been introduced by Strömberg [Sö] in 1981. Strömberg wavelets can be constructed to be $C^{r}$ smooth with exponential decay at infinity for any integer $r \geq 1$. Strömberg has also shown that they form an unconditional basis for the Hardy space $H^{p}\left(\mathbb{R}^{n}\right), 0<p \leq 1$.

The theory of wavelets has taken off with the construction of wavelets in the Schwartz class by Meyer [Me] in 1985. Soon after Daubechies [Da1, Da2] has constructed compactly supported wavelets in $C^{r}$ class for any integer $r \geq 1$. In the first few years of its existence the theory of wavelets has grown exponentially and it is still a very active area of research both in pure and applied mathematics. For example, wavelets turn out to have many advantages in studying various function spaces. They form an unconditional bases for a variety of function spaces, e.g. $L^{p}$, Hardy, Hölder, Sobolov, and Besov spaces. In the applied sciences wavelets are successfully used in many areas of signal analysis, e.g. image compression, noise reduction, feature extraction, etc., see [JMR]. Here we are going to discuss only the part of the theory concerned with wavelets in Euclidean spaces.

Description of the chapter. Dai, Larson and Speegle [DL, DLS] have shown the existence of orthogonal wavelets (minimally supported in frequency) for all dilations. However, the construction of more regular wavelets is a complex process which is apparently impossible for "most" of dilations, see Theorem 3.1.

Our initial goal is the construction of regular orthogonal wavelets for a general dilation matrix $A$ preserving some lattice $\Gamma$. Strichartz $[\mathrm{Sr}]$ has constructed $r$ regular wavelets with an associated $r$-regular multiresolution analysis for every $r$ and for a wide class of dilations having a Haar type wavelet basis, or equivalently a self-affine tiling, see [GM]. This result was extended to all dilations preserving some lattice in [Bo4].

However, the problem of finding $\infty$-regular multiwavelets, i.e., in the Schwartz class, for a general dilation $A$ preserving some lattice is still open. Nevertheless, we are able to show the existence of orthogonal wavelets in the Schwartz class associated with some positive power of $A$. This is the content of Section 2.

In Section 3 we show that if move beyond the class of dilations preserving some lattice, regular wavelets may not exists. In fact, we show that for a large class of dilations all multiwavelets must be combined minimally supported in frequency. Nevertheless, in Section 4 we show that $\infty$-regular tight frame wavelets exist for any dilation matrix.

In Section 5 we show that $r$-regular wavelets associated with a dilation $A$ form an unconditional basis for the anisotropic Hardy space $H_{A}^{p}$ associated with $A$. This generalizes the result of Meyer [Me] who showed this in the isotropic case. We remark that unconditionality of multiwavelets with arbitrary dilations in $L^{p}$ space $(1<p<\infty)$ was shown by Pompe [Po].

In the following section we study the sequence space of coefficients of elements of $H^{p}$ in the wavelet expansion. In the isotropic case this sequence space was studied by Meyer [Me] and Frazier and Jawerth [FJ1, FJ2] in the scale of Triebel-Lizorkin spaces.

Wavelet preliminaries. Throughout Section 2, we are going to assume that we have a lattice $\Gamma\left(\Gamma=P \mathbb{Z}^{n}\right.$ for some nondegenerate $n \times n$ matrix $\left.P\right)$ and a dilation matrix $A$ preserving $\Gamma$, i.e., all eigenvalues $\lambda$ of $A$ satisfy $|\lambda|>1$, and $A \Gamma \subset \Gamma$. Without loss of generality, we will assume that $\Gamma=\mathbb{Z}^{n}$.

Definition 1.1. Let $\Psi$ be a finite family of functions $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\} \subset$ $L^{2}\left(\mathbb{R}^{n}\right)$. We say that $\Psi$ is a wavelet family (or a multiwavelet) if $\left\{\psi_{j, k}^{l}: j \in \mathbb{Z}, k \in\right.$ $\left.\mathbb{Z}^{n}, l=1, \ldots, L\right\}$ is an orthonormal basis for $L^{2}\left(\mathbb{R}^{n}\right)$. Here, for $\psi \in L^{2}\left(\mathbb{R}^{n}\right)$ we use the convention

$$
\psi_{j, k}(x)=D_{A^{j}} \tau_{k} \psi(x)=|\operatorname{det} A|^{j / 2} \psi\left(A^{j} x-k\right) \quad j \in \mathbb{Z}, k \in \mathbb{Z}^{n}
$$

where $\tau_{y} f(x)=f(x-y)$ is a translation operator by the vector $y \in \mathbb{R}^{n}$, and $D_{A} f(x)=\sqrt{|\operatorname{det} A|} f(A x)$ is a dilation operator by the matrix A.

Definition 1.2. By a multiresolution analysis we mean a sequence of closed subspaces $\left(V_{i}\right)_{i \in \mathbb{Z}} \subset L^{2}\left(\mathbb{R}^{n}\right)$ satisfying:
(i) $V_{i} \subset V_{i+1}$ for $i \in \mathbb{Z}$,
(ii) $V_{i}=D_{A^{i}} V_{0}$ for $i \in \mathbb{Z}$,
(iii) $\overline{\bigcup_{i \in \mathbb{Z}} V_{i}}=L^{2}\left(\mathbb{R}^{n}\right)$,
(iv) $\bigcap_{i \in \mathbb{Z}} V_{i}=\{0\}$,
(v) there exists $\varphi$ called a scaling function such that $\left\{\tau_{k} \varphi\right\}_{k \in \mathbb{Z}^{n}}$ is an orthonormal basis of $V_{0}$.

We say that a wavelet family $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ is associated with a multiresolution analysis (MRA), if the spaces

$$
\begin{equation*}
V_{i}=\bigoplus_{j<i} W_{j}, \quad \text { where } W_{j}=\overline{\operatorname{span}}\left\{\psi_{j, k}^{l}: k \in \mathbb{Z}^{n}, l=1, \ldots, L\right\} \tag{1.1}
\end{equation*}
$$

form an MRA. This happens precisely when $V_{0}$ as a shift invariant subspace of $L^{2}\left(\mathbb{R}^{n}\right)$ has dimension function $D_{\Psi}(\xi)=1$ for a.e. $\xi \in \mathbb{R}^{n}$. For the definition of the dimension function for general shift invariant spaces, see [BDR, Bo3]. However, the dimension function of $V_{0}$ is given by the explicit formula,

$$
\begin{equation*}
D_{\Psi}(\xi)=\sum_{l=1}^{L} \sum_{j=1}^{\infty} \sum_{k \in \mathbb{Z}^{n}}\left|\hat{\psi}^{l}\left(B^{j}(\xi+k)\right)\right|^{2} \tag{1.2}
\end{equation*}
$$

where $B=A^{T}$, see $[\mathrm{Ba}, \mathrm{BRS}]$. Since

$$
\begin{equation*}
\int_{(0,1)^{n}} D_{\Psi}(\xi) d \xi=1 /(b-1) \sum_{l=1}^{L}\left\|\psi_{l}\right\|^{2} \tag{1.3}
\end{equation*}
$$

a wavelet family $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ can be associated with an MRA only if $L=b-1$, where $b=|\operatorname{det} A|$.

Definition 1.3. We say that a function $f$ on $\mathbb{R}^{n}$ is $r$-regular, if $f$ is of class $C^{r}, r=0,1, \ldots, \infty$ and

$$
\begin{equation*}
\left|\partial^{\alpha} f(x)\right| \leq c_{\alpha, k}(1+|x|)^{-k} \tag{1.4}
\end{equation*}
$$

for each $k \in \mathbb{N}$, and each multi-index $\alpha$, with $|\alpha| \leq r$. A wavelet family $\Psi=$ $\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ is $r$-regular, if $\psi^{1}, \ldots, \psi^{L}$ are $r$-regular functions. An $M R A$ is $r$ regular if the subspace $V_{0}$ given by (1.1) has an orthonormal basis of the form $\left\{\tau_{k} \varphi: k \in \mathbb{Z}^{n}\right\}$ for some $r$-regular scaling function $\varphi$.

If a wavelet family $\Psi$ is $r$-regular for $r$ sufficiently large, or more precisely $\left|\hat{\psi}^{l}(\xi)\right|$ are continuous and $\left|\hat{\psi}^{l}(\xi)\right| \leq C(1+|\xi|)^{-n / 2-\varepsilon}$ for some $\varepsilon>0$, then the sum (1.2) converges uniformly on compact subsets of $\mathbb{R}^{n} \backslash \mathbb{Z}^{n}$ to the continuous function $D_{\Psi}(\xi)$ having integer values. Therefore, by $\mathbb{Z}^{n}$-periodicity $D_{\Psi}$ is constantly equal $d$ for some $d \in \mathbb{N}$. If $d=1$ then $r$-regular wavelet family $\Psi$ comes from some MRA (more generally, $\Psi$ comes from an MRA with multiplicity $d$ ). This result was essentially shown by Auscher [Au2, Au3, Theorem 10.1] (under slightly stronger assumptions on $\hat{\psi}^{l}$ 's). In general, we can not expect that this MRA is also $r$-regular; for a counterexample see [MC, Chapter 8, Proposition 2]. Conversely, having an $r$-regular MRA we can not, in general, deduce the existence of $r$-regular wavelet family associated with it, see [Wo2, Theorem 5.10, Remark 5.6]. Nevertheless, we can deduce the existence of $r$-regular wavelet family by using the following result, see [Wo2, Corollary 5.17] which also holds for $r=\infty$.

Proposition 1.4 (Wojtaszczyk). Assume that we have a multiresolution analysis on $\mathbb{R}^{n}$ associated with an integral dilation $A$ with $|\operatorname{det} A|=b$. Assume that this MRA has an r-regular scaling function $\varphi(x)$ such that $\hat{\varphi}(\xi)$ is real for some $r=0,1, \ldots, \infty$. Then there exists a wavelet family associated with this MRA consisting of $a(b-1) r$-regular function.

Starting in Section 3 we relax the assumption that a dilation $A$ has integer entries and we only assume that $A$ is expansive in the sense of Definition 2.1 in Chapter 1. In Section 3 we show that in this setting $r$-regular orthogonal wavelet bases may not exist in general. Consequently, starting in Section 4 we consider also tight frame wavelets.

## 2. Wavelets in the Schwartz class

In this section we are going to construct an MRA which has a scaling function $\varphi$ in the Schwartz class and $\hat{\varphi}(\xi)$ is real for some special class of dilations satisfying a kind of expansiveness property. By Proposition 1.4, we can then find a wavelet family in the Schwartz class associated with this MRA.

Definition 2.1. We say that the integral dilation $B$ is strictly expansive if there exists a compact set $K \subset \mathbb{R}^{n}$ such that

- $0 \in K^{\circ}$, where $K^{\circ}$ is the interior of $K$,
- $|K \cap(l+K)|=\delta_{l, 0}$ for $l \in \mathbb{Z}^{n}$,
- $K \subset B K^{\circ}$.

Definition 2.2. Given a set $Y \subset \mathbb{R}^{n}$ and $\varepsilon>0$ we define its $\varepsilon$-interior $Y^{-\varepsilon}$ and $\varepsilon$-neighborhood $Y^{+\varepsilon}$ by

$$
\begin{aligned}
& Y^{-\varepsilon}=\left\{\xi \in \mathbb{R}^{n}: \mathbf{B}(\xi, \varepsilon) \subset Y\right\} \\
& Y^{+\varepsilon}=\left\{\xi \in \mathbb{R}^{n}: \mathbf{B}(\xi, \varepsilon) \cap Y \neq \emptyset\right\}
\end{aligned}
$$

Note that $Y^{-\varepsilon}$ is closed, $Y^{+\varepsilon}$ is open, and the interior of $Y$ satisfies $Y^{\circ}=$ $\bigcup_{\varepsilon>0} Y^{-\varepsilon}$. If the dilation $B$ is strictly expansive and the compact set $K$ satisfies Definition 2.1, then there exists $\varepsilon>0$ such that

$$
\begin{equation*}
K^{+\varepsilon} \subset B\left(K^{-\varepsilon}\right) \tag{2.1}
\end{equation*}
$$

We shall prove the following existence theorem.
Theorem 2.3. Suppose $A$ is a dilation matrix with $A \mathbb{Z}^{n} \subset \mathbb{Z}^{n}$ with $b=|\operatorname{det} A|$. If the dilation $B=A^{T}$ is strictly expansive then there exists a multiresolution analysis with a scaling function and an associated wavelet family of $(b-1)$ functions in the Schwartz class.

For the sake of completeness, we recall the proof of Theorem 2.3 from [BS1, Theorem 3.2].

Proof. Let $K$ and $\varepsilon>0$ satisfy Definition 2.1 and (2.1). Choose a $C^{\infty}$ function $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ such that $\int_{\mathbb{R}^{n}} g=1$ and

$$
\begin{equation*}
\operatorname{supp} g:=\left\{\xi \in \mathbb{R}^{n}: g(\xi) \neq 0\right\}=\mathbf{B}(0, \varepsilon) \tag{2.2}
\end{equation*}
$$

Define the function $f$ by

$$
\begin{equation*}
f(\xi)=\left(\mathbf{1}_{K} * g\right)(\xi) \tag{2.3}
\end{equation*}
$$

Clearly $f$ is in the class $C^{\infty}, 0 \leq f(\xi) \leq 1$, and

$$
\begin{align*}
\operatorname{supp} f= & \left\{\xi \in \mathbb{R}^{n}: f(\xi) \neq 0\right\} \subset K^{+\varepsilon}  \tag{2.4}\\
& \left\{\xi \in \mathbb{R}^{n}: f(\xi)=1\right\}=K^{-\varepsilon} \tag{2.5}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{n}} f(\xi+k)=\sum_{k \in \mathbb{Z}^{n}} \int_{\mathbb{R}^{n}} \mathbf{1}_{K}(\xi+k-\eta) g(\eta) d \eta=1 \quad \text { for all } \xi \in \mathbb{R}^{n} \tag{2.6}
\end{equation*}
$$

since $\sum_{k \in \mathbb{Z}^{n}} \mathbf{1}_{K}(\xi+k)=1$ for a.e. $\xi \in \mathbb{R}^{n}$ by Definition 2.1.

Finally, define the function $m: \mathbb{R}^{n} \rightarrow[0,1]$ by

$$
\begin{equation*}
m(\xi)=\sqrt{\sum_{k \in \mathbb{Z}^{n}} f(B(\xi+k))} \tag{2.7}
\end{equation*}
$$

Claim 2.4. The function $m$ given by (2.7) is $C^{\infty}, \mathbb{Z}^{n}$-periodic, and

$$
\begin{align*}
\sum_{d \in \mathcal{D}}\left|m\left(\xi+B^{-1} d\right)\right|^{2}=1 & \text { for all } \xi \in \mathbb{R}^{n}  \tag{2.8}\\
m(\xi)>0 & \Longrightarrow \xi \in \mathbb{Z}^{n}+B^{-1}\left(K^{+\varepsilon}\right)  \tag{2.9}\\
m(\xi)=0 & \text { for } \xi \in\left(B^{-1} \mathbb{Z}^{n} \backslash \mathbb{Z}^{n}\right)+B^{-1}\left(K^{-\varepsilon}\right) \tag{2.10}
\end{align*}
$$

where $B=A^{T}$, and $\mathcal{D}=\left\{d_{1}, \ldots, d_{b}\right\}$ is the set of representatives of different cosets of $\mathbb{Z}^{n} / B \mathbb{Z}^{n}$, where $b=|\operatorname{det} A|$.

Proof of Claim 2.4. To guarantee that $m$ is $C^{\infty}$, the function $f$ must "vanishes strongly", i.e., if $f\left(\xi_{0}\right)=0$ for some $\xi_{0}$ then $\delta^{\alpha} f\left(\xi_{0}\right)=0$ for any multi-index $\alpha$. It is clear that if nonnegative function $f$ in $C^{\infty}$ "vanishes strongly" then $\sqrt{f}$ is also $C^{\infty}$.

The condition (2.8) is a consequence of
$\sum_{d \in \mathcal{D}}\left|m\left(\xi+B^{-1} d\right)\right|^{2}=\sum_{k \in \mathbb{Z}^{n}} \sum_{d \in \mathcal{D}} f\left(B\left(\xi+B^{-1} d+k\right)\right)=\sum_{k \in \mathbb{Z}^{n}} \sum_{d \in \mathcal{D}} f(\xi+d+B k)=1$, by (2.6).

To see (2.9), take $\xi$ such that $m(\xi)>0$. By (2.4) and $(2.7), B(\xi+k) \in K^{+\varepsilon}$ for some $k \in \mathbb{Z}^{n}$, and hence (2.9) holds.

We claim that (2.10) follows from (2.8) and

$$
\begin{equation*}
m(\xi)=1 \quad \text { for } \xi \in \mathbb{Z}^{n}+B^{-1}\left(K^{-\varepsilon}\right) \tag{2.11}
\end{equation*}
$$

Indeed, if $\xi \in B^{-1} d+k+B^{-1}\left(K^{-\varepsilon}\right)$ for some $d \in \mathcal{D} \backslash B \mathbb{Z}^{n}$ and $k \in \mathbb{Z}^{n}$, then by (2.11) we have $m\left(\xi-B^{-1} d\right)=1$. Hence by (2.8) $m(\xi)=0$ and (2.10) holds. Finally, (2.11) is the immediate consequence of (iii) and (2.7). This ends the proof of the claim.

We can write $m$ in the Fourier expansion as

$$
\begin{equation*}
m(\xi)=\frac{1}{\sqrt{|\operatorname{det} A|}} \sum_{k \in \mathbb{Z}^{n}} h_{k} e^{-2 \pi i\langle k, \xi\rangle} \tag{2.12}
\end{equation*}
$$

where we include the factor $|\operatorname{det} A|^{-1 / 2}$ outside the summation as in [Bo1]. Since $m$ is $C^{\infty}$, the coefficients $h_{k}$ decay polynomially at infinity, that is for all $N>0$ there is $C_{N}>0$ so that

$$
\left|h_{k}\right| \leq C_{N}|k|^{-N} \quad \text { for } k \in \mathbb{Z}^{n} \backslash\{0\} .
$$

Since $m$ satisfies $(2.8)$ and $m(0)=1, m$ is a low-pass filter which is regular in the sense of the definition following [Bo1, Theorem 1]. By [Bo1, Theorem 5] $\varphi \in L^{2}\left(\mathbb{R}^{n}\right)$ defined by

$$
\begin{equation*}
\hat{\varphi}(\xi)=\prod_{j=1}^{\infty} m\left(B^{-j} \xi\right) \tag{2.13}
\end{equation*}
$$

has orthogonal translates, i.e.,

$$
\left\langle\varphi, \tau_{l} \varphi\right\rangle=\delta_{l, 0} \quad \text { for } l \in \mathbb{Z}^{n}
$$

if and only if $m$ satisfies the Cohen condition, that is there exists compact set $\tilde{K} \subset \mathbb{R}^{n}$ such that

- $\tilde{K}$ contains a neighborhood of zero,
- $|\tilde{K} \cap(l+\tilde{K})|=\delta_{l, 0}$ for $l \in \mathbb{Z}^{n}$,
- $m\left(B^{-j} \xi\right) \neq 0$ for $\xi \in \tilde{K}, j \geq 1$.

The first guess for $\tilde{K}$ to be $K$ is in general incorrect, e.g. if $K$ has isolated points. Instead we claim that there is $0<\delta<1$ so that

$$
\begin{equation*}
\tilde{K}=\{\xi \in K:|\mathbf{B}(\xi, \varepsilon) \cap K| \geq \delta|\mathbf{B}(\xi, \varepsilon)|\} \tag{2.14}
\end{equation*}
$$

does the job. Clearly, if $\xi \in \tilde{K}$ then $h(\xi) \neq 0$, hence $f(\xi) \neq 0$ and thus $m\left(B^{-1} \xi\right) \neq$ 0 . By (2.1) $B^{-1} \tilde{K} \subset B^{-1} K^{+\varepsilon} \subset K^{-\varepsilon} \subset \tilde{K}$ and thus $m\left(B^{-j} \xi\right) \neq 0$ for all $j \geq 1$. Finally, it suffices to check that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{n}} \mathbf{1}_{\tilde{K}}(\xi+k) \geq 1 \quad \text { for all } \xi \in \mathbb{R}^{n} \tag{2.15}
\end{equation*}
$$

By the compactness of $K$ there is a finite index set $I \subset \mathbb{Z}^{n}$ such that

$$
\begin{equation*}
\sum_{k \in I} \mathbf{1}_{K}(\xi+k) \geq 1 \quad \text { for all } \xi \in[-1,1]^{n} \tag{2.16}
\end{equation*}
$$

Take any $\xi \in[-1 / 2,1 / 2]^{n}$ and integrate (2.16) over $\mathbf{B}(\xi, \varepsilon)$ to obtain

$$
\sum_{k \in I}|\mathbf{B}(\xi+k, \varepsilon) \cap K| \geq|\mathbf{B}(\xi, \varepsilon)|
$$

Therefore, if we take $\delta=1 / \# I$ then there is $k \in I$ such that $|\mathbf{B}(\xi+k, \varepsilon) \cap K| \geq$ $\delta|\mathbf{B}(\xi, \varepsilon)|$ and hence $\xi+k \in \tilde{K}$. Thus, (2.15) holds and $\tilde{K}$ given by (2.14) satisfies the Cohen condition. Therefore, $\varphi$ is a scaling function for the multiresolution analysis $\left(V_{j}\right)_{j \in \mathbb{Z}}$ defined by

$$
V_{j}=\overline{\operatorname{span}}\left\{D_{A^{j}} \tau_{l} \varphi: l \in \mathbb{Z}^{n}\right\} \quad \text { for } j \in \mathbb{Z}
$$

It remains to show that $\varphi \in \mathcal{S}$. We are going to prove that $\varphi$ is band-limited, i.e., $\hat{\varphi}$ is compactly supported. By (2.9) and (2.13)

$$
\begin{equation*}
\hat{\varphi}(\xi) \neq 0 \Longrightarrow \xi \in B \mathbb{Z}^{n}+K^{+\varepsilon} \tag{2.17}
\end{equation*}
$$

On the other hand, by (2.10) $m\left(B^{-j} \xi\right)=0$ for $\xi \in B^{j-1} \mathbb{Z}^{n} \backslash B^{j} \mathbb{Z}^{n}+B^{j-1}\left(K^{-\varepsilon}\right)$. Since

$$
\bigcup_{j=2}^{\infty}\left(B^{j-1} \mathbb{Z}^{n} \backslash B^{j} \mathbb{Z}^{n}\right)=B \mathbb{Z}^{n} \backslash\{0\}
$$

and

$$
K^{+\varepsilon} \subset B\left(K^{-\varepsilon}\right) \subset B^{j-1}\left(K^{-\varepsilon}\right) \quad \text { for } j \geq 2
$$

we have

$$
\begin{equation*}
\hat{\varphi}(\xi)=0 \quad \text { for } \xi \in B \mathbb{Z}^{n} \backslash\{0\}+K^{+\varepsilon} \tag{2.18}
\end{equation*}
$$

Combining (2.17) and (2.18) we have $\hat{\varphi}(\xi)=0$ for $\xi \in\left(K^{+\varepsilon}\right)^{\mathbf{c}}$. Therefore, $\operatorname{supp} \hat{\varphi} \subset K^{+\varepsilon}$ and $\varphi$ is in the Schwartz class. To conclude the proof it suffices to use Proposition 1.4 for $r=\infty$.

As a corollary of Theorem 2.3 we have the following.
Corollary 2.5. Suppose $A$ is a dilation with integer entries with $b=|\operatorname{det} A|$. Then there exists $m \in \mathbb{N}$ and a multiresolution analysis with a scaling function and a wavelet family of $\left(b^{m}-1\right)$ functions in the Schwartz class associated to the dilation $A^{m}$.

Proof. It suffices to notice that $B^{m}=\left(A^{T}\right)^{m}$ is strictly expansive for sufficiently large $m \in \mathbb{N}$ and $K=[-1 / 2,1 / 2]^{n}$.

Even though the number of functions in the multiwavelet in the above corollary could be much bigger than $b-1$, Corollary 2.5 still has great significance. By results of Section 5, a multiwavelet $\Psi$ in the Schwartz class generates an unconditional basis of $H_{A}^{p}=H_{A^{m}}^{p}$ for the whole range of $0<p<\infty$. This can not be achieved if we use an $r$-regular multiwavelet instead. Finally, note that Corollary 2.5 also holds for a larger class of dilations, e.g., dilations $A$ such that some positive power of $A$ has integer entries.

It is not known whether there exist orthonormal wavelets in the Schwartz class for dilations with integer entries that do not necessarily satisfy the strict expansiveness property. Speegle and the author [BS1] showed that one can construct an $\infty$-regular MRA associated with $\infty$-regular wavelet family for all $2 \times 2$ dilations with integer entries. Since the case $n=1$ is trivial, this problem remains open in dimensions $n \geq 3$.

Nevertheless, one can always show that there exist $r$-regular multiwavelets for $r<\infty$ and general dilations with integer entries.

Theorem 2.6. Suppose $A$ is a dilation with integer entries. For every $r \in \mathbb{N}$ there exists an r-regular multiresolution analysis and an associated $r$-regular wavelet family of $(|\operatorname{det} A|-1)$ functions.

Theorem 2.6 was shown by Strichartz [Sr] under an additional hypothesis that $A$ admits a self-affine tiling, see [GM, LW1-LW3]. This assumption was removed by the author; the proof of Theorem 2.6 can be found in [Bo4].

Finally, we mention that Daubechies' construction of arbitrarly smooth compactly supported wavelets was extended to certain non-dyadic dilations in higher dimensions, see [Ay1, Ay2, BW].

## 3. Limitations on orthogonal wavelets

The construction of Section 2 applies only when the dilation $A$ has integer entries, or more generally, $A$ preserves some lattice $\Gamma=P \mathbb{Z}^{n}$, where $P$ is an $n \times n$ nonsingular matrix. If the dilation $A$ does not preserve any lattice then there could be no well localized wavelets, even 0-regular. Chui and Shi [CS] have shown that all orthogonal wavelets associated with "almost any" irrational dilation in the dimension $n=1$ must be MSF (minimally supported in frequency). We are going to show that the analogous statement holds for general multiwavelets.

We say that a multiwavelet $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ associated with $A$ is MSF, if $\left|\hat{\psi}^{l}\right|=\mathbf{1}_{W_{l}}$ for some measurable sets $W_{l}$. By [BRS, Theorem 2.4] these sets are characterized by

$$
\begin{gather*}
\sum_{k \in \mathbb{Z}^{n}} \mathbf{1}_{W_{l}}(\xi+k) \mathbf{1}_{W_{l^{\prime}}}(\xi+k)=\delta_{l, l^{\prime}} \quad \text { a.e. } \xi \in \mathbb{R}^{n}, \quad l, l^{\prime}=1, \ldots, L \\
\sum_{j \in \mathbb{Z}} \sum_{l=1}^{L} \mathbf{1}_{W_{l}}\left(B^{j} \xi\right)=1 \quad \text { a.e. } \xi \in \mathbb{R}^{n} \tag{3.1}
\end{gather*}
$$

where $B=A^{T}$. We say that a multiwavelet $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ associated with $A$ is combined MSF if

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\hat{\psi}^{l}(\xi)\right|^{2}=\mathbf{1}_{W}(\xi) \quad \text { for a.e. } \xi \in \mathbb{R}^{n} \tag{3.2}
\end{equation*}
$$

for some multiwavelet set $W$ of order $L$, i.e., $W=\bigcup_{l=1}^{L} W_{l}$ for some $W_{1}, \ldots, W_{L}$ satisfying (3.1). By [BRS, Theorem 2.6] a multiwavelet set $W$ of order $L$ is characterized by

$$
\begin{array}{cl}
\sum_{k \in \mathbb{Z}^{n}} \mathbf{1}_{W}(\xi+k)=L & \text { a.e. } \xi \in \mathbb{R}^{n} \\
\sum_{j \in \mathbb{Z}} \mathbf{1}_{W}\left(B^{j} \xi\right)=1 & \text { a.e. } \xi \in \mathbb{R}^{n} \tag{3.4}
\end{array}
$$

where $B=A^{T}$.
THEOREM 3.1. Suppose that a dilation $A$ is such that for every integer $j \geq 1$ the rows of $A^{-j}$ (treated as vectors in $\mathbb{R}^{n}$ ) together with the standard basis vectors $e_{1}, \ldots, e_{n}$ are linearly independent over $\mathbb{Q}$. Then any orthogonal multiwavelet $\Psi=$ $\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ associated with $A$ is combined MSF, i.e., (3.2) holds for some set $W$ satisfying (3.3) and (3.4).

Proof. By the orthogonality

$$
\begin{aligned}
\delta_{l, l^{\prime}} \delta_{j, 0} \delta_{k, k^{\prime}}=\left\langle\psi_{j, k}^{l}, \psi_{0, k^{\prime}}^{l^{\prime}}\right\rangle & =b^{j / 2} \int_{\mathbb{R}^{n}} \psi^{l}\left(A^{j} x-k\right) \overline{\psi^{l^{\prime}}\left(x-k^{\prime}\right)} d x \\
& =b^{j / 2} \int_{\mathbb{R}^{n}} \psi^{l}\left(A^{j} x+A^{j} k^{\prime}-k\right) \overline{\psi^{l^{\prime}}(x)} d x
\end{aligned}
$$

for all $j \in \mathbb{Z}, k, k^{\prime} \in \mathbb{Z}^{n}, l, l^{\prime}=1, \ldots, L$. By Plancherel's formula

$$
\begin{align*}
0 & =\int_{\mathbb{R}^{n}} \overline{\hat{\psi}^{l^{\prime}}(\xi)} \hat{\psi}^{l}\left(B^{-j} \xi\right) e^{2 \pi i\left\langle B^{-j} \xi, A^{j} k^{\prime}-k\right\rangle} d \xi \\
& =\int_{\mathbb{R}^{n}} \overline{\hat{\psi}^{l^{\prime}}(\xi)} \hat{\psi}^{l}\left(B^{-j} \xi\right) e^{2 \pi i\left\langle\xi, k^{\prime}-A^{-j} k\right\rangle} d \xi \tag{3.5}
\end{align*}
$$

By Lemma 3.2 we conclude that $\mathbb{Z}^{n}+A^{-j} \mathbb{Z}^{n}$ is dense in $\mathbb{R}^{n}$ for all $j \geq 1$. Therefore, by the Fourier Inversion Formula and (3.5), $\hat{\psi}^{l^{\prime}}(\xi) \hat{\psi}^{l}\left(B^{-j} \xi\right)=0$ for a.e. $\xi \in \mathbb{R}^{n}$ and all $j \geq 1, l, l^{\prime}=1, \ldots, L$. Let $W=\bigcup_{l=1}^{L} \operatorname{supp} \hat{\psi}^{l}$. We have $\left|W \cap B^{j} W\right|=0$ for $j \geq 1$, and hence for all $j \in \mathbb{Z} \backslash\{0\}$. Now (3.4) holds because the multiwavelet $\Psi$ satisfies the discrete Calderón formula $\sum_{l=1}^{l}\left|\hat{\psi}^{l}\left(B^{j} \xi\right)\right|^{2}=1$ for a.e. $\xi$, see $[\mathrm{Bo} 2$, CMW]. For $j \in \mathbb{Z}$ let

$$
W_{j}=\overline{\operatorname{span}}\left\{\psi_{j, k}^{l}: k \in \mathbb{Z}^{n}, l=1, \ldots, L\right\} .
$$

Naturally we have $W_{0} \subset\left\{f \in L^{2}: \operatorname{supp} \hat{f} \subset W\right\}$. But by (3.4) and $\bigoplus_{j \in \mathbb{Z}} W_{j}=$ $L^{2}\left(\mathbb{R}^{n}\right)$ we must have

$$
\begin{equation*}
W_{0}=\left\{f \in L^{2}: \operatorname{supp} \hat{f} \subset W\right\} \tag{3.6}
\end{equation*}
$$

The range function of a shift invariant space $W_{0}$ is given by

$$
J(\xi)=\operatorname{span}\left\{\left(\hat{\psi}^{l}(\xi+k)\right)_{k \in \mathbb{Z}^{n}}: l=1, \ldots, L\right\} \subset \ell^{2}\left(\mathbb{Z}^{n}\right)
$$

see [BDR, Bo3, Proposition 1.5]. Also by [Bo3, Proposition 1.5] and (3.6),

$$
J(\xi)=\left\{\left(s_{k}\right)_{k \in \mathbb{Z}^{n}} \in \ell^{2}\left(\mathbb{Z}^{n}\right): s_{k}=0 \text { for } \xi+k \notin W\right\}
$$

Since the vectors $\left(\hat{\psi}^{l}(\xi+k)\right)_{k \in \mathbb{Z}^{n}}, l=1, \ldots, L$ form an orthonormal basis of $J(\xi)$ we have

$$
\sum_{l=1}^{L}\left\langle s,\left(\hat{\psi}^{l}(\xi+m)\right)_{m \in \mathbb{Z}^{n}}\right\rangle\left(\psi^{l}(\xi+k)\right)_{k \in \mathbb{Z}^{n}}=s \quad \text { for all } s \in J(\xi)
$$

By taking $s=\boldsymbol{e}_{k} \in J(\xi)$, where $\xi+k \in W$ and $\boldsymbol{e}_{k}$ 's are the standard basis vectors of $\ell^{2}\left(\mathbb{Z}^{n}\right)$, we conclude that $\sum_{l=1}^{L}\left|\hat{\psi}^{l}(\xi+k)\right|^{2}=1$ for $\xi+k \in W$. This shows (3.2). (3.3) is a consequence of (3.2) since $\sum_{k \in \mathbb{Z}^{n}}\left|\hat{\psi}^{l}(\xi+k)\right|^{2}=1$ for a.e. $\xi$.

It is worth noting that the above argument may be simplified if one applies the spectral function introduced by Rzeszotnik [BR, Rz].

Lemma 3.2. Suppose $D$ is $n \times n$ real matrix such that the rows of $D$ (treated as vectors in $\left.\mathbb{R}^{n}\right)$ together with vectors $e_{1}, \ldots, e_{n}$ are linearly independent over $\mathbb{Q}$. Then the set $\mathbb{Z}^{n}+D \mathbb{Z}^{n}$ is dense in $\mathbb{R}^{n}$.

Since the author does not know an elementary proof of this result we are going to show something more, namely that that a sequence obtained by a certain ordering of $D \mathbb{Z}^{n}$ is uniformly distributed $\bmod 1$. We are going to follow the excellent book of Kuipers and Niederreiter [KN].

Definition 3.3. Suppose $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right), \boldsymbol{b}=\left(b_{1}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$. We say that $\boldsymbol{a}<\boldsymbol{b}(\boldsymbol{a} \leq \boldsymbol{b})$ if $a_{j}<b_{j}\left(a_{j} \leq b_{j}\right)$ for all $j=1, \ldots, n$. The cube $[\boldsymbol{a}, \boldsymbol{b})$ is defined as $\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a} \leq \boldsymbol{x}<\boldsymbol{b}\right\}$. The fractional part of $\boldsymbol{x} \in \mathbb{R}^{n}$ is $\{\boldsymbol{x}\}=\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right)$, where $\{x\}=x-\lfloor x\rfloor$. Given a sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}^{n}, E \subset I^{n}=[0,1)^{n}$, and $N \in \mathbb{N}$, let $\#(E ; N)$ denote the number of points $\boldsymbol{x}_{k} \in E, 1 \leq k \leq N$. We say that a sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}^{n}$ is uniformly distributed $\bmod 1$ if

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\#([\boldsymbol{a}, \boldsymbol{b}) ; N)}{N}=\prod_{j=1}^{n}\left(b_{j}-a_{j}\right) \tag{3.7}
\end{equation*}
$$

for all intervals $[\boldsymbol{a}, \boldsymbol{b}) \subset I^{n}=[0,1)^{n}$.
The Weyl Criterion, see [KN, Theorem 6.2, Chapter 1], says that a sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}^{n}$ is u. d. mod 1 if and only if for every $\boldsymbol{h} \in \mathbb{Z}^{n} \backslash\{\mathbf{0}\}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} e^{2 \pi i\left\langle\boldsymbol{h}, \boldsymbol{x}_{k}\right\rangle}=0 \tag{3.8}
\end{equation*}
$$

Therefore, a sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}^{n}$ is $\mathrm{u} . \mathrm{d} . \bmod 1$ if and only if for every $\boldsymbol{h} \in \mathbb{Z}^{n} \backslash\{\mathbf{0}\}$, the sequence of real numbers $\left(\left\langle\boldsymbol{h}, \boldsymbol{x}_{k}\right\rangle\right)_{k \in \mathbb{N}}$ is u. d. mod 1. By the Weyl Criterion, see [KN, Example 6.1, Chapter 1], given $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ with the property that the real numbers $1, \theta_{1}, \ldots, \theta_{m}$ are linearly independent over $\mathbb{Q}$, the sequence $(k \boldsymbol{\theta})_{k \in \mathbb{N}}$ is u. d. mod 1 .

We are now ready to present the proof of Lemma 3.2.
Proof of Lemma 3.2. Given $\boldsymbol{k}=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{R}^{n}$ let $\|\boldsymbol{k}\|_{\infty}=\max \left(\left|k_{1}\right|\right.$, $\left.\ldots,\left|k_{n}\right|\right)$. Let $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \ldots$ be the ordering of all elements of $\mathbb{Z}^{n}$ such that $\left\|\boldsymbol{k}_{i}\right\|_{\infty}<$ $\left\|\boldsymbol{k}_{j}\right\|_{\infty}$ implies $i<j$. It suffices to show that the sequence $\left(\boldsymbol{x}_{i}\right)_{i \in \mathbb{N}}=\left(D \boldsymbol{k}_{i}\right)_{i \in \mathbb{N}}$ is u. d. mod 1. By (3.7) it suffices to show that

$$
\lim _{N \rightarrow \infty} \frac{\#\left([\boldsymbol{a}, \boldsymbol{b}) ;(2 N+1)^{n}\right)}{(2 N+1)^{n}}=\prod_{j=1}^{n}\left(b_{j}-a_{j}\right)
$$

for all intervals $[\boldsymbol{a}, \boldsymbol{b}) \subset I^{n}=[0,1)^{n}$. Therefore, by the Weyl Criterion (3.8) we must show that for every $\boldsymbol{h} \in \mathbb{Z}^{n} \backslash\{\mathbf{0}\}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{(2 N+1)^{n}} \sum_{\substack{\boldsymbol{k} \in \mathbb{Z}^{n} \\\|\boldsymbol{k}\| \infty \leq N}} e^{2 \pi i\langle\boldsymbol{h}, \boldsymbol{D} \boldsymbol{k}\rangle}=0 . \tag{3.9}
\end{equation*}
$$

Fix any $\boldsymbol{h} \in \mathbb{Z}^{n} \backslash\{\mathbf{0}\}$. By our hypothesis there exists $m_{0}=1, \ldots, n$ such that $\theta=\sum_{j=1}^{n} h_{j} d_{j, m_{0}} \notin \mathbb{Q}$, where $D=\left(d_{j, m}\right)_{j=1, \ldots, n}^{m=1, \ldots, n}$. Otherwise we would have $\sum_{j=1}^{n} h_{j}\left(d_{j, 1}, \ldots, d_{j, n}\right) \in \mathbb{Q}^{n}$, which contradicts the linear independence of the rows of $D$ together with the standard basis vectors of $\mathbb{R}^{n}$ over $\mathbb{Q}$. Since the sequence $(k \theta)_{k \in \mathbb{N}}$ is $\mathrm{u} . \mathrm{d} . \bmod 1$, for every $\varepsilon>0$ there is $M$ such that for all $N \geq M$

$$
\begin{equation*}
\left|\sum_{k=-N}^{N} \frac{1}{2 N+1} e^{2 \pi i \theta k}\right|<\varepsilon \tag{3.10}
\end{equation*}
$$

We also have

$$
\begin{aligned}
& \frac{1}{(2 N+1)^{n}} \sum_{\substack{\boldsymbol{k} \in \mathbb{Z}^{n} \\
\|\boldsymbol{k}\| \infty \leq N}} e^{2 \pi i\langle\boldsymbol{h}, \boldsymbol{D} \boldsymbol{k}\rangle} \\
& =\sum_{k_{1}=-N}^{N} \ldots \sum_{k_{n}=-N}^{N} \frac{1}{(2 N+1)^{n}} e^{2 \pi i \sum_{j=1}^{n} \sum_{m=1}^{n} h_{j} d_{j, m} k_{m}} \\
& =\sum_{k_{1}, \ldots \check{k}_{m_{0}} \ldots, k_{n}=-N}^{N} \frac{1}{(2 N+1)^{n-1}} e^{2 \pi i \sum_{j=1}^{n} \sum_{m \neq m_{0}} h_{j} d_{j, m} k_{m}} \sum_{k_{m_{0}}=-N}^{N} \frac{1}{2 N+1} e^{2 \pi i \theta k_{m_{0}}}
\end{aligned}
$$

where $\check{k}_{m_{0}}$ means we omit the index $k_{m_{0}}$. Therefore, by (3.10) we have

$$
\left|\frac{1}{(2 N+1)^{n}} \sum_{\substack{\boldsymbol{k} \in \mathbb{Z}^{n} \\\|\boldsymbol{k}\| \infty \leq N}} e^{2 \pi i\langle\boldsymbol{h}, \boldsymbol{D} \boldsymbol{k}\rangle}\right|<\varepsilon \quad \text { for all } N \geq M
$$

Since $\varepsilon>0$ is arbitrary this shows (3.9) and ends the proof of the lemma.

Remarks. It is not hard to see that linear independence over $\mathbb{Q}$ of the rows of $A^{-j}$ together with basis vectors $e_{1}, \ldots, e_{n}$ is equivalent to $B^{-j} \mathbb{Q}^{n} \cap \mathbb{Q}^{n}=\{0\}$, where $B=A^{T}$. This, in turn, is equivalent to $B^{-j} \mathbb{Z}^{n} \cap \mathbb{Z}^{n}=\{0\}$. Therefore, the hypothesis of Theorem 3.1 can be written in a short form as

$$
\begin{equation*}
\left(A^{T}\right)^{j} \mathbb{Z}^{n} \cap \mathbb{Z}^{n}=\{0\} \quad \text { for all } j \in \mathbb{Z} \backslash\{0\} \tag{3.11}
\end{equation*}
$$

Combined MSF multiwavelets are not well localized in the direct domain. Indeed, if $\psi^{l} \in L^{1}$ for all $l=1, \ldots, L$ then $\hat{\psi}^{l}$ is continuous and (3.2) can never hold. Hence, combined MSF multiwavelets are of little use in other spaces than $L^{2}$. A notable exception is the Shannon wavelet $\hat{\psi}(\xi)=\mathbf{1}_{[-1,-1 / 2] \cup[1 / 2,1]}$, which generates an unconditional basis for $L^{p}$ spaces with $1<p<\infty$, see [Wo4]. Therefore, Theorem 3.1 says then that orthogonal multiwavelets associated with "most" dilations have some limitations in applications to other function spaces than $L^{2}$.

It also turns out that biorthogonal wavelets are not a good surrogate. Indeed, a slight modification of the proof of Theorem 3.1 shows that all biorthogonal multiwavelets $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ associated with a large class of dilations, satisfying the hypothesis of Theorem 3.1, must necessarily be combined MSF. As a consequence,

$$
a \mathbf{1}_{W}(\xi) \leq \sum_{l=1}^{L}\left|\hat{\psi}^{l}(\xi)\right|^{2} \leq c \mathbf{1}_{W}(\xi) \quad \text { for a.e. } \xi \in \mathbb{R}^{n}
$$

for some multiwavelet set $W$ of order $L$ and $0<a \leq c<\infty$. This can be shown by adapting the proof of Theorem 3.1; for an alternative approach, see [Bo5]. Therefore, biorthogonal wavelets associated with dilations satisfying (3.11) can not be well localized in the direct domain.

Moreover, Speegle and the author showed that Theorem 3.1 is sharp in the sense that it has a converse. For the proof of Theorem 3.3, see [BS2, Theorem 5.4].

Theorem 3.3. Suppose $A$ is a dilation such that every orthogonal multiwavelet $\Psi$ associated with $A$ is combined MSF. Then A must satisfy the hypothesis of Theorem 3.1, i.e., (3.11) holds.

Another interesting issue is to determine the class of dilation matrices that allow regular orthogonal wavelets. As we have seen in Theorems 2.6 and 3.1, this class certainly includes all dilations with integer entries and excludes all dilations satisfying (3.11) and thus far from preserving the lattice $\mathbb{Z}^{n}$. This still leaves a large class of dilations for which it is not known whether there exist regular wavelets.

In one dimension, the above problem goes back to Daubechies [Da2] who asked whether there exist orthonormal wavelet bases with good time-frequency localization for irrational dilation factors $a$. This question was partially answered by Chui and Shi [CS]. The complete answer was given by the author who showed that all orthonormal wavelets associated with irrational dilation factors have poor time-frequency localization, see [Bo6]. Combining this with the construction of $\infty$-regular orthogonal wavelets for rational dilations due to Auscher [Au1, KL], we obtain the complete picture in one dimension.

The higher dimensional version of this problem remains open. It is not even known whether there are regular wavelets for diagonal $2 \times 2$ dilations such that one entry is rational while the other is irrational. Therefore, it is perfectly conceivable that there are dilations $A$ such that all other dilations with the same quasi-norm do not allow regular wavelet bases. A good candidate is the dilation $A=\left(\begin{array}{ll}a & 0 \\ 0 & 2\end{array}\right)$, where $a>0$ satisfies the condition that $\forall r>0,2^{r} \in \mathbb{Q} \Longrightarrow a^{r} \notin \mathbb{Q}$. By Theorem 10.5 in Chapter 1, all dilations $A^{\prime}$ with $H_{A}^{p}=H_{A^{\prime}}^{p}, 0<p \leq 1$, must be of the form $A^{\prime}=\left(\begin{array}{cc} \pm a^{r} & 0 \\ 0 & \pm 2^{r}\end{array}\right)$, for some real $r>0$. Hence, either $a^{r j}$ or $2^{r j}$ is irrational for all integers $j \geq 1$. Thus, it is very likely that there are no regular wavelets associated with such dilations $A^{\prime}$. This shows the importance of having a substitute for orthonormal multiwavelets.

## 4. Non-orthogonal wavelets in the Schwartz class

The results of Section 3 show the demand for an alternative to orthogonal wavelets. In the theory of wavelets a natural substitute for an orthogonal basis is a frame. In this section we show the existence of tight frame wavelets for all dilations. This fact is probably a part of the folklore.

Frames were originally introduced by Duffin and Schaeffer [DS] to study nonharmonic Fourier series. More recently, frames have found applications in many other areas such as wavelets, Weyl-Heisenberg (Gabor) systems, sampling theory, signal processing, etc. For a good introduction to frames, see [Da2, HeW, Yo]. For a more extensive treatment of frame theory, see $[\mathrm{Cz}, \mathrm{HL}]$. We start by recalling the notion of a Bessel family and a frame.

Definition 4.1. A subset $X$ of a Hilbert space $\mathcal{H}$ is a Bessel family if there exists $c>0$ so that

$$
\begin{equation*}
\sum_{\eta \in X}|\langle f, \eta\rangle|^{2} \leq c\|f\|^{2} \quad \text { for } f \in \mathcal{H} \tag{4.1}
\end{equation*}
$$

If in addition there exists $0<a \leq c$ such that

$$
\begin{equation*}
a\|f\|^{2} \leq \sum_{\eta \in X}|\langle f, \eta\rangle|^{2} \leq c\|f\|^{2} \quad \text { for } f \in L^{2}\left(\mathbb{R}^{n}\right) \tag{4.2}
\end{equation*}
$$

then $X$ is a frame. A frame is tight if $a, c$ can be chosen so that $a=c$.
Given a Bessel family $X \subset \mathcal{H}$ we define an analysis operator as a mapping $\mathcal{H} \ni$ $f \mapsto(\langle f, \eta\rangle)_{\eta \in X} \in \ell^{2}(X)$. The dual of this map is the synthesis operator mapping $\left(c_{\eta}\right)_{\eta \in X} \in \ell^{2}(X) \mapsto \sum_{\eta \in X} c_{\eta} \eta \in \mathcal{H}$, where the series converges unconditionally in $\mathcal{H}$.

Definition 4.2. Let $\Psi$ be a finite family of functions $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\} \subset$ $L^{2}\left(\mathbb{R}^{n}\right)$. We say that $\Psi$ is a tight frame multiwavelet (or a Bessel multiwavelet) if $\left\{\psi_{j, k}^{l}: j \in \mathbb{Z}, k \in \mathbb{Z}^{n}, l=1, \ldots, L\right\}$ is a tight frame with constant 1 for $L^{2}\left(\mathbb{R}^{n}\right)$ (or a Bessel family).

It is relatively easy to construct a tight frame multiwavelet for an arbitrary dilation. Here we present a simple construction of multiwavelet consisting of a single function $\psi$ which is in the Schwartz class and $\hat{\psi}$ is $C^{\infty}$ with compact support based on the example in [Bo2].

Theorem 4.2. Given an arbitrary dilation $A$ there is a tight frame wavelet $\psi$ in the Schwartz class.

Proof. For $0<a<(4\|B\|)^{-1}$ consider $\eta: \mathbb{R}^{n} \rightarrow[0, \infty)$ of class $C^{\infty}$ such that

$$
\operatorname{supp} \eta=\left\{\xi \in \mathbb{R}^{n}: a<|\xi|<2 a| | B| |\right\}
$$

It is not hard to give an explicit example of such function. Since the set $\{j \in \mathbb{Z}$ : $\left.a<\left\|B^{j} \xi\right\|<2\|B\| a\right\}$ has at least one element for all $\xi \in \mathbb{R}^{n} \backslash\{0\}$ we conclude that $\tilde{\eta}(\xi)=\sum_{j \in \mathbb{Z}} \eta\left(B^{j} \xi\right)>0$ for all $\xi \neq 0$ and $\tilde{\eta}$ is $C^{\infty}$ on $\mathbb{R}^{n} \backslash\{0\}$. Define $\psi \in L^{2}\left(\mathbb{R}^{n}\right)$ by $\hat{\psi}(\xi)=\sqrt{\eta(\xi) / \tilde{\eta}(\xi)}$. Clearly,

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|\hat{\psi}\left(B^{j} \xi\right)\right|^{2}=\sum_{j \in \mathbb{Z}} \eta\left(B^{j} \xi\right) / \tilde{\eta}\left(B^{j} \xi\right)=\sum_{j \in \mathbb{Z}} \eta\left(B^{j} \xi\right) / \tilde{\eta}(\xi)=1 \tag{4.3}
\end{equation*}
$$

By [Bo2, Lemma 3.1] we have

$$
\begin{align*}
& \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^{n}}\left|\left\langle f, \psi_{j, k}\right\rangle\right|^{2}=\sum_{j \in \mathbb{Z}} b^{j} \int_{\mathbb{R}^{n}}\left|\hat{f}\left(B^{j} \xi\right)\right|^{2}|\hat{\psi}(\xi)|^{2} d \xi \\
& +\sum_{j \in \mathbb{Z}} b^{j} \int_{\mathbb{R}^{n}} \overline{\hat{f}\left(B^{j} \xi\right)} \hat{\psi}(\xi)\left[\sum_{m \in \mathbb{Z}^{n} \backslash\{0\}} \hat{f}\left(B^{j}(\xi+m)\right) \overline{\hat{\psi}(\xi+m)}\right] d \xi \tag{4.4}
\end{align*}
$$

for any $f \in \mathcal{D}$, where

$$
\mathcal{D}=\left\{f \in L^{2}\left(\mathbb{R}^{n}\right): \hat{f} \in L^{\infty}\left(\mathbb{R}^{n}\right), \operatorname{supp} \hat{f} \subset K \text { for some compact } K \subset \mathbb{R}^{n} \backslash\{0\}\right\}
$$

is a dense subspace of $L^{2}\left(\mathbb{R}^{n}\right)$. Since $\operatorname{supp} \hat{\psi} \subset \mathbf{B}(0,1 / 2) \subset(-1 / 2,1 / 2)^{n}$ we have

$$
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^{n}}\left|\left\langle f, \psi_{j, k}\right\rangle\right|^{2}=\|f\|_{2}^{2} \quad \text { for all } f \in \mathcal{D}
$$

and hence for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$ by (4.3) and (4.4). Therefore, $\left\{\psi_{j, k}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{n}}$ forms a tight frame with constant 1 in $L^{2}\left(\mathbb{R}^{n}\right)$. Note that this frame is not an orthogonal basis since $\|\psi\|_{2}<1$.

## 5. Regular wavelets as anconditional basis for $H^{p}$

Preliminaries in functional analysis. In this subsection we recall some basic facts about quasi-Banach spaces.

Definition 5.1. Suppose $X$ is a vector space over $\mathbb{K}(\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C})$. We say that the map $\|\cdot\|: X \rightarrow[0, \infty)$ is a quasi-norm on $X$ if
(i) $\|x\|=0 \Longleftrightarrow x=0$,
(ii) $||\alpha x||=|\alpha| \cdot| | x| |$ for all $\alpha \in \mathbb{K}, x \in X$,
(iii) there is $c>0$ so that $\|x+y\| \leq c \max (\|x\|,\|y\|)$ for all $x, y \in X$.

We say that $(X,\|\cdot\|)$ is a quasi-Banach space if $\|\cdot\|$ is a quasi-norm and $X$ equipped with $\|\cdot\|$ is complete as a metric linear space.

It is well-known, see [KPR], that the (Hausdorff) topological linear space which is locally bounded, i.e., it has a bounded neighborhood of the origin, has a quasinorm. Conversely, the topology associated with any quasi-norm is locally bounded.

Obviously the condition (iii) is equivalent to the more common
(iii) there is $c^{\prime}>0$ so that $\|x+y\| \leq c^{\prime}(\|x\|+\|y\|)$ for all $x, y \in X$.

Definition 5.2. For $0<p \leq 1$ we say that the quasi-norm $\|\cdot\|$ on the vector space $X$ is $p$-subadditive if

$$
\begin{equation*}
\|x+y\|^{p} \leq\|x\|^{p}+\|y\|^{p} \quad \text { for } x, y \in X \tag{5.1}
\end{equation*}
$$

We say that a $(X,\|\cdot\|)$ is $p$-convex space if $\|\cdot\|$ is $p$-subadditive. If, in addition, $X$ equipped with $\|\cdot\|$ is complete we say $X$ is a $p$-Banach space. A 1-Banach space is simply called a Banach space.

Naturally, every $p$-subadditive norm on $X$ is a quasi-norm. Surprisingly, this has a converse statement. By the Aoki-Rolewicz Theorem (see [KPR]) every vector space $X$ with a quasi-norm $\|\cdot\|$ has an equivalent quasi-norm $\|\|\cdot\| \mid$ which is $p$ subadditive for some $0<p \leq 1$. Here $p$ satisfies $2^{1 / p}=c$, where $c$ is the same as in (iii). Therefore, every quasi-Banach space is $p$-Banach for some $0<p \leq 1$.

One could define a notion of a basis (sometimes called a Schauder basis) on any $F$-space (a complete metric linear space), see $[\mathrm{KPR}]$. Nevertheless, we are only interested in unconditional bases in quasi-Banach spaces. Here we are following [KLW, Wo3].

Definition 5.3. Let $\left(e_{m}, e_{m}^{*}\right)_{m \in M}$ be a biorthogonal system in a quasi-Banach space $X$, i.e., we have $e_{m} \in X, e_{m}^{*} \in X^{*}$, and

$$
e_{m}^{*}\left(e_{s}\right)=\delta_{m, s} \quad \text { for } m, s \in M
$$

The system $\left(e_{m}, e_{m}^{*}\right)_{m \in M}$ is an unconditional basis in $X$ if for every $x \in X$ the series $\sum_{m \in M} e_{m}^{*}(x) e_{m}$ converges unconditionally to $x$, that is regardless of the ordering of index set $M$. This implies that there exists a constant $K$ such that

$$
\begin{equation*}
\left\|\sum_{m \in M} \beta_{m} e_{m}^{*}(x) e_{m}\right\| \leq K \sup _{m \in M}\left|\beta_{m}\right| \cdot\|x\| \quad \text { for all } x \in X \tag{5.2}
\end{equation*}
$$

The smallest such constant $K$ is called an unconditional basis constant of the system $\left(e_{m}, e_{m}^{*}\right)_{m \in M}$.

Since actually the elements $\left(e_{m}\right)_{m \in M}$ determine the functionals $\left(e_{m}^{*}\right)_{m \in M}$ it is customary to speak about $\left(e_{m}\right)_{m \in M}$ as being an unconditional basis.

The following fact is going to be very useful.

Lemma 5.4. For a series $\sum_{m \in \mathbb{N}} x_{m}$ in a quasi-Banach space $X$, the following are equivalent:
(i) the series is unconditionally convergent, i.e., $\sum_{m \in \mathbb{N}} \beta_{m} x_{m}$ converges for any choice of $\beta_{m} \in\{0,1\}$,
(ii) for each permutation $\sigma$ of $\mathbb{N}$ the series $\sum_{m \in \mathbb{N}} x_{\sigma(m)}$ is convergent,
(iii) for each bounded sequence $\left(\beta_{m}\right)_{m \in \mathbb{N}}$ of scalars the series $\sum_{m \in M} \beta_{m} x_{m}$ is convergent. Furthermore, there is a constant $C>0$ such that

$$
\begin{equation*}
\left\|\sum_{m \in \mathbb{N}} \beta_{m} x_{m}\right\| \leq C \sup _{m \in \mathbb{N}}\left|\beta_{m}\right| \tag{5.3}
\end{equation*}
$$

Proof. The equivalence of (i) and (ii) is a well known fact due to Orlicz, see [Ro, Theorem 3.8.2]. (iii) $\Longrightarrow$ (i) is trivial, whereas (iii) $\Longrightarrow$ (ii) follows from an argument involving binary expansions.

Indeed, let $\|\cdot\|$ be a $p$-subadditive quasi-norm defining the topology on $X$, $0<p \leq 1$. For a finite subset $F \subset \mathbb{N}$ denote $x(F)=\sum_{m \in F} x_{m}$. Without loss of generality we may assume $0 \leq \beta_{m} \leq 1$. For each $m$ let $\beta_{m}=\sum_{k=1}^{\infty} \beta_{m}(k) 2^{-k}$, $\beta_{m}(k) \in\{0,1\}$ be a dyadic expansion of $\beta_{m}$. Since the series $\sum_{m \in \mathbb{N}} x_{m}$ is unconditionally Cauchy, given $\varepsilon>0$ there exists $N$ such that $\|x(F)\| \leq \varepsilon$ whenever $F \subset \mathbb{N}$ is finite and $\min F \geq N$. For any such $F$ we have

$$
\sum_{m \in F} \beta_{m} x_{m}=\sum_{k=1}^{\infty} \sum_{m \in F} \beta_{m}(k) 2^{-k} x_{m}=\sum_{k=1}^{\infty} 2^{-k} x\left(F_{k}\right)
$$

where $F_{k}=\left\{m \in F: \beta_{m}(k)=1\right\}$. Therefore,

$$
\left\|\sum_{m \in F} \beta_{m} x_{m}\right\| \leq \sum_{k=1}^{\infty} 2^{-k p}\left\|x\left(F_{k}\right)\right\| \leq \varepsilon \sum_{k=1}^{\infty} 2^{-k p}
$$

Hence, the series $\sum_{m \in \mathbb{N}} \beta_{m} x_{m}$ is unconditionally Cauchy. Since the last estimate is independent of the choice $0 \leq \beta_{m} \leq 1$ we have (5.3).

Calderón-Zygmund operators associated with wavelet expansions. In this subsection we are going to show that a wide class of operators associated with wavelet expansions are Calderón-Zygmund, and hence they are bounded on $H^{p}$. The first result of this type was shown by Strömberg [Sö] for a particular class of wavelets with exponential decay at infinity. Meyer extended this result to the class of (isotropic) dyadic $r$-regular wavelets by Meyer [Me, Chapter 6]. Our goal is to show that Meyer's approach works also for non-isotropic wavelet expansions for general dilations. The results of this subsection are valid if we replace the orthogonality condition of wavelets by a Bessel condition.

Suppose that $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\} \subset L^{2}\left(\mathbb{R}^{n}\right)$ and $\Phi=\left\{\phi^{1}, \ldots, \phi^{L}\right\}$ are two Bessel multiwavelets, see Section 4. We assume that $\Psi$ and $\Phi$ which are $r$-regular for some $r \in \mathbb{N}$. We will also require that all $\psi^{l}$ 's and $\phi^{l}$ 's have vanishing moments up to a certain, see Theorem 5.6. Define the index set

$$
\Lambda=\left\{(l, j, k): l=1, \ldots, L, j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}
$$

We consider the operators being a composition of three simple operations of analysis, multiplication of the sequence space, and synthesis. Namely an analysis operator
is a mapping

$$
\begin{equation*}
L^{2}\left(\mathbb{R}^{n}\right) \ni f \mapsto\left(\left\langle f, \psi_{j, k}^{l}\right\rangle_{(l, j, k) \in \Lambda} \in \ell^{2}(\Lambda) .\right. \tag{5.4}
\end{equation*}
$$

A multiplication operator by a sequence of bounded scalars $\epsilon=\left(\epsilon_{j, k}^{l}\right)_{(l, j, k) \in \Lambda} \in$ $\ell^{\infty}(\Lambda)$ is a mapping

$$
\begin{equation*}
\ell^{2}(\Lambda) \ni\left(s_{j, k}^{l}\right)_{(l, j, k) \in \Lambda} \mapsto\left(\epsilon_{j, k}^{l} s_{j, k}^{l}\right)_{(l, j, k) \in \Lambda} \in \ell^{2}(\Lambda) . \tag{5.5}
\end{equation*}
$$

Finally, a synthesis operator is a mapping

$$
\begin{equation*}
\ell^{2}(\Lambda) \ni\left(s_{j, k}^{l}\right)_{(l, j, k) \in \Lambda} \mapsto \sum_{(l, j, k) \in \Lambda} s_{j, k}^{l} \phi_{j, k}^{l} \in L^{2}\left(\mathbb{R}^{n}\right) . \tag{5.6}
\end{equation*}
$$

Given two Bessel multiwavelets $\Psi$ and $\Phi$, and a sequence of bounded scalars $\epsilon=\left(\epsilon_{j, k}^{l}\right)_{(j, k) \in \mathbb{Z} \times \mathbb{Z}^{n}}^{l=1, \ldots, L}$ we define the operator $T_{\epsilon}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
T_{\epsilon}(f)=\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle f, \psi_{j, k}^{l}\right\rangle \phi_{j, k}^{l} . \tag{5.7}
\end{equation*}
$$

The operator $T_{\epsilon}$ is bounded as a composition of bounded operators.
Lemma 5.5. Suppose $\Psi$ and $\Phi$ are $r$-regular Bessel multiwavelets. Then for any sequence of scalars $\epsilon=\left(\epsilon_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ with $\left|\epsilon_{j, k}^{l}\right| \leq 1$ the operators $T_{\epsilon}$ given by (5.7) are Calderòn-Zygmund of order $r$ with uniformly bounded constants independent of $\epsilon$. Moreover, the kernels $K_{\epsilon}(x, y)$ of $T_{\epsilon}$ satisfy the symmetric (CZ-r) condition, i.e., there exists a constant $C$ such that for every $x \neq y$

$$
\begin{equation*}
\left|\partial_{y}^{\alpha} \partial_{x}^{\beta}\left[K_{\epsilon}\left(A^{l} \cdot, A^{l} \cdot\right)\right]\left(A^{-l} x, A^{-l} y\right)\right| \leq C / \rho(x-y)=C b^{-l} \quad \text { for }|\alpha|,|\beta| \leq r, \tag{5.8}
\end{equation*}
$$

where $l \in \mathbb{Z}$ is the unique integer such that $x-y \in B_{l+1} \backslash B_{l}$.
Furthermore, if $\Phi$ consists of functions with vanishing moments up to order $s<r \ln \lambda_{-} / \ln \lambda_{+}$then $T_{\epsilon}^{*}\left(x^{\alpha}\right)=0$ for all $|\alpha| \leq s$.

Proof. For the sake of simplicity we are going to present the calculations only when $\Psi$ and $\Phi$ consist of a single function. The kernel $K_{\epsilon}$ of the operator $T_{\epsilon}$ given by (5.7) is given by

$$
\begin{align*}
K_{\epsilon}(x, y) & =\sum_{(j, k) \in \mathbb{Z} \times \mathbb{Z}^{n}} \epsilon_{j, k} \phi_{j, k}(x) \overline{\psi_{j, k}(y)} \\
& =\sum_{(j, k) \in \mathbb{Z} \times \mathbb{Z}^{n}} \epsilon_{j, k} b^{j} \phi\left(A^{j} x-k\right) \overline{\psi\left(A^{j} y-k\right)} . \tag{5.9}
\end{align*}
$$

The formula (5.9) makes perfect sense if all but finitely many of $\epsilon_{j, k}$ 's are zeroes. In general, the above series converges absolutely for all $x \neq y$ and for any boundedly supported $f \in L^{2}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
T_{\epsilon} f(x)=\int_{\mathbb{R}^{n}} K_{\epsilon}(x, y) f(y) d y \quad \text { for } x \notin \overline{\operatorname{supp} f} . \tag{5.10}
\end{equation*}
$$

Furthermore, we claim that the convergence in (5.9) is uniform on compact subsets of $\Omega=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: x \neq y\right\}$. Suppose that $\rho(x-y) \geq b^{l}$, i.e., $x-y \in\left(B_{l}\right)^{\mathbf{c}}$
for some $l \in \mathbb{Z}$. By the Cauchy-Schwarz inequality

$$
\begin{align*}
& \sum_{j \leq-l} \sum_{k \in \mathbb{Z}^{n}}\left|\epsilon_{j, k} \phi_{j, k}(x) \overline{\psi_{j, k}(y)}\right|=\sum_{j \leq-l} b^{j} \sum_{k \in \mathbb{Z}^{n}}\left|\phi\left(A^{j} x-k\right) \psi\left(A^{j} y-k\right)\right| \\
& \leq \sum_{j \leq-l} b^{j}\left(\sum_{k \in \mathbb{Z}^{n}}\left|\phi\left(A^{j} x-k\right)\right|^{2}\right)^{1 / 2}\left(\sum_{k \in \mathbb{Z}^{n}}\left|\psi\left(A^{j} y-k\right)\right|^{2}\right)^{1 / 2}  \tag{5.11}\\
& \leq C \sum_{j \leq-l} b^{j}=C \frac{b}{b-1} b^{-l}
\end{align*}
$$

Here the constant $C$ is such that

$$
\sum_{k \in \mathbb{Z}^{n}}|\psi(z-k)|^{2} \leq C \quad \text { and } \quad \sum_{k \in \mathbb{Z}^{n}}|\phi(z-k)|^{2} \leq C \quad \text { for all } z \in \mathbb{R}^{n}
$$

To estimate the sum over $j>-l$ we use the inequality

$$
\begin{equation*}
\left|\phi\left(A^{j} x-k\right) \psi\left(A^{j} y-k\right)\right| \leq C\left(1+\left|A^{j} x-k\right|\right)^{-n-1}\left(1+\left|A^{j}(x-y)\right|\right)^{-N} \tag{5.12}
\end{equation*}
$$

for some $N$ satisfying $b \lambda_{-}^{-N}<1$. (5.12) holds since both $\phi$ and $\psi$ decay polynomially fast and

$$
(1+|z|)\left(1+\left|z^{\prime}\right|\right) \geq 1+\left|z-z^{\prime}\right| \quad \text { for any } z, z^{\prime} \in \mathbb{R}^{n}
$$

By (5.12)

$$
\begin{align*}
& \sum_{j>-l} \sum_{k \in \mathbb{Z}^{n}}\left|\epsilon_{j, k} \phi_{j, k}(x) \overline{\psi_{j, k}(y)}\right| \\
& \leq C \sum_{j>-l} b^{j} \sum_{k \in \mathbb{Z}^{n}}\left(1+\left|A^{j} x-k\right|\right)^{-n-1}\left(1+\left|A^{j}(x-y)\right|\right)^{-N} \\
& \leq C \sum_{j>-l} b^{j}\left|A^{j}(x-y)\right|^{-N} \leq C \sum_{j>-l} b^{j}\left(1 / c \lambda_{-}^{j+l}\right)^{-N}  \tag{5.13}\\
& \leq C b^{-l} \sum_{j>0}\left(b \lambda_{-}^{-N}\right)^{j} \leq C b^{-l},
\end{align*}
$$

since $A^{j}(x-y) \in\left(B_{j+l}\right)^{\text {c }}$. Combining (5.11) and (5.13) we see that the series in (5.9) converges absolutely and uniformly in the region $\rho(x-y) \geq b^{l}$. Since $l \in \mathbb{Z}$ is arbitrary, we have uniform convergence on compact subsets of $\Omega$. Furthermore, the estimate (5.8) holds for $\alpha=\beta=0$. Since (5.10) holds for $\epsilon$ 's with all but finitely many nonzero coefficients it holds for any $\epsilon$ by the Lebesgue Dominated Convergence Theorem.

Suppose now that $x-y \in B_{l+1} \backslash B_{l}$ for some $l \in \mathbb{Z}$. Formally, for any multiindices $|\alpha|,|\beta| \leq r$ we have

$$
\begin{align*}
& \partial_{y}^{\alpha} \partial_{x}^{\beta}\left[K\left(A^{l} \cdot, A^{l} \cdot\right)\right]\left(A^{-l} x, A^{-l} y\right) \\
& =\sum_{(j, k) \in \mathbb{Z} \times \mathbb{Z}^{n}} \epsilon_{j, k} b^{j} \partial^{\beta}\left[\phi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} x\right) \overline{\partial^{\alpha}\left[\psi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} y\right)} \tag{5.14}
\end{align*}
$$

To justify (5.14) we will show that the above series converges absolutely to some value smaller than $C b^{-l}$. As before we estimate separately the sum over $j \leq-l$ and $j>-l$. By the chain rule

$$
\left|\partial^{\alpha}\left[\psi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} y\right)\right| \leq\left\|A^{j+l}\right\|^{|\alpha|}\left\|\mathfrak{D}^{|\alpha|} \psi\left(A^{j} y-k\right)\right\| \leq C\left\|\mathfrak{D}^{|\alpha|} \psi\left(A^{j} y-k\right)\right\|
$$

for $j \leq-l$. Since $\phi$ and $\psi$ are $r$-regular, by the Cauchy-Schwarz inequality

$$
\begin{align*}
& \sum_{j \leq-l} b^{j} \sum_{k \in \mathbb{Z}^{n}}\left|\partial^{\beta}\left[\phi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} x\right)\right|\left|\partial^{\alpha}\left[\psi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} y\right)\right| \\
& \leq C \sum_{j \leq-l} b^{j}\left(\sum_{k \in \mathbb{Z}^{n}}\left\|\mathfrak{D}^{|\beta|} \phi\left(A^{j} x-k\right)\right\|^{2}\right)^{1 / 2}\left(\sum_{k \in \mathbb{Z}^{n}}\left\|\mathfrak{D}^{|\alpha|} \psi\left(A^{j} y-k\right)\right\|^{2}\right)^{1 / 2}  \tag{5.15}\\
& \leq C b^{-l}
\end{align*}
$$

To estimate the sum over $j>-l$ we use the inequality

$$
\begin{aligned}
& \left|\partial^{\beta}\left[\phi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} x\right)\right|\left|\partial^{\alpha}\left[\psi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} y\right)\right| \\
& \leq C^{2}\left\|A^{j+l}\right\|^{2 r}| | \mathfrak{D}^{|\beta|} \phi\left(A^{j} x-k\right)\|\cdot\| \mathfrak{D}^{|\alpha|} \psi\left(A^{j} y-k\right) \| \\
& \leq C \lambda_{+}^{2 r(j+l)}\left(1+\left|A^{j} x-k\right|\right)^{-n-1}\left(1+\left|A^{j}(x-y)\right|\right)^{-N}
\end{aligned}
$$

for some $N$ satisfying $b \lambda_{+}^{2 r} \lambda_{-}^{-N}<1$. The above holds since both $\phi$ and $\psi$ are $r$-regular. Therefore

$$
\begin{align*}
& \sum_{j \leq-l} b^{j} \sum_{k \in \mathbb{Z}^{n}}\left|\partial^{\beta}\left[\phi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} x\right)\right|\left|\partial^{\alpha}\left[\psi\left(A^{j+l} \cdot-k\right)\right]\left(A^{-l} y\right)\right| \\
& \leq \sum_{j \leq-l} C \lambda_{+}^{2 r(j+l)} b^{j} \sum_{k \in \mathbb{Z}^{n}}\left(1+\left|A^{j} x-k\right|\right)^{-n-1}\left|A^{j}(x-y)\right|^{-N}  \tag{5.16}\\
& \leq C b^{-l} \sum_{j>0}\left(b \lambda_{+}^{2 r} \lambda_{-}^{-N}\right)^{j} \leq C b^{-l},
\end{align*}
$$

since $A^{j}(x-y) \in B_{j+l+1} \backslash B_{j+l}$. Thus, the series in (5.14) converges absolutely and we have equality there. By (5.15) and (5.16) the estimate (5.8) holds.

Finally, suppose $\phi$ has vanishing moments up to order $s<r \ln \lambda_{-} / \ln \lambda_{+}$, i.e., $\int \phi(x) x^{\alpha} d x=0$ for $|\alpha| \leq s$. Take any $f \in L^{2}$ with compact support and vanishing moments up to order $r-1$. Assume that $\operatorname{supp} f \subset B_{l}$ for some $l \in \mathbb{Z}$. Since $T_{\varepsilon}$ are (CZ-r) with uniform constants

$$
\begin{align*}
& \int_{B_{l+\omega}}\left|T_{\epsilon} f(x)\right|^{2} d x \leq C  \tag{5.17}\\
& \left|T_{\epsilon} f(x)\right| \leq C \rho\left(A^{-l-\omega} x\right)^{-\delta} \quad \text { for } x \in\left(B_{l+\omega}\right)^{\mathbf{c}}
\end{align*}
$$

by the proof of Lemma 9.5 in Chapter 1 , where the constant $C$ is independent of the choice of $\epsilon$. Here $\delta=r \ln \lambda_{-} / \ln b+1$. To guarantee the integrability of $T_{\epsilon} f(x)(1+|x|)^{s}$ we must have $\delta>s \ln \lambda_{+} / \ln b+1$ and thus $s<r \ln \lambda_{-} / \ln \lambda_{+}$. By (5.7) we have

$$
\begin{equation*}
\int T_{\epsilon} f(x) x^{\alpha} d x=0 \quad \text { for }|\alpha| \leq s \tag{5.18}
\end{equation*}
$$

if $\epsilon_{j, k}=0$ for all but finitely many $(j, k)^{\prime}$ 's. Given a general $\epsilon=\left(\epsilon_{j, k}\right)$ with $\left|\epsilon_{j, k}\right| \leq 1$ we define the sequence $\left(\epsilon^{i}\right)_{i \in \mathbb{N}}$ by

$$
\epsilon_{j, k}^{i}= \begin{cases}\epsilon_{j, k} & \text { if }|j|,|k| \leq i \\ 0 & \text { otherwise }\end{cases}
$$

Since $K_{\epsilon^{i}}(x, y)$ converges to $K_{\epsilon}(x, y)$ as $i \rightarrow \infty$ uniformly on $\left\{(x, y): \rho(x-y) \geq b^{l}\right\}$ we have

$$
T_{\epsilon^{i}} f(x) \rightarrow T_{\epsilon} f(x) \quad \text { as } i \rightarrow \infty \quad \text { for } x \in\left(B_{l+\omega}\right)^{\mathbf{c}}
$$

Since $\int T_{\epsilon^{i}} f(x) x^{\alpha} d x=0$ for all $|\alpha| \leq s, i \in \mathbb{N}$ we have (5.18) by the Lebesgue Dominated Convergence Theorem and (5.17). This ends the proof of Lemma 5.5.

Theorem 5.6. Suppose $\Psi$ and $\Phi$ are r-regular Bessel multiwavelets for some $r$. Suppose also that $p$ satisfies

$$
\begin{equation*}
0 \leq 1 / p-1<\frac{\left(\ln \lambda_{-}\right)^{2}}{\ln b \ln \lambda_{+}} r \tag{5.19}
\end{equation*}
$$

If $\Phi$ consists of functions with vanishing moments up to order $s=\lfloor(1 / p-$ $\left.1) \ln b / \ln \lambda_{-}\right\rfloor$then for any sequence of scalars $\epsilon=\left(\epsilon_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ with $\left|\epsilon_{j, k}^{l}\right| \leq 1$ then the operator $T_{\epsilon}$ given by (5.7) extends to a bounded operator from $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ into $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ with the norm independent of $\epsilon$.

Proof. The proof is an immediate consequence of Lemma 5.5 and Theorem 9.8 in Chapter 1 since $s<r \ln \lambda_{-} / \ln \lambda_{+}$.

We shall need one more result.
Lemma 5.7. With all the assumptions of Theorem 5.6 we also assume that we have a sequence $\left(\epsilon^{i}\right)_{i \in \mathbb{N}}$ in the unit ball of $\ell^{\infty}(\Lambda)$, i.e., $\left|\epsilon_{j, k}^{i, l}\right| \leq 1$ for $i \in \mathbb{N}$, $(l, j, k) \in \Lambda$ such that $\epsilon^{i} \rightarrow \epsilon$ weak $-*$ in $\ell^{\infty}$ as $i \rightarrow \infty$. In other words,

$$
\begin{equation*}
\epsilon_{j, k}^{i, l} \rightarrow \epsilon_{j, k}^{l} \quad \text { as } i \rightarrow \infty \quad \text { for all }(l, j, k) \in \Lambda \tag{5.20}
\end{equation*}
$$

Then for any $f \in H_{A}^{p}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
T_{\epsilon^{i}} f \rightarrow T_{\epsilon} f \quad \text { in } H_{A}^{p} \quad \text { as } i \rightarrow \infty \tag{5.21}
\end{equation*}
$$

Proof. Suppose first that $f \in L^{2}$ is compactly supported with vanishing moments up to order $s$, say $\operatorname{supp} f \subset B_{l}$ for some $l \in \mathbb{Z}$. By (5.7), (5.17), and (5.20)

$$
\begin{align*}
& \int_{B_{l+\omega}}\left|\left(T_{\epsilon^{i}}-T_{\epsilon}\right) f(x)\right|^{2} d x \rightarrow 0 \quad \text { as } i \rightarrow \infty, \\
& \left|T_{\epsilon^{i}} f(x)\right|,\left|T_{\epsilon} f(x)\right| \leq C \rho\left(A^{-l-\omega} x\right)^{-\delta} \quad \text { for } x \in\left(B_{l+\omega}\right)^{\mathbf{c}}  \tag{5.22}\\
& \left|\left(T_{\epsilon^{i}}-T_{\epsilon}\right) f(x)\right| \rightarrow 0 \quad \text { as } i \rightarrow \infty \quad \text { for } x \in\left(B_{l+\omega}\right)^{\mathbf{c}} .
\end{align*}
$$

Furthermore $\int\left(T_{\epsilon^{i}}-T_{\epsilon}\right) f(x) x^{\alpha} d x=0$ for $|\alpha| \leq s$. To show that

$$
\begin{equation*}
\left\|\left(T_{\epsilon^{i}}-T_{\epsilon}\right) f\right\|_{H_{2, s}^{p}} \rightarrow 0 \quad \text { as } i \rightarrow \infty \tag{5.23}
\end{equation*}
$$

a slight modification of the proof of Lemma 9.3 in Chapter 1 is required. The proof proceeds in the same manner, except that we are going to show that $g_{j+1}-g_{j}$ are appropriate multiples of $(p, 2, s)$-atoms. We not only have

$$
\left\|g_{j+1}-g_{j}\right\|_{2} \leq C_{4} b^{(j+1)(1 / 2-1 / p)} b^{(\delta-1 / p)(l+\omega-j)} \quad \text { for } j \geq l+\omega
$$

where $g_{j}=\tilde{\pi}_{B_{j}}\left(\left(T_{\epsilon^{i}}-T_{\epsilon}\right) f\right) \mathbf{1}_{B_{j}}$, but also $\left\|g_{j+1}-g_{j}\right\|_{2} \rightarrow 0$ as $i \rightarrow \infty$ by (5.22) and the Lebesgue Dominated Convergence Theorem. This shows (5.23) for all $(p, 2, s)$-atoms $f$. In particular, for any $(p, 2, s)$-atom $a$ we have

$$
\begin{equation*}
T_{\epsilon}(a)=\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle a, \psi_{j, k}^{l}\right\rangle \phi_{j, k}^{l}, \tag{5.24}
\end{equation*}
$$

with the unconditional convergence in $H_{A}^{p}$. Given a general element $f \in H_{A}^{p}$ we find its atomic decomposition $f=\sum_{j \in \mathbb{N}} \kappa_{j} a_{j}$ with $\sum_{j \in \mathbb{N}}\left|\kappa_{j}\right|^{p}<\infty$ and $a_{j}$ 's are ( $p, 2, s$ )-atoms. By (5.23) and the uniform boundedness of $T_{\epsilon^{i}}$ 's

$$
T_{\epsilon^{i}} f=\sum_{j \in \mathbb{N}} \kappa_{j} T_{\epsilon^{i}} a_{j} \rightarrow \sum_{j \in \mathbb{N}} \kappa_{j} T_{\epsilon} a_{j}=T_{\epsilon} f \quad \text { as } i \rightarrow \infty
$$

Therefore (5.21) holds. This ends the proof of Lemma 5.7.

As a corollary of the above considerations we have for all $f \in H_{A}^{p}$

$$
\begin{align*}
T_{\epsilon}(f) & =\sum_{i \in \mathbb{N}} \kappa_{i} T_{\epsilon} a_{i}=\sum_{i \in \mathbb{N}} \kappa_{i} \sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle a_{i}, \psi_{j, k}^{l}\right\rangle \phi_{j, k}^{l} \\
& =\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left(\sum_{i \in \mathbb{N}} \kappa_{i}\left\langle a_{i}, \psi_{j, k}^{l}\right\rangle\right) \phi_{j, k}^{l}=\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle f, \psi_{j, k}^{l}\right\rangle \phi_{j, k}^{l}, \tag{5.25}
\end{align*}
$$

since the above series converges unconditionally and the $\psi_{j, k}^{l}$ 's belong to the Campanato space $C_{\infty, s}^{1 / p-1}$. The formula (5.25) is of practical importance because it says that (5.7) holds also if $f \in H_{A}^{p}$ for an appropriate range of $p$ 's.

Wavelets as anconditional basis. We are now ready to harvest the fruit of our labor.

ThEOREM 5.8. Suppose $\Psi$ is an r-regular multiwavelet consisting of functions with vanishing moments up to the order $\left\lfloor r \ln \lambda_{-} / \ln \lambda_{+}\right\rfloor$. Then $\left(\psi_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ forms an unconditional basis for $H_{A}^{p}$ for all $p$ satisfying (5.19).

Proof. We can apply Theorem 5.6 and Lemma 5.7, since

$$
s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor \leq\left\lfloor r \ln \lambda_{-} / \ln \lambda_{+}\right\rfloor .
$$

By Lemma 5.7 and (5.25)

$$
f=\sum_{(l, j, k) \in \Lambda}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}
$$

and the convergence is unconditional in $H_{A}^{p}$. Therefore, the system $\left(\psi_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ is a basis for $H_{A}^{p}$, since $\Psi$ is an orthonormal multiwavelet.

We remark that the assumption in Theorem 5.8 that $\Psi$ consists of functions with vanishing moments is, in fact, a consequence of $\Psi$ being an $r$-regular multiwavelet. This is a well-known fact for dyadic wavelets which can be found in [Bt, $\mathrm{Da} 2, \mathrm{Me}]$. This result was extended to general dilations with integer entries by the author [Bo4, Theorem 4].

Theorem 5.9. Suppose $A$ is a dilation with integer entries and $\Psi$ is an $r$ regular orthonormal multiwavelet for some $r \in \mathbb{N}$. Then

$$
\int_{\mathbb{R}^{n}} x^{\alpha} \psi^{l}(x) d x=0 \quad \text { for all } l=1, \ldots, L,|\alpha|<r \ln \lambda_{-} / \ln \lambda_{+}
$$

Therefore, the assumption in Theorem 5.8 that $\Psi$ has vanishing moments is an automatic consequence of $r$-regularity of $\Psi$. Even though the proof of Theorem 5.9 in [Bo4] works only for integer dilations, it is very likely that Theorem 5.9 holds for all dilations. For example, Theorem 5.9 holds trivially for dilations $A$ satisfying (3.11), since such dilations do not allow $r$-regular wavelets. Hence, we conjecture that Theorem 5.9 is valid for all dilations.

By Theorem 5.8 and standard interpolation theory we can also conclude that a 1-regular multiwavelet generates an unconditional basis in $L^{p}$ for $1<p<\infty$. This can be shown to hold under fairly minimal decay conditions on $\Psi$, see [Po, Wo4].

What can we say if for some dilation $A$ we cannot find an orthonormal $r$-regular multiwavelets, e.g. when $A$ does not preserve any lattice? Even though Theorem 5.8 still holds, it may become a vacuous statement due to the lack of $r$-regular wavelets, see Theorem 3.1. Nevertheless, by Section 4 we can always find a non-orthonormal wavelet $\psi \in \mathcal{S}$ such that $\left(\psi_{j, k}\right)_{j \in \mathbb{Z}, k \in \mathbb{Z}^{n}}$ forms a tight frame in $L^{2}\left(\mathbb{R}^{n}\right)$ and $\psi$ has all vanishing moments. We can now show that this wavelet forms a "tight frame" for $H_{A}^{p}$.

Theorem 5.10. Suppose $\Psi$ is an r-regular tight frame multiwavelet and $p$ satisfies (5.19). If $\Psi$ consists of functions with vanishing moments up to the order $s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$, then $\left(\psi_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ forms a tight frame for $H_{A}^{p}$, i.e.,

$$
\begin{equation*}
f=\sum_{(l, j, k) \in \Lambda}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l} \quad \text { for all } f \in H_{A}^{p} \tag{5.26}
\end{equation*}
$$

and the convergence is unconditional in $H_{A}^{p}$.
The proof follows verbatim the proof of Theorem 5.8.

## 6. Characterization of $H^{p}$ in terms of wavelet coefficients

In this section we will characterize the sequence space of wavelet expansion coefficients $\left(\left\langle f, \psi_{j, k}^{l}\right\rangle\right)$ for $f \in H_{A}^{p}$, where $\Lambda=\left\{(l, j, k): l=1, \ldots, L, j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}$.

Let $\left(\epsilon_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ be the sequence of independent identically distributed (i.i.d.) random Bernoulli variables with $P\left(\epsilon_{j, k}^{l}=1\right)=P\left(\epsilon_{j, k}^{l}=-1\right)=1 / 2$. In other words, if we consider the probability space $([0,1], d t)$ then we can think of $\epsilon_{j, k}^{l}(t)=$ $r_{\sigma(l, j, k)}(t)$, where $\sigma: \Lambda \rightarrow \mathbb{N}$ is a bijection and $\left(r_{i}(t)\right)_{i \in \mathbb{N}}$ are the Rademacher functions defined by $r_{i}(t)=\operatorname{sign}\left(\sin \left(2^{i} \pi t\right)\right)$ for $t \in[0,1]$.

The fundamental result concerning the means of i.i.d. random Bernoulli variables is Khinchin's (Хинчин) inequality.

Theorem 6.1. For any $0<p<\infty$ there are positive constants $A_{p}, B_{p}$ such that

$$
\begin{equation*}
A_{p}\left(\sum_{i \in \mathbb{N}}\left|c_{i}\right|^{2}\right)^{1 / 2} \leq\left(\int_{0}^{1}\left|\sum_{i \in \mathbb{N}} c_{i} r_{i}(t)\right|^{p} d t\right)^{1 / p} \leq B_{p}\left(\sum_{i \in \mathbb{N}}\left|c_{i}\right|^{2}\right)^{1 / 2} \tag{6.1}
\end{equation*}
$$

for any sequence of scalars $\left(c_{i}\right)$.
The inequality (6.1) means that $\sum_{i} c_{i} r_{i}$ converges unconditionally in $L^{p}$ if and only if $\sum_{i} c_{i} r_{i}$ converges in $L^{2}$, i.e., $\sum_{i}\left|c_{i}\right|^{2}<\infty$. It diverges in the $L^{p}$ norm to infinity if $\sum_{i}\left|c_{i}\right|^{2}=\infty$.

We shall also need the Fefferman-Stein vector-valued maximal inequality, for a proof see [FS1, St2]. Here $M$ is the Hardy-Littlewood maximal operator on a space of homogeneous type.

Theorem 6.2. Suppose $1<p<\infty$ and $1<q \leq \infty$. Then there is a constant $C_{p, q}$ depending on $p$ and $q$ such that

$$
\begin{equation*}
\left\|\left(\sum_{i \in \mathbb{N}}\left|M f_{i}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \leq C_{p, q}\left\|\left(\sum_{i \in \mathbb{N}}\left|f_{i}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \tag{6.2}
\end{equation*}
$$

Our goal is to show the following lemma.
Lemma 6.3. Suppose $0<p \leq 1$ and $\Psi$ is an 0 -regular Bessel multiwavelet consisting of nonzero functions with vanishing moments up to the order $s=\lfloor(1 / p-$ $\left.1) \ln b / \ln \lambda_{-}\right\rfloor$. Given a sequence of scalars $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$, the following are equivalent:

$$
\begin{align*}
& \sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l} \quad \text { converges unconditionally in } H_{A}^{p}  \tag{6.3}\\
& \left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right)  \tag{6.4}\\
& \left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right) \tag{6.5}
\end{align*}
$$

for any (or some) bounded measurable sets $E_{l} \subset \mathbb{R}^{n}$ with $\left|E_{l}\right|>0, l=1, \ldots, L$.

Before proceeding with the proof of Lemma 6.3 we need to introduce some terminology. Let $\mathcal{I}$ be the family of dilated cubes, i.e.,

$$
\mathcal{I}=\left\{A^{j}\left([0,1]^{n}+k\right): j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}
$$

Given $I=A^{j}\left([0,1]^{n}+k\right) \in \mathcal{I}$ we define the scale of $I$ by scale $(I)=j$. Let $g$ be the square function given by $(6.5)$ for $E_{l}=[0,1]^{n}$,

$$
\begin{equation*}
g(x)=\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(x)\right|^{2}\right)^{1 / 2}=\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}}\left|c_{I}^{l}\right|^{2}|I|^{-1} \mathbf{1}_{I}(x)\right)^{1 / 2} \tag{6.6}
\end{equation*}
$$

where we use the convention $c_{I}^{l}=c_{-j, k}^{l}$ for a cube $I=A^{j}\left([0,1]^{n}+k\right), j \in \mathbb{Z}$, $k \in \mathbb{Z}^{n}$.

Definition 6.4. Suppose $\mathcal{I}^{\prime} \subset \mathcal{I}$. We say that the cube $I$ is stacked below the cube $J$ within the family $\mathcal{I}^{\prime}$, and write $I \preccurlyeq \mathcal{I}^{\prime} J$, if there is a chain of cubes $I=I_{0}, I_{1}, \ldots, I_{s}=J \in \mathcal{I}^{\prime}$ such that

$$
\operatorname{scale}\left(I_{i}\right)<\operatorname{scale}\left(I_{i+1}\right) \quad \text { and } \quad\left|I_{i} \cap I_{i+1}\right| \neq 0 \quad \text { for all } i=0, \ldots, s-1
$$

The relation $\preccurlyeq_{\mathcal{I}^{\prime}}$ induces a partial order in $\mathcal{I}^{\prime}$. Let $\max \left(\mathcal{I}^{\prime}\right)$ be the set of maximal elements in $\mathcal{I}^{\prime}$ with respect to $\preccurlyeq \mathcal{I}^{\prime}$.

If a subfamily $\mathcal{I}^{\prime}$ does not contain arbitrary large cubes, i.e., $\sup _{I \in \mathcal{I}^{\prime}} \operatorname{scale}(I)<$ $\infty$, then for any cube $I \in \mathcal{I}^{\prime}$ there is always a cube $J \in \max \left(\mathcal{I}^{\prime}\right)$ with $I \preccurlyeq \mathcal{I}^{\prime} J$. In general, a maximal cube is not unique unless, for example, the dilation $A=2 I d$ and we work with nicely nested dyadic cubes. We shall need a simple lemma.

Lemma 6.5. There is a universal constant $\eta \in \mathbb{N}$ such that whenever we have two cubes $I, J \in \mathcal{I}^{\prime}$ with $I \preccurlyeq \mathcal{I}^{\prime} J=A^{j}\left([0,1]^{n}+k\right)$ then $I \subset A^{j}\left(B_{\eta}+k\right)$.

In the above lemma a family $\mathcal{I}^{\prime}$ does not play any role and can be substituted by the whole family $\mathcal{I}$.

Proof. Suppose first that $J=[0,1]^{n}+k$ for some $k \in \mathbb{Z}$. For any integer the diameter of a cube with $\operatorname{scale}(I)=j$ is at most

$$
\operatorname{diam}(I)=\operatorname{diam}\left(A^{j}[0,1]^{n}\right) \leq\left\|A^{j}\right\| \operatorname{diam}\left([0,1]^{n}\right)=2^{n}\left\|A^{j}\right\|
$$

Whenever we have a chain of cubes $I_{0}, I_{1}, \ldots, I_{s}=J \in \mathcal{I}$ satisfying Definition 6.4 then

$$
\operatorname{diam}\left(\bigcup_{i=0}^{s} I_{i}\right) \leq \sum_{i=0}^{s} \operatorname{diam}\left(I_{i}\right) \leq 2^{n} \sum_{j=-\infty}^{0}\left\|A^{j}\right\|<\infty
$$

Therefore, there exists $\eta \in \mathbb{N}$ such that $I \subset B_{\eta}+k$ whenever $I \preccurlyeq \mathcal{I} J$. If $J=$ $A^{j}\left([0,1]^{n}+k\right)$ is arbitrary then $I \preccurlyeq \mathcal{I} J \Longleftrightarrow A^{-j} I \preccurlyeq_{\mathcal{I}} A^{-j} J$. Thus, $A^{-j} I \subset B_{\eta}+k$ and hence $I \subset A^{j}\left(B_{\eta}+k\right)$.

We also need the following elementary lemma.
Lemma 6.6. Suppose $r_{1}, r_{2}>0$ and $P$ is an $n \times n$ real matrix with $|P x| \geq r_{1}|x|$ for all $x \in \mathbb{R}^{n}$. Then there is a constant $c=c\left(r_{1}, r_{2}\right)$ depending only on $r_{1}$ and $r_{2}$ such that

$$
\#\left(\mathbb{Z}^{n} \cap P \mathbf{B}\left(z, r_{2}\right)\right) \leq c|\operatorname{det} P| \quad \text { for any } z \in \mathbb{R}^{n}
$$

Proof. Note that

$$
\begin{aligned}
\#\left(\mathbb{Z}^{n} \cap P \mathbf{B}\left(z, r_{2}\right)\right) & =\#\left(P^{-1} \mathbb{Z}^{n} \cap \mathbf{B}\left(z, r_{2}\right)\right) \\
& \leq \#\left\{k \in \mathbb{Z}^{n}: P^{-1}\left(k+(0,1)^{n}\right) \cap \mathbf{B}\left(0, r_{2}\right) \neq \emptyset\right\} \\
& \leq \#\left\{k \in \mathbb{Z}^{n}: P^{-1}\left(k+(0,1)^{n}\right) \subset \mathbf{B}\left(0, r_{2}+2^{n} / r_{1}\right)\right\} \\
& \leq \frac{\left|\mathbf{B}\left(0, r_{2}+2^{n} / r_{1}\right)\right|}{\left|P^{-1}\left((0,1)^{n}\right)\right|}=\left|\mathbf{B}\left(0, r_{2}+2^{n} / r_{1}\right)\right| \cdot|\operatorname{det} P|
\end{aligned}
$$

since $\operatorname{diam} P^{-1}\left((0,1)^{n}\right) \leq 2^{n} / r_{1}$ and the family $\left\{P^{-1}\left(k+(0,1)^{n}\right): k \in \mathbb{Z}^{n}\right\}$ consists of pairwise disjoint sets.

Proof of Lemma 6.3. Assume that (6.3) holds. Let $\left(\epsilon_{j, k}^{l}\right)$ be a sequence i.i.d. random Bernoulli variables. By Lemma 5.4 there exists a constant $C$ such that for any subset $F \subset \Lambda$

$$
\begin{equation*}
\left\|\sum_{(l, j, k) \in F} \epsilon_{j, k}^{l}(t) c_{j, k}^{l} \psi_{j, k}^{l}\right\|_{H^{p}} \leq C \quad \text { for any } t \in[0,1] . \tag{6.7}
\end{equation*}
$$

The identity on $L^{2}\left(\mathbb{R}^{n}\right)$ is a Calderón-Zygmund operator (of any order) hence it extends to a bounded operator from $H^{p}$ to $L^{p}$ with norm 1 by Theorem 9.9 in Chapter 1. If $F \subset \Lambda$ is finite then by Khinchin's inequality, the Fubini Theorem and (6.7)

$$
\begin{aligned}
A_{p} \int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in F}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{p / 2} d x & \leq \int_{\mathbb{R}^{n}} \int_{0}^{1}\left|\sum_{(l, j, k) \in F} \epsilon_{j, k}^{l}(t) c_{j, k}^{l} \psi_{j, k}^{l}(x)\right|^{p} d t d x \\
& \leq \int_{0}^{1}\left\|\sum_{(l, j, k) \in F} \epsilon_{j, k}^{l}(t) c_{j, k}^{l} \psi_{j, k}^{l}\right\|_{L^{p}}^{p} d t \leq C^{p}
\end{aligned}
$$

Since $F \subset \Lambda$ is arbitrary, by Fatou's Lemma we have

$$
\int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{p / 2} d x \leq C^{p} / A_{p}
$$

which shows (6.4).
Assume now that (6.4) holds. Let $\delta>0$ be sufficiently small so that $\tilde{E}_{l}=\{x \in$ $\left.\mathbb{R}^{n}:\left|\psi^{l}(x)\right|>\delta\right\}$ has nonzero measure for every $l=1, \ldots, L$. Since

$$
\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2} \geq \delta^{2} \sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{\tilde{E}_{l}}\right)_{j, k}(x)\right|^{2} \quad \text { for all } x \in \mathbb{R}^{n}
$$

(6.5) holds for some $\tilde{E}_{l}$ 's. Choose any other bounded $E_{l}$ 's with nonzero measure. We can then find $\delta^{\prime}>0$ so that $M\left(\mathbf{1}_{\tilde{E}_{l}}\right)(x) \geq \delta^{\prime} \mathbf{1}_{E_{l}}(x)$ for all $x \in \mathbb{R}^{n}$, where $M$ is the Hardy-Littlewood maximal operator associated to the dilation $A$ given by (3.15) in Chapter 1. Since $M$ commutes with translations and dilations by the power of $A$ we have $\left(M\left(\mathbf{1}_{\tilde{E}_{l}}\right)\right)_{j, k}(x)=M\left(\left(\mathbf{1}_{\tilde{E}_{l}}\right)_{j, k}^{r}\right)^{1 / r}(x)$ for any $r>0$. Hence, for
$0<r<p$ by Lemma 6.2

$$
\begin{aligned}
& \left(\delta^{\prime}\right)^{p} \int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(x)\right|^{2}\right)^{p / 2} d x \\
& \leq \int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2} M\left(\left(\mathbf{1}_{\tilde{E}_{l}}\right)_{j, k}^{r}\right)^{2 / r}(x)\right)^{p / 2} d x \\
& =\int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|M\left(\left|c_{j, k}^{l}\right|^{r}\left(\mathbf{1}_{\tilde{E}_{l}}\right)_{j, k}^{r}\right)(x)\right|^{2 / r}\right)^{(r / 2)(p / r)} d x \\
& \leq\left(C_{p / r, 2 / r}\right)^{p / r} \int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{\tilde{E}_{l}}\right)_{j, k}(x)\right|^{2}\right)^{p / 2} d x
\end{aligned}
$$

which shows (6.5).
Finally, assume (6.5) holds with $E_{l}=[0,1]^{n}$ for $l=1, \ldots, L$. We shall show that after some rearrangement the series in (6.3) is an appropriate combination of molecules.

For each $r \in \mathbb{Z}$ define $\Omega_{r}=\left\{x \in \mathbb{R}^{n}: g(x)>2^{r}\right\}$, where $g(x)$ is given by (6.6). Clearly, $\Omega_{r+1} \subset \Omega_{r}$ and

$$
\begin{align*}
\sum_{r \in \mathbb{Z}} 2^{p r}\left|\Omega_{r}\right| & =\sum_{r \in \mathbb{Z}} 2^{p r} \sum_{s=r}^{\infty}\left|\Omega_{s+1} \backslash \Omega_{s}\right|=\sum_{s \in \mathbb{Z}} \sum_{r=-\infty}^{s} 2^{p r}\left|\Omega_{s+1} \backslash \Omega_{s}\right|  \tag{6.8}\\
& =\frac{1}{1-2^{-p}} \sum_{s \in \mathbb{Z}} 2^{p s}\left|\Omega_{s+1} \backslash \Omega_{s}\right| \leq \frac{1}{1-2^{-p}} \int_{\mathbb{R}^{n}}|g(x)|^{p} d x
\end{align*}
$$

We also define a subfamily of dilated cubes

$$
\mathcal{I}_{r}=\left\{I \in \mathcal{I}:\left|I \cap \Omega_{r}\right| \geq|I| / 2 \text { and }\left|I \cap \Omega_{r+1}\right|<|I| / 2\right\} .
$$

Note that for any $I \in \mathcal{I}$ with $c_{I}^{l} \neq 0$ for some $l=1, \ldots, L$, there is a unique $r \in \mathbb{Z}$ such that $I \in \mathcal{I}_{r}$.

For each $r \in \mathbb{Z}$, we have

$$
\mathcal{I}_{r}=\bigcup_{J \in \max \left(\mathcal{I}_{r}\right)}\left\{I \in \mathcal{I}_{r}: I \preccurlyeq \mathcal{I}_{r} J\right\}
$$

since the subfamily $\mathcal{I}_{r}$ does not contain arbitrary large cubes by $\left|\Omega_{r}\right|<\infty$. By induction on $J \in \max \left(\mathcal{I}_{r}\right)$ we can find pairwise disjoint subfamilies $\mathcal{I}_{r, J}$ satisfying

$$
\begin{align*}
& \mathcal{I}_{r, J} \subset\left\{I \in \mathcal{I}_{r}: I \preccurlyeq \mathcal{I}_{r} J\right\}, \quad \mathcal{I}_{r}=\bigcup_{J \in \max \left(\mathcal{I}_{r}\right)} \mathcal{I}_{r, J},  \tag{6.9}\\
& \mathcal{I}_{r, J} \cap \mathcal{I}_{r, J^{\prime}}=\emptyset \quad \text { for } J \neq J^{\prime} \in \max \left(\mathcal{I}_{r}\right) .
\end{align*}
$$

We are now ready to rearrange the formal series in (6.3) as a combination of molecules. Using the convention $c_{I}^{l}=c_{-j, k}^{l}, \psi_{I}=\psi_{-j, k}$ for a cube $I=A^{j}\left([0,1]^{n}+k\right)$ we can write

$$
\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l}=\sum_{l=1}^{L} \sum_{I \in \mathcal{I}} c_{I}^{l} \psi_{I}^{l}=\sum_{r \in \mathbb{Z}} \sum_{J \in \max \left(\mathcal{I}_{r}\right)}\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right)
$$

where $\mathcal{I}_{r}$ and $\mathcal{I}_{r, j}$ are given by (6.9). To show that this series converges in $H_{A}^{p}$ it suffices to show that $\sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}$ is an element of $H_{A}^{p}$ and

$$
\begin{equation*}
\sum_{r \in \mathbb{Z}} \sum_{J \in \max \left(\mathcal{I}_{r}\right)}\left\|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right\|_{H^{p}}^{p}<\infty \tag{6.10}
\end{equation*}
$$

by the completeness of $H_{A}^{p}$ and $p$-subadditivity of $\|\cdot\|_{H^{p}}$.
Fix $r \in \mathbb{Z}$ and $J=A^{j_{0}}\left([0,1]^{n}+k_{0}\right) \in \max \left(\mathcal{I}_{r}\right)$. We claim that there is a constant $C$ (independent of $r$ and $J$ ) such that

$$
\begin{equation*}
\left\|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right\|_{H^{p}} \leq C 2^{r}|J|^{1 / p} \tag{6.11}
\end{equation*}
$$

By Lemma 6.5 we have

$$
\begin{align*}
\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}}\left|c_{I}^{l}\right|^{2} & \leq 2 \sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}}\left|c_{I}^{l}\right|^{2}|I|^{-1}\left|I \backslash \Omega_{r+1}\right| \\
& \leq 2 \sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} \int_{\left(A^{j_{0}}\left(B_{\eta}+k_{0}\right)\right) \backslash \Omega_{r+1}}\left|c_{I}^{l}\right|^{2}|I|^{-1} \mathbf{1}_{I}(x) d x  \tag{6.12}\\
& \leq 2 \int_{\left(A^{j_{0}}\left(B_{\eta}+k_{0}\right)\right) \backslash \Omega_{r+1}}|g(x)|^{2} d x \leq 2 b^{j_{0}+\eta} 2^{2(r+1)} \\
& =8 b^{j_{0}+\eta} 2^{2 r},
\end{align*}
$$

since outside of $\Omega_{r+1}$ we have $g(x) \leq 2^{r+1}$.
Since $\left\{\psi_{I}^{l}\right\}$ is a Bessel family by (6.12) we have

$$
\begin{aligned}
& \frac{1}{\left|B_{j_{0}+\eta+\omega}\right|} \int_{B_{j_{0}+\eta+\omega}+A^{j_{0}}}\left|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}(x)\right|^{2} d x \\
& \quad \leq \frac{1}{b^{j_{0}+\eta+\omega}}\left\|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right\|_{L^{2}}^{2} \leq \frac{C}{b^{j_{0}+\eta+\omega}} \sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}}\left|c_{I}^{l}\right|^{2} \leq C 2^{2 r} .
\end{aligned}
$$

For any $I \in \mathcal{I}_{r, J}$ by Lemma 6.5 we have $I=A^{j}\left([0,1]^{n}+k\right) \subset A^{j_{0}}\left(B_{\eta}+k_{0}\right)$ and thus $A^{j} k \in A^{j_{0}} k_{0}+B_{j_{0}+\eta}$. Therefore, for fixed $j<j_{0}$ the number of such $k$ 's is bounded by Lemma 6.6

$$
\begin{equation*}
\#\left(\mathbb{Z}^{n} \cap\left(A^{j_{0}-j} k_{0}+B_{j_{0}-j+\eta}\right)\right) \leq c b^{j_{0}-j+\eta} \tag{6.13}
\end{equation*}
$$

Also for $x \in A^{j_{0}} k_{0}+\left(B_{j_{0}+\eta+\omega}\right)^{\text {c }}$ we have

$$
\rho\left(x-A^{j_{0}} k_{0}\right) \leq b^{\omega} \rho\left(x-A^{j} k\right),
$$

since $A^{j_{0}} k_{0}-A^{j} k \in B_{j_{0}+\eta}$. Since $\Psi$ is 0-regular, for any $\delta>0$ there is $C=C(\delta)>0$ such that $\left|\psi^{l}(x)\right| \leq C \rho(x)^{-\delta}$ for all $x \in \mathbb{R}^{n}$. In particular, we can take $\delta$ satisfying the hypothesis of Lemma 9.3 in Chapter 1. Therefore, for $x \in A^{j_{0}} k_{0}+\left(B_{j_{0}+\eta+\omega}\right)^{\mathbf{c}}$,

$$
\begin{aligned}
\left|\psi_{I}^{l}(x)\right|^{2} & =\left|\psi_{-j, k}^{l}(x)\right|^{2}=b^{-j}\left|\psi^{l}\left(A^{-j} x-k\right)\right|^{2} \leq C b^{-j} \rho\left(A^{-j} x-k\right)^{-2 \delta} \\
& \leq C b^{2 \delta \omega} b^{-j} \rho\left(A^{-j}\left(x-A^{j_{0}} k_{0}\right)\right)^{-2 \delta} \\
& =C b^{-j} b^{-2 \delta\left(j_{0}-j+\eta\right)} \rho\left(A^{-j_{0}-\eta-\omega}\left(x-A^{j_{0}} k_{0}\right)\right)^{-2 \delta}
\end{aligned}
$$

Combining the above with (6.12) and (6.13), by the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
& \left|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}(x)\right| \leq\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}}\left|c_{I}^{l}\right|^{2}\right)^{1 / 2}\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}}\left|\psi_{I}^{l}(x)\right|^{2}\right)^{1 / 2} \\
& \leq b^{\left(j_{0}+\eta\right) / 2} 2^{r}\left(\sum_{j<j_{0}} c b^{j_{0}-j+\eta} C b^{-j} b^{-2 \delta\left(j_{0}-j+\eta\right)} \rho\left(A^{-j_{0}-\eta-\omega}\left(x-A^{j_{0}} k_{0}\right)\right)^{-2 \delta}\right)^{1 / 2} \\
& \leq C 2^{r}\left(\sum_{j<j_{0}} b^{(2-2 \delta)\left(j_{0}-j\right)}\right)^{1 / 2} \rho\left(A^{-j_{0}-\eta-\omega}\left(x-A^{j_{0}} k_{0}\right)\right)^{-\delta}
\end{aligned}
$$

for $x \in A^{j_{0}} k_{0}+\left(B_{j_{0}+\eta+\omega}\right)^{\mathbf{c}}$. By the Lebesgue Dominated Convergence Theorem we also have

$$
\int_{\mathbb{R}^{n}}\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}(x)\right) x^{\alpha} d x=0 \quad \text { for }|\alpha| \leq s
$$

Therefore, all the hypotheses of Lemma 9.3 in Chapter 1 are satisfied and thus,

$$
\left\|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right\|_{H^{p}} \leq C 2^{r}\left|B_{j_{0}+\eta+\omega}\right|^{1 / p} \leq C 2^{r}|J|^{1 / p}
$$

This proves (6.11). To show (6.10) we use $|J| \leq 2\left|J \cap \Omega_{r}\right|$ for $J \in \max \left(\mathcal{I}_{r}\right)$ to obtain

$$
\begin{aligned}
\sum_{r \in \mathbb{Z}} \sum_{J \in \max \left(\mathcal{I}_{r}\right)}\left\|\sum_{l=1}^{L} \sum_{I \in \mathcal{I}_{r, J}} c_{I}^{l} \psi_{I}^{l}\right\|_{H^{p}}^{p} & \leq 2 C^{p} \sum_{r \in \mathbb{Z}} \sum_{J \in \max \left(\mathcal{I}_{r}\right)} 2^{p r}\left|J \cap \Omega_{r}\right| \\
& \leq 2 C^{p} \sum_{r \in \mathbb{Z}} 2^{p r}\left|\Omega_{r}\right| \leq \frac{2 C^{p}}{1-2^{-p}}\|g\|_{L^{p}}^{p}
\end{aligned}
$$

Since the above estimate depends only on a magnitude of coefficients $c_{I}^{l}$ 's, we obtain the unconditional convergence in (6.3). This ends the proof of Lemma 6.3.

Note that the assumption that $\Psi$ is 0-regular in Lemma 6.3 can be slightly relaxed. It follows from the proof that it suffices to assume $\left|\psi^{l}(x)\right| \leq C \rho(x)^{-\delta}$ for $l=1, \ldots, L$ with $\delta>\max \left(1 / p, s \ln \lambda_{+} / \ln b+1\right)$ in order to apply Lemma 9.3 in Chapter 1.

We are now ready to prove the characterization of the sequence space of wavelet expansion coefficients of elements in $H_{A}^{p}$.

Theorem 6.7. Suppose $p$ satisfies (5.19), and $\Psi$ is an r-regular tight frame multiwavelet with vanishing moments up to order $s=\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$. Then for any $f \in H_{A}^{p}$ the series $\sum_{(l, j, k) \in \Lambda}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}$ converges unconditionally to $f$ in $H_{A}^{p}$, and

$$
\begin{align*}
\|f\|_{H_{A}^{p}} & \sim\left\|\left(\sum_{(l, j, k) \in \Lambda}\left|\left\langle f, \psi_{j, k}^{l}\right\rangle\right|^{2}\left|\psi_{j, k}^{l}(\cdot)\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \\
& \sim\left\|\left(\sum_{(l, j, k) \in \Lambda}\left|\left\langle f, \psi_{j, k}^{l}\right\rangle\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(\cdot)\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \tag{6.14}
\end{align*}
$$

for any (or some) bounded measurable sets $E_{l} \subset \mathbb{R}^{n}$ with $\left|E_{l}\right|>0, l=1, \ldots, L$. The equivalence constants in (6.14) do not depend on $f$.

If, in addition, $\Psi$ is an orthonormal multiwavelet then for any $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ satisfying

$$
\begin{equation*}
\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right) \tag{6.4}
\end{equation*}
$$

there is a unique $f \in H_{A}^{p}$ such that $c_{j, k}^{l}=\left\langle f, \psi_{j, k}^{l}\right\rangle$ for all $(l, j, k) \in \Lambda$ and (6.14) holds.

Proof. By Theorem 5.10 we have (5.26). By Lemma 6.3 we have (6.14). The fact that the equivalence constants in (6.14) do not depend on the choice of $f$ follows by analyzing the proof of Lemma 6.3.

Suppose, in addition, that $\Psi$ is an orthogonal multiwavelet. Given a sequence $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ satisfying (6.4) by Lemma $6.3, \sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l}$ converges unconditionally to some element $f \in H_{A}^{p}$. Since $\psi^{l}$ 's belong to the dual of $H_{A}^{p}$ we conclude that for any $\left(l^{\prime}, j^{\prime}, k^{\prime}\right) \in \Lambda$

$$
\left\langle f, \psi_{k^{\prime}, j^{\prime}}^{l^{\prime}}\right\rangle=\left\langle\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l}, \psi_{j^{\prime}, k^{\prime}}^{l^{\prime}}\right\rangle=\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l}\left\langle\psi_{j, k}^{l}, \psi_{j^{\prime}, k^{\prime}}^{l^{\prime}}\right\rangle=c_{j^{\prime}, k^{\prime}}^{l^{\prime}}
$$

Finally, (6.14) holds by Lemma 6.3.

Wavelet expansion coefficients for $L^{p}$. It comes as no surprise that Theorems $5.8,5.10$, and 6.7 can be extended for exponents $p>1$. In fact, orthogonal wavelets with very mild decay conditions already form an unconditional basis for $L^{p}, 1<p<\infty$, see [Po]. Analogously, we can characterize the sequence space of wavelet expansion coefficients for $L^{p}$. This sequence space is given by exactly the same formula, e.g., (6.4) or (6.5). To show this, we will need two simple lemmas which hold for arbitrary measures, see [Wo2, Corollary 7.10]

Lemma 6.8. Suppose $0<p<\infty$ and $\left(f_{i}\right)_{i \in \mathbb{N}} \subset L^{p}$. If $\sum_{i \in \mathbb{N}} f_{i}$ converges unconditionally in $L^{p}$ then $\left\|\left(\sum_{i \in \mathbb{N}}\left|f_{i}\right|^{2}\right)^{1 / 2}\right\|_{p}<\infty$. Moreover,

$$
\begin{equation*}
\left\|\left(\sum_{i \in \mathbb{N}}\left|f_{i}\right|^{2}\right)^{1 / 2}\right\|_{p} \leq\left(A_{p}\right)^{-1 / p} \sup _{t \in[0,1]}\left\|\sum_{i \in \mathbb{N}} r_{i}(t) f_{i}\right\|_{p} \tag{6.15}
\end{equation*}
$$

Proof. By Khinchin's inequality and the Fubini Theorem we have

$$
A_{p}\left\|\left(\sum_{i \in F}\left|f_{i}\right|^{2}\right)^{1 / 2}\right\|_{p}^{p} \leq \int_{0}^{1}\left\|\sum_{i \in F} r_{i}(t) f_{i}\right\|_{p}^{p} d t \leq B_{p}\left\|\left(\sum_{i \in F}\left|f_{i}\right|^{2}\right)^{1 / 2}\right\|_{p}^{p}
$$

for any finite $F \subset \mathbb{N}$. If $\sum_{i \in \mathbb{N}} f_{i}$ converges unconditionally in $L^{p}$ then by Lemma 5.4,

$$
C=\sup _{t \in[0,1]}\left\|\sum_{i \in \mathbb{N}} r_{i}(t) f_{i}\right\|_{p}<\infty
$$

Hence, $A_{p}\left\|\left(\sum_{i \in F}\left|f_{i}\right|^{2}\right)^{1 / 2}\right\|_{p}^{p} \leq C^{p}$. Since $F \subset \mathbb{N}$ is arbitrary this shows (6.15).

Lemma 6.9. Suppose $0<p<\infty$ and $\left(f_{i}\right)_{i \in \mathbb{N}} \subset L^{p}$ is such that $\left\|f_{i}\right\|_{p} \geq \delta$ for some $\delta>0$ and all $i \in \mathbb{N}$. Then there is a sequence of coefficients $\left(\epsilon_{i}\right)_{i \in \mathbb{N}}, \epsilon_{i}= \pm 1$ such that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|\sum_{i=1}^{N} \epsilon_{i} f_{i}\right\|_{p}=\infty \tag{6.16}
\end{equation*}
$$

Proof. We claim that it suffices to show

$$
\begin{equation*}
\int\left(\sum_{i \in \mathbb{N}}\left|f_{i}\right|^{2}\right)^{p / 2}=\infty \tag{6.17}
\end{equation*}
$$

Assume for the time being that (6.17) holds. We claim that for any $j \in \mathbb{N}$ and $r>0$ there is $N \geq j$ and a sequence $\epsilon_{j}, \ldots, \epsilon_{N}$ with $\epsilon_{i}= \pm 1$ such that

$$
\left\|\sum_{i=j}^{N} \epsilon_{i} f_{i}\right\|_{p}>r
$$

Indeed, it suffices to take $N$ such that $\left\|\left(\sum_{i=j}^{N}\left|f_{i}\right|^{2}\right)\right\|_{p}>r\left(A_{p}\right)^{-1 / p}$ and apply (6.15). By a simple induction we can now produce a sequence $\left(\epsilon_{i}\right)_{i \in \mathbb{N}}, \epsilon_{i}= \pm 1$ satisfying (6.16).

In order to show (6.17) we need to consider two cases. Suppose first that

$$
\begin{equation*}
\limsup _{i \rightarrow \infty}\left|\left\{x:\left|f_{i}(x)\right|>\eta\right\}\right|=0 \quad \text { for every } \eta>0 \tag{6.18}
\end{equation*}
$$

If (6.18) holds then there is a subsequence $\left(f_{i_{j}}\right)$ and a decreasing sequence of positive numbers $1=\eta_{0}>\eta_{1}>\ldots$, such that

$$
\begin{equation*}
\int_{\eta_{j}<\left|f_{i_{j}}\right|<\eta_{j-1}}\left|f_{i_{j}}\right|^{p}>\delta / 2 \quad \text { for all } j=1,2, \ldots \tag{6.19}
\end{equation*}
$$

Indeed, we are going to proceed by induction. Let $i_{1}$ be such that $\int_{\left|f_{i_{1}}\right|<1}\left|f_{i_{1}}\right|^{p}>$ $3 / 4 \delta$. Choose $\eta_{1}$ such that $\int_{\left|f_{i_{1}}\right| \leq \eta_{1}}\left|f_{i_{1}}\right|^{p}<1 / 4 \delta$. Hence, (6.19) holds for $j=1$. Assume (6.19) holds up to some $j>1$. By (6.18) we can pick $i_{j+1}$ such that $\int_{\left|f_{i_{j+1}}\right|<\eta_{j}}\left|f_{i_{j+1}}\right|^{p}>3 / 4 \delta$. Choose $\eta_{j+1}$ such that $\int_{\left|f_{i_{j+1}}\right| \leq \eta_{j+1}}\left|f_{i_{j+1}}\right|^{p}<1 / 4 \delta$. This completes the induction step since

$$
\int_{\eta_{j+1}<\left|f_{i_{j+1}}\right|<\eta_{j}}\left|f_{i_{j+1}}\right|^{p}>\delta / 2
$$

Define sets $S_{j}=\left\{x: \eta_{j+1}<\left|f_{i_{j+1}}(x)\right|<\eta_{j}\right\}$. Again by induction we can find a subsequence ( $j_{k}$ ) such that

$$
\begin{equation*}
\int_{S_{j_{k}} \backslash\left(S_{j_{1}} \cup \ldots \cup S_{j_{k-1}}\right)}\left|f_{i_{j_{k}}}\right|^{p}>\delta / 4 \quad \text { for all } k=1,2, \ldots \tag{6.20}
\end{equation*}
$$

Indeed, by (6.18) and (6.19) for any set $S$ with $|S|<\infty$,

$$
\liminf _{j \rightarrow \infty} \int_{S_{j} \backslash S}\left|f_{i_{j}}\right|^{p} \geq \delta / 2
$$

since $\eta_{j} \rightarrow 0$ as $j \rightarrow \infty$. Therefore by (6.20),

$$
\int\left(\sum_{i \in \mathbb{N}}\left|f_{i}\right|^{2}\right)^{p / 2} \geq \sum_{k \in \mathbb{N}} \int_{S_{j_{k}} \backslash\left(S_{j_{1}} \cup \ldots S_{j_{k-1}}\right)}\left|f_{i_{j_{k}}}\right|^{p}=\infty
$$

On the other hand, if (6.18) fails then there exist $\eta, \mu>0$ such that $\mid\{x$ : $\left.\left|f_{i}(x)\right|>\eta\right\} \mid>\mu$ for infinitely many $i$ 's. After taking a subsequence we can assume that this holds for all $i \in \mathbb{N}$. Let $S_{i}=\left\{x:\left|f_{i}(x)\right|>\eta\right\}$. If $\left|\bigcup_{i \in \mathbb{N}} S_{i}\right|<\infty$ then necessarily $\sum_{i \in \mathbb{N}} \mathbf{1}_{S_{i}}(x)=\infty$ on a set of positive measure. Therefore, the square function in (6.17) is infinite on a set of positive measure. Otherwise, if $\left|\bigcup_{i \in \mathbb{N}} S_{i}\right|=\infty$ then the square function is at least $\eta$ on a set of infinite measure. This shows (6.17) and ends the proof.

The analog of Lemma 6.3 in the range $1<p<\infty$ is the following lemma.
Lemma 6.10. Suppose $1<p<\infty$ and $\Psi$ is an 1-regular Bessel multiwavelet consisting of nonzero functions. Given a sequence of scalars $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$, the following are equivalent:

$$
\begin{align*}
& \sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l} \quad \text { converges unconditionally in } L^{p}  \tag{6.21}\\
& \left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right)  \tag{6.22}\\
& \left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right) \tag{6.23}
\end{align*}
$$

for any (or some) bounded measurable sets $E_{l} \subset \mathbb{R}^{n}$ with $\left|E_{l}\right|>0, l=1, \ldots, L$.
Before we present the proof we need to introduce the standardized version of the sequence space under consideration. We also need a description of its dual which can be found in [NT, Section 9].

Definition 6.11. Given $0<p<\infty$, a dilation $A$, and $L \in \mathbb{N}$ we define $\ell_{A}^{p}=\ell_{A}^{p}(\Lambda)$ as the space of all sequences $c=\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ such that

$$
\begin{align*}
\|c\|_{\ell_{A}^{p}} & =\left\|\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\left(\mathbf{1}_{[0,1]^{n}}\right)_{j, k}\right|^{2}\right)^{1 / 2}\right\| \|_{p}  \tag{6.24}\\
& =\left\|\left(\sum_{l=1}^{L} \sum_{I \in \mathcal{I}}\left|c_{I}^{l}\right|^{2}|I|^{-1} \mathbf{1}_{I}\right)^{1 / 2}\right\|_{p}<\infty
\end{align*}
$$

If the dilation $A=2 I d$ and $L=1$ then the sequence space $\ell_{A}^{p}$ coincides with the space $\dot{\mathbf{f}}_{p}^{0,2}$ introduced by Frazier and Jawerth in [FJ2]. Obviously we could have defined a whole scale of spaces $\dot{\mathbf{f}}_{p}^{\alpha, q}$ for a general dilation $A$. However, the investigation of anisotropic homogeneous Triebel-Lizorkin spaces $\dot{\mathbf{F}}_{p}^{\alpha, q}$ is beyond the scope of this work. For the isotropic theory we refer the interested reader to [FJW, $\operatorname{Tr} 1, \operatorname{Tr} 2]$; for the function space theory on spaces of homogeneous type, see [Hn, HS, HW].

Lemma 6.12. Suppose $A$ is a dilation and $1<p<\infty$. The dual of $\ell_{A}^{p}$ is isometrically isomorphic to $\ell_{A}^{q}$, where $1 / p+1 / q=1$. The duality is given by

$$
\begin{equation*}
\langle c, d\rangle=\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \overline{d_{j, k}^{l}}=\sum_{l=1}^{L} \sum_{I \in \mathcal{I}} c_{I}^{l} \overline{d_{I}^{l}} \quad \text { for } c \in \ell_{A}^{p}, d \in \ell_{A}^{q} . \tag{6.25}
\end{equation*}
$$

Proof. Consider the space $L^{p}\left(\ell^{2}\right)=L^{p}\left(\mathbb{R}^{n}, \ell^{2}(\mathbb{Z})^{\oplus L}\right)$ of functions $f: \mathbb{R}^{n} \rightarrow$ $\ell^{2}(\mathbb{Z})^{\oplus L}$. The norm of $f=\left(f^{1}, \ldots, f^{L}\right)$, where $f^{l}: \mathbb{R}^{n} \rightarrow \ell^{2}(\mathbb{Z})$ in this space is given by

$$
\|f\|_{L^{p}\left(\ell^{2}\right)}=\left(\int_{\mathbb{R}^{n}}\left(\sum_{l=1}^{L}\left\|f^{l}(x)\right\|_{\ell^{2}(\mathbb{Z})}^{2}\right)^{p / 2} d x\right)^{1 / p}
$$

We can identify $\ell_{A}^{p}$ as a subspace of $L^{p}\left(\ell^{2}\right)$. Indeed, given $c \in \ell_{A}^{p}$ consider the function $f=\left(f^{1}, \ldots, f^{L}\right)$ whose $j^{\prime}$ th coordinate is given by

$$
\begin{equation*}
f^{l}(x)_{j}=\sum_{\substack{I \in \mathcal{I} \\ \operatorname{scale}(I)=j}} c_{I}^{l}|I|^{-1 / 2} \mathbf{1}_{I}(x) \quad \text { for } l=1, \ldots, L \tag{6.26}
\end{equation*}
$$

This identification defines an isometric inclusion of $\ell_{A}^{p}$ into $L^{p}\left(\ell^{2}\right)$. Functional analysis tells us that the dual of $L^{p}\left(\ell^{2}\right)$ is isometrically isomorphic to $L^{q}\left(\ell^{2}\right)$, where $1 / p+1 / q=1$. Furthermore, the duality is given by

$$
\begin{equation*}
\langle f, g\rangle=\int_{\mathbb{R}^{n}} \sum_{l=1}^{L}\left\langle f^{l}(x), g^{l}(x)\right\rangle d x \quad \text { for } f \in L^{p}\left(\ell^{2}\right), g \in L^{q}\left(\ell^{2}\right) \tag{6.27}
\end{equation*}
$$

Also $\left(\ell_{A}^{p}\right)^{*}$ is isomorphic with the quotient of $L^{q}\left(\ell^{2}\right)$ and the annihilator of $\ell_{A}^{p}$, which consists of functions $f \in L^{q}\left(\ell^{2}\right)$ with $\int_{I} f^{l}(x)_{j} d x=0$ for all $l=1, \ldots, L$, $I \in \mathcal{I}, j=\operatorname{scale}(I)$. Therefore, the dual of $\ell_{A}^{p}$ can be identified with $\ell_{A}^{q}$. Moreover, the dual of the inclusion $\ell_{A}^{p} \hookrightarrow L^{p}\left(\ell^{2}\right)$ is a projection $P: L^{q}\left(\ell^{2}\right) \rightarrow\left(\ell_{A}^{p}\right)^{*}$ given by

$$
(P f)(x)_{j}=\sum_{l=1}^{L} \sum_{\substack{I \in \mathcal{I} \\ \text { scale}(I)=j}}\left(|I|^{-1} \int_{I} f^{l}(y)_{i} d y\right) \mathbf{1}_{I}
$$

The duality (6.25) follows from (6.26) and (6.27).
Proof of Lemma 6.10. (6.21) $\Longrightarrow$ (6.22) follows from Lemma 6.8. (6.22) $\Longleftrightarrow(6.23)$ is shown in the same way as in Lemma 6.3. However, $(6.23) \Longrightarrow(6.21)$ is shown in a different manner since we do not have an atomic decomposition at our disposal for $p>1$.

By Lemma 5.5 for any sequence of bounded scalars $\epsilon=\left(\epsilon_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ the operator $T_{\epsilon}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ given by

$$
\begin{equation*}
T_{\epsilon}(f)=\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l} \tag{6.28}
\end{equation*}
$$

is Calderón-Zygmund of order 1. Hence, $T_{\epsilon}$ is a Calderón-Zygmund operator in the sense of Definition 9.1, Chapter 1. Therefore, $T_{\epsilon}$ extends to a bounded operator on $L^{p}$ for $1<p<\infty$. Furthermore, if $\left|\epsilon_{j, k}^{l}\right| \leq 1$ then $T_{\epsilon}$ 's are uniformly bounded on $L^{p}$. We are going to show that (6.28) holds also for $f \in L^{p}$ with unconditional convergence in $L^{p}$.

If the series $\sum_{(l, j, k) \in \Lambda}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}$ does not converge unconditionally in $L^{p}$ then there are pairwise disjoint finite sets $F_{i} \subset \Lambda$ and coefficients $\epsilon_{j, k}^{l}= \pm 1,(l, j, k) \in F_{i}$ such that

$$
f_{i}=\sum_{(l, j, k) \in F_{i}} \epsilon_{j, k}^{l}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}
$$

satisfies $\left\|f_{i}\right\|_{p}>\delta$ for some $\delta>0$ and all $i \in \mathbb{N}$. By Lemma 6.9, there are coefficients $\epsilon_{i}= \pm 1$ such that $\lim \sup _{N \rightarrow \infty}\left\|\sum_{i=1}^{N} \epsilon_{i} f_{i}\right\|_{p}=\infty$. This clearly contradicts the uniform boundedness of $T_{\epsilon}$ 's. Finally, $\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}$ converges to $T_{\epsilon} f$ by considering $f \in L^{2} \cap L^{p}$. By Lemma 6.8,

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left(\sum_{(l, j, k) \in \Lambda}\left|\left\langle f, \psi_{j, k}^{l}\right\rangle\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{p / 2} d x \\
& \leq\left(A_{p}\right)^{-1} \sup _{t \in[0,1]}\left\|\sum_{(l, j, k) \in \Lambda} \epsilon_{j, k}^{l}(t)\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}\right\|_{p}^{p} \leq C / A_{p}\|f\|_{p}^{p}
\end{aligned}
$$

for any $f \in L^{p}$. Therefore, $\left\|\left(\left\langle f, \psi_{j, k}^{l}\right\rangle\right)\right\|_{\ell_{A}^{p}}^{p} \leq C\|f\|_{p}$. In other words, the analysis operator is bounded from $L^{p}$ to $\ell_{A}^{p}$. By Lemma 6.12, the dual of analysis operator is a synthesis operator

$$
\ell_{A}^{q} \ni\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda} \mapsto \sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l} \in L^{q}\left(\mathbb{R}^{n}\right),
$$

where $1 / p+1 / q=1$. We also have

$$
\left\|\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l}\right\|_{q} \leq C\|c\|_{\ell_{A}^{q}} \quad \text { for all } c \in \ell_{A}^{q} .
$$

This shows $(6.23) \Longrightarrow(6.21)$.
We are now ready to prove the characterization of the sequence space of wavelet expansion coefficients of functions in $L^{p}$.

THEOREM 6.13. Suppose $1<p<\infty$, and $\Psi$ is a 1-regular tight frame multiwavelet. Then the series $\sum_{(l, j, k) \in \Lambda}\left\langle f, \psi_{j, k}^{l}\right\rangle \psi_{j, k}^{l}$ converges unconditionally to $f$ in $L^{p}$ for any $f \in L^{p}$, and

$$
\begin{align*}
\|f\|_{L^{p}} & \sim\left\|\left(\sum_{(l, j, k) \in \Lambda}\left|\left\langle f, \psi_{j, k}^{l}\right\rangle\right|^{2}\left|\psi_{j, k}^{l}(\cdot)\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \\
& \sim\left\|\left(\sum_{(l, j, k) \in \Lambda}\left|\left\langle f, \psi_{j, k}^{l}\right\rangle\right|^{2}\left|\left(\mathbf{1}_{E_{l}}\right)_{j, k}(\cdot)\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \tag{6.29}
\end{align*}
$$

for any (or some) bounded measurable sets $E_{l} \subset \mathbb{R}^{n}$ with $\left|E_{l}\right|>0, l=1, \ldots, L$. The equivalence constants in (6.29) do not depend on $f$.

If, in addition, $\Psi$ is an orthonormal multiwavelet then for any $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ satisfying

$$
\begin{equation*}
\left(\sum_{(l, j, k) \in \Lambda}\left|c_{j, k}^{l}\right|^{2}\left|\psi_{j, k}^{l}(x)\right|^{2}\right)^{1 / 2} \in L^{p}\left(\mathbb{R}^{n}\right) \tag{6.4}
\end{equation*}
$$

there is a unique $f \in L^{p}$ such that $c_{j, k}^{l}=\left\langle f, \psi_{j, k}^{l}\right\rangle$ for all $(l, j, k) \in \Lambda$ and (6.29) holds.

Proof. The first part of the theorem follows from Lemma 6.10, see the proof of $(6.23) \Longrightarrow$ (6.21).

Suppose, in addition, that $\Psi$ is an orthonormal multiwavelet. If $\left(c_{j, k}^{l}\right)_{(l, j, k) \in \Lambda}$ satisfies (6.4) then by Lemma 6.10, $\sum_{(l, j, k) \in \Lambda} c_{j, k}^{l} \psi_{j, k}^{l}$ converges unconditionally to some $f \in L^{p}$. Since $\psi^{l}$ 's belong to the dual of $L^{p}$ we must have $c_{j, k}^{l}=\left\langle f, \psi_{j, k}^{l}\right\rangle$ for all $(l, j, k) \in \Lambda$. This completes the proof of Theorem 6.13.

## Notation Index

|  | $\mathbb{R}^{n}$ |
| :---: | :---: |
| B $(z, r)$ | the Euclidean ball with center $z$ and radius $r$ |
|  | the scalar product in $\mathbb{R}^{n}, L^{2}\left(\mathbb{R}^{n}\right)$, or $\langle f, \varphi\rangle=f(\varphi)$ for $f \in \mathcal{S}^{\prime}, \varphi \in \mathcal{S}$ |
| $\left\{e_{i}\right\}_{i=1}^{n}$ | the standrad orthonormal basis in $\mathbb{R}^{n}$ |
| $\hat{f}(\xi)$ | the Fourier transform of $f, \hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i\langle x, \xi\rangle} d x$ |
| $\operatorname{supp} f$ | the support of $f, \operatorname{supp} f=\{x: f(x) \neq 0\}$ |
| $\mathfrak{D}^{k} f(x)$ | the derivative of $f$ at the point $x$ thought of as a symmetric multilinear operator $\left(\mathbb{R}^{n}\right)^{k} \rightarrow \mathbb{R}^{n}$ |
| $\mathbf{1}_{E}$ | the indicator function of the set $E \subset \mathbb{R}^{n}$ |
| A | the dilation, i.e., $n \times n$ matrix with all eigenvalues $\lambda,\|\lambda\|>1$ |
| $\lambda_{-}$ | the absolute value of the smallest eigenvalue of $A$ |
| $\lambda_{+}$ | the absolute value of the biggest eigenvalue of $A$ |
| $b$ | the number equal to $\|\operatorname{det} A\|$ |
| $B_{k}$ | the dilated balls of the form $B_{k}=A^{k} \Delta, k \in \mathbb{Z}$, where $\Delta$ is a special ellipsoid tailored to the dilation $A$ with $\|\Delta\|=1$ |
| $\mathcal{B}$ | the family of dilated balls of the form $x_{0}+B_{k}, x_{0} \in \mathbb{R}^{n}, k \in \mathbb{Z}$ |
| $\omega$ | the smallest integer such that $2 B_{0} \subset B_{\omega}$ |
| $\rho$ | the quasi-norm associated to the dilation $A$ |
| $\varphi_{k}$ | the dilate of $\varphi$ to the scale $k \in \mathbb{Z}, \varphi_{k}(x)=b^{-k} \varphi\left(A^{-k} x\right)$ |
| $\psi_{j, k}$ | the dilate and translate of $\psi$ given by |
|  | $\psi_{j, k}(x)=\|\operatorname{det} A\|^{j / 2} \psi\left(A^{j} x-k\right)$ where $j \in \mathbb{Z}, k \in \mathbb{Z}^{n}$ |
| $\Psi$ | the collection $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\} \subset L^{2}\left(\mathbb{R}^{n}\right)$ |
| I | the collection of dilated cubes $\left\{A^{j}\left([0,1]^{n}+k\right): j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}$ |
| $\psi_{I}$ | is $\psi_{-j, k}$ for $I=A^{j}\left([0,1]^{n}+k\right) \in \mathcal{I}$; the exception to this rule is $\mathbf{1}_{I}$ |
| $\Lambda$ | the index set $\Lambda=\left\{(l, j, k): l=1, \ldots, L, j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}$ |
| $D_{A}$ | the dilation operator (usually on $H^{p}$ ), $D_{A} f(x)=\|\operatorname{det} A\|^{1 / p} f(A x)$ |
| $\tau_{y}$ | the translation operator, $\tau_{y} f(x)=f(x-y)$ |
| ( $p, q, s$ ) | an admissible triplet with respect to the dilation $A$, i.e., $0<p \leq 1$, $1 \leq q \leq \infty, p<q, s \in \mathbb{N}$, and $s \geq\left\lfloor(1 / p-1) \ln b / \ln \lambda_{-}\right\rfloor$ |
| $M_{\varphi} f$ | the nontangential maximal function of $f$ with respect to $\varphi$ |
| $M_{\varphi}^{0} f$ | the radial maximal function of $f$ with respect to $\varphi$ |
| $T_{\varphi}^{N} f(x)$ | the tangential maximal function of $f$ with respect to $\varphi$ |
| $M_{N} f$ | the nontangential grand maximal function of $f$ |
| $M_{N}^{0} f$ | the radial grand maximal function of $f$ |
| $M_{H L} f$ | the Hardy-Littlewood maximal function of $f$ |
| $C^{r}$ | the space of functions with continuous partial derivatives up to order $r, r=0,1, \ldots, \infty$ |
| $\mathcal{S}$ | the space of test functions (the Schwartz class) |
| $\mathcal{S}^{\prime}$ | the space of tempered distributions |
| $\mathcal{S}_{N}$ | the subset of $\mathcal{S}$ consisting of all $\varphi$ satisfying |
|  | $\sup _{x \in \mathbb{R}^{n}} \sup _{\|\alpha\| \leq N} \max \left(1, \rho(x)^{N}\right)\left\|\partial^{\alpha} \varphi(x)\right\| \leq 1$ |

$\mathcal{P}_{s} \quad$ the space of polynomials of degree $\leq s$
$L^{p} \quad$ the space of functions with $\int_{\mathbb{R}^{n}}|f(x)|^{p} d x<\infty, 0<p \leq \infty$
$\|f\|_{p} \quad$ the quasi-norm in $L^{p},\|f\|_{p}=\left(\int_{\mathbb{R}^{n}}|f(x)|^{p} d x\right)^{1 / p}$
$H^{p} \quad$ the anisotropic Hardy space $H_{A}^{p}$ associated with the dilation $A$
$\|f\|_{H^{p}} \quad$ the norm of $f \in H^{p},\|f\|_{H^{p}}=\left\|M_{N} f\right\|_{p}$
$H_{q, s}^{p} \quad$ the atomic anisotropic Hardy space associated with the dilation $A$ for an admissible triplet $(p, q, s)$
$C_{q, s}^{l} \quad$ the Campanato space for $l \geq 0,1 \leq q \leq \infty, s=0,1, \ldots$
$\Theta_{s}^{q} \quad$ the space of functions in $L^{q}$ with bounded support and vanishing moments up to order $s$
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