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Abstract

When collecting item ratings from human judges, it can be difficult to measure and
enforce data quality due to task subjectivity and lack of transparency into how judges
make each rating decision. To address this, we investigate asking judges to provide a
specific form of rationale supporting each rating decision. We evaluate this approach on
an information retrieval task in which human judges rate the relevance of Web pages for
different search topics. Cost-benefit analysis over 10,000 judgments collected on Amazon’s
Mechanical Turk suggests a win-win. Firstly, rationales yield a multitude of benefits:
more reliable judgments, greater transparency for evaluating both human raters and their
judgments, reduced need for expert gold, the opportunity for dual-supervision from ratings
and rationales, and added value from the rationales themselves. Secondly, once experienced
in the task, crowd workers provide rationales with almost no increase in task completion
time. Consequently, we can realize the above benefits with minimal additional cost.

1. Introduction

When asking human judges to provide item ratings, it can be difficult to measure and ensure
data quality given task subjectivity and lack of transparency into how rating decisions are
made. This is particularly true when using crowdsourcing (Kittur et al., 2013) platforms
such as Amazon’s Mechanical Turk (MTurk) (Barr & Cabrera, 2006; Vakharia & Lease,
2015) in which inexpert, remote, unknown annotators are provided only rudimentary com-
munication channels and training. The annotation process is largely opaque, with only the
final labels being observable. Such factors do little to inspire trust between parties and
faith in the overall paradigm. Risks may be seen to outweigh potential benefits, limiting
the scale and complexity of tasks for which crowdsourcing is considered viable, and thereby
the number of jobs made available to workers. When the accepted practice to ensure data
quality requires aggregating responses from multiple workers, the cost of data collection
increases and individual worker wages may be reduced. As we consider more subjective
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tasks, in which disagreement might be valid, measuring and enforcing data quality becomes
even more challenging (Tian & Zhu, 2012; Nguyen et al., 2016).

We believe that annotator rationales (Zaidan et al., 2007) offer an opportunity for new
traction on the above problems. The key idea of rationales is to ask human annotators
to support their labeling decisions in a particular, constrained form: an excerpt from the
example being judged. As with Zaidan et al., we emphasize that the idea of rationales
generalizes beyond the particular annotation task or form of rationale used (e.g., Donahue
& Grauman, 2011, investigate visual rationales for image annotation). However, while
Zaidan et al. assumed trusted annotators and proposed rationales only to support dual-
supervision in machine learning, we hypothesize that rationales offer a far broader range of
potential benefits (Section 2) than has been capitalized upon in prior work (Section 3).

We ground our investigation of annotator rationales in the information retrieval (IR)
task of relevance assessment, which calls on human judges to rate the relevance of documents
(e.g., Webpages) to search topics (Cleverdon & Keen, 1966). Unlike simple labeling tasks,
relevance is complex phenomenon that researchers continue to study (Saracevic, 2007).
Consequently, annotator agreement is often low, even with simplified notions of relevance
and trusted judges (Voorhees, 2000; Bailey et al., 2008). While crowdsourcing’s potential
for more efficient relevance judging has sparked great interest (Alonso et al., 2008), its use
has tended to further exacerbate annotator agreement issues.

In this work, we ask assessors to provide a rationale for each judgment by copy-and-
pasting a short document excerpt (2-3 sentences) supporting their judgment. Following
Zaidan et al. (2007), we opt for textual excerpts instead of free-form rationales because this
constrained form of rationales enables automatic verification and filtering methods based
on textual overlap. To collect relevance judgments, we propose three task designs refined
through pilot experiments (Section 4). While our Standard Task design collects relevance
judgments without rationales, our Rationale Task outperforms the Standard Task simply
by asking judges to provide rationales; the submitted rationales themselves are completely
ignored. Moreover, we find that experienced workers (who we define as those completing 20
or more tasks) are able to complete the Rationale Task with almost no increase in average
task completion time (29 vs. 27 seconds). In addition, we design two judgment filtering
algorithms using textual similarity between rationales. Finally, our Two-Stage Task design
utilizes the rationale to enable us apply iterative task design principles (Bernstein et al.,
2010; Little et al., 2010) to our item rating task: one judge provides the rating with a
rationale, then a second reviewer verifies or revises the rating based on the rationale.

In sum, we believe rationales offer a myriad of potential benefits for many annotation
tasks (Section 2). For our relevance judging task, cost-benefit analysis over 10,000 MTurk
relevance judgments suggests a win-win: experienced crowd workers provide rationales with
almost no increase in task completion time while providing more reliable judgments and
greater transparency for evaluating both human raters and their judgments. Further bene-
fits include reduced need for expert gold, the opportunity for dual-supervision from ratings
and rationales, and added value from the rationales themselves (Section 2.3).

In comparison to our earlier work (McDonnell et al., 2016), this article greatly expands
our presentation of the rationale approach, including: conceptual framing (Section 2), gen-
erality of the approach (Section 2.2), and coverage of related work (Section 3), including
extensive discussion regarding appropriate payment (Section 3.3). We also present results
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for multiple aggregation methods and further analyze our analysis of experienced vs. inex-
perienced workers (Section 6.3). Our expanded qualitative analysis (Section 7.1) includes
negative rationales (Section 7.2) and worker feedback (Section 8). We close with an ex-
panded discussion of limitations and a detailed agenda for future work (Section 9).

Regarding contributions, we extend annotator rationales (Zaidan et al., 2007) beyond
their original conception of supporting dual-supervision, identifying a myriad of further
potential benefits. While we focus on use of rationales in crowdsourcing, we also discuss
how traditional annotation processes and resultant their datasets stand to benefit from
rationales. Beyond relevance judging with text, we discuss generalization of our rationale
approach to other types of annotation tasks and use with non-textual data. We show how
rationales can bridge previously disparate lines of prior work in crowdsourcing: “simple”
labeling tasks (e.g., classification and ratings) and task design for iterative refinement of
“complex” responses (e.g., free-text, Bernstein et al., 2010). On the annotation task of hu-
man relevance judging, cost-benefit analysis over 10,000 judgments shows a win-win: once
familiarized with the rationale task, crowd workers provide far more accurate labels with
almost no increase in task completion time. Moreover, accuracy of crowd work provides fur-
ther evidence that crowdsourcing can be effectively utilized in lieu of traditional annotation
practices, in IR and beyond. To improve data quality, many crowdsourcing studies restrict
who is allowed to work via platform-specific filters (e.g., by past approval rating, quantity
of prior work, or the worker’s geographic region). We employ no such restrictions and still
achieve high labeling quality. This represents another win-win: we further democratize
global access to work and we increase the effective supply of available workers.

The remainder of this paper is organized as follows. Section 2 introduces annotator
rationales and a range of potential benefits they offer beyond enabling dual-supervision.
Prior work is next reviewed in Section 3. Following this, we present several alternative task
designs for crowdsourced collection of human relevance judgments (Section 4). Hypothe-
sizing that accurate judges will tend to converge on similar rationales, Section 5 describes
two heuristic methods to exploit this correlation and filter judgments prior to aggregation.
Our primary evaluation is presented in Section 6. Section 7 presents a qualitative analysis
of collected rationales. Section 8 discusses feedback received from crowd workers regarding
our task design. Section 9 discusses limitations of our work and proposes several directions
for future work. We conclude in Section 10.

2. Annotator Rationales: What and Why?

In this section, we first provide a brief history of rationales (Section 2.1). Subsequently,
we discuss how the rationale approach can be applied for a wide range of tasks (Section
2.2). Moreover, we explain further benefits of rationales such as enhancing transparency
and enabling crowd verification (Section 2.3).

2.1 A Brief History of Rationales

The credit-assignment problem in supervised machine learning is that a model must infer
which part(s) or feature(s) of input x best explain its assigned output label y. To address
this, Zaidan et al. (2007) and Zaidan and Eisner (2008) proposed that annotators not only
provide the label y for example x, but further explain each label by marking a supporting
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rationale: a portion of x which best explains the assigned label y. Because the rationale is
constrained to be part of the example x, this provides better focus in model training as to
which part(s) of x to focus in learning the desired x to y input-output mapping. As such,
rationales simplify the learning problem by narrowing data scope.

Zaidan et al. (2007) grounded this work in text-classification, specifically binary senti-
ment analysis of movie reviews. Annotators were instructed, beyond judging the sentiment
of a review, to also mark words or phrases which supported their assigned label:

You will be asked to justify why a review is positive or negative. To justify why
a review is positive, highlight the most important words and phrases that would
tell someone to see the movie. To justify why a review is negative, highlight
words and phrases that would tell someone not to see the movie. These words
and phrases are called “rationales”. You can highlight the rationales as you
notice them, which should result in several rationales per review. Do your best
to mark enough rationales to provide convincing support...

It was expected that such constrained annotations might be easy to provide:

...an annotator who is categorizing phrases or documents might also be asked to
highlight a few substrings that significantly influenced her judgment... As long
as the annotator is spending the time to study example x and classify it, it may
not require much extra effort for her to mark reasons for her classification.

In fact, rationales doubled the annotation time in their study. Zaidan et al. also used
traditional (on-site, trusted, and expert) annotators – an author and two students – and
did not consider the question of how asking annotators to provide these rationales might
impact the quality of the annotations being collected, especially from laymen.

Recent work on neural models has continued to investigate use of such constrained
rationales to both supervise models (Zhang et al., 2016; Bao et al., 2018) and evaluate
unsupervised models (Lei et al., 2016; Bastings et al., 2019).

2.2 Generality of Rationale Approach

Like Zaidan et al. (2007), we investigate rationales in the context of a text-based task.
However, the key idea of annotating rationales extends far beyond text-based tasks. For
example, Zaidan and Eisner (2008) write that, “In the visual domain, when classifying an
image as containing a zoo, the annotator might circle some animals or cages and the sign
reading ’Zoo’.” Donahue and Grauman (2011) put this into practice for image classifica-
tion, with annotators marking one or more regions of each image as rationales for their
labeling decisions. We imagine rationales could be similarly collected for audio and video
classification tasks as well, where a short segment of a larger audio or video clip could serve
as rationale for a labeling decision. Such tasks exemplify applicability of rationales to a
broad class of Where’s Waldo?1 search problems of determining whether or not a given
item contains something of interest (e.g., does Waldo appear in a given image or video
clip, do we hear his voice in a given audio recording, is he discussed in a given text, etc.).
The larger the example, the greater the search problem. For example, while Donahue and

1. https://en.wikipedia.org/wiki/Where%27s_Wally%3F
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Grauman (2011) work with relatively small imagery, the approach could be extended to
massive satellite or aerial imagery in which annotators might need to zoom far into images
in order to find a suitable rationale (e.g., to locate Waldo).

Framing rationales as a search problem (i.e., for evidence to support a labeling decision)
lets us relate rationales to a large body of related work mobilizing the crowd for distributed
search of large search spaces. Classic examples include the search for extraterrestrial intel-
ligence2, for Jim Gray’s sailboat (Vogels, 2007) or other missing people (Wang et al., 2009),
for DARPA’s red balloons (Tang et al., 2011), for astronomical events of interest (Lintott
et al., 2008), for endangered wildlife (Rosser & Wiggins, 2019) or bird species (Kelling et al.,
2013), etc. Attenberg et al. (2011) asked the crowd to find examples on which classifiers
erred. Across such examples, what is being sought must be broadly recognizable so that the
crowd can accomplish the search task without need for subject matter expertise (Kinney
et al., 2008).

Whereas the cases above involve searching across domain instances, note that ratio-
nales filter within each instance, finding the key evidence in each example relevant to some
task. The search problem may be explicit (e.g., does an audio clip contain a bird call?,
which clearly necessitates searching the example) or implicit (e.g., rate a product from its
description, where the primary task is to rate but the annotator must search for evidence to
support their rating decision). We can thus view the credit-assignment problem as a search
problem, with Zaidan et al. (2007) shifting this search problem from the model training
procedure to human annotators.

Another class of related search problems from which we draw inspiration comes from
computational complexity theory (e.g., P vs. NP3). In many cases, it is far easier to verify
a candidate solution (e.g., a polynomial-time algorithm) than it is to find it. In such cases,
the candidate solution provides a shortcut to solving the original problem by significantly
narrowing the search space. Similarly, it may be easier for annotators to verify a label from
a focused rationale than to determine the appropriate label given the full example. This
serves as inspiration for our Two-Stage Task Design (Section 4.4): once the full example is
reduced to a smaller rationale, we ease the work for a second-stage human assessor, who
can restrict their attention to the rationale in verifying or revising the label.

2.3 Further Benefits of Rationales

Rationales appear to offer a myriad of potential benefits beyond their original conception
of supporting dual-supervision (Zaidan et al., 2007). We further explore these here.

2.3.1 Enhancing Transparency

Annotator rationales offer a simple, concise, and light-weight explanation for a given answer
and demonstrate it represents a thoughtful decision. Once acquired, rationales stand to
benefit all future users of a dataset, not only those who originally collected it. When data
from a given study is published, rationales would help others to inspect and assess data
quality for themselves. When a worker disagrees with “expert” opinion or accepted gold for
objective tasks, a rationale could help establish the validity of an alternative answer or reveal

2. https://setiathome.berkeley.edu/

3. https://en.wikipedia.org/wiki/P_versus_NP_problem

147



Kutlu, McDonnell, Elsayed, & Lease

errors in the gold standard. For subjective tasks in which answer quality can be difficult to
directly evaluate or verify, rationales provide a focused context to interpret a given answer
and assess whether it is plausible (Kutlu et al., 2018). While we follow most prior work
in measuring accuracy wrt. a gold standard, we believe it will be particularly valuable in
future work to explore the potential of rationales to ensure data quality for subjective tasks
(Tian & Zhu, 2012; Nguyen et al., 2016), without reliance on a gold standard.

FigureEight (formerly CrowdFlower.com, now part of Appen) already employs rationales
in the other direction. Because gold honey-pot questions used to evaluate workers are not
always clear, correct, or complete, Requesters are encouraged to provide a textual “reason”
for each correct answer in order to justify it to workers. Workers, in turn, are provided an
avenue to appeal if they disagree. In this spirit, collecting rationales also provides a new
means of scalable crowd-based creation of honey-pot questions for worker testing: even if
the “gold” label is sometimes wrong, the rationale provides a basis on which workers who
disagree can appeal (and thereby simultaneously checking correctness of both workers).

2.3.2 Enhancing Quality

Collecting rationales may also help to encourage more thoughtful decision making and
discourage any temptation to cheat. When one need only provide a label, it is rather easy
to click and be done without giving the task much thought. However, when one is forced
to provide a rationale for one’s decisions, greater care and reflection is needed. In addition,
when one is paid per-task (rather than hourly) and any answer seems acceptable (e.g.,
subjective rating tasks), it can be tempting to answer quickly to increase one’s effective pay
rate. An established practice to discourage such behavior is to design tasks such that it is
no easier to create “believable invalid responses” than to undertake the given task in good
faith (Kittur et al., 2008). We hypothesize that creating a plausible rationale for a randomly
selected answer would be at least as effortful as simply undertaking the task in good faith.
We test this hypothesis indirectly by evaluating the quality of judgments obtained in the
presence or absence of rationales.

Moreover, because rationales can be checked relatively easily, we hypothesize this will
reduce the temptation to cheat (due to greater perceived risk of getting caught). As above,
we test this hypothesis indirectly. Significantly, we would expect that higher quality data
might be obtained by simply requiring rationales, even if they are discarded without in-
spection. Because subjective tasks make it difficult to verify answers, Kittur et al. (2008)
recommend creating additional, non-task verifiable questions to include (e.g., ”What is the
third word on this page?”). However, such questions are easily distinguished from real task
questions, so they can be easily passed without undertaking the real task questions in good
faith (Marshall & Shipman, 2013). In contrast, because rationales are tied to the real task
questions of interest, they support more robust verification of data quality.

2.3.3 Enabling Crowd Verification

Rationales also create a new opportunity for utilizing sequential task design approaches in
the spirit of Find-Fix-Verify (Bernstein et al., 2010) (Section 3.2). By themselves alone,
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labels do not provide enough information for iterative refinement; verifying a label is no
easier than completing the task from scratch. However, a rationale’s “explanation” for a
label could enable one worker’s label and/or rationale to be easily verified or improved upon
by a subsequent worker (See Section 4.4 and the end of Section 2.2). Rationales could thus
help extend the generality of sequential task design to a broader range of common data la-
beling tasks than they have been traditionally considered applicable for iterative refinement.
Moreover, because rationales help to verify worker answers, there is an increased opportu-
nity for effectively delegating label verification to the crowd to reduce “expert” workload.

2.3.4 Improving Aggregation

As shown by Zaidan et al. (2007), collecting rationales generally enables dual-supervision
of a learner over rationales and labels. In the context of crowdsourcing, while there has
been plentiful work on label aggregation (Sheshadri & Lease, 2013; Zheng et al., 2017), we
are not familiar with any prior work proposing dual-supervision for aggregation. In this
paper, we present two very simple heuristic algorithms to do so, filtering judgments based
on rationale overlap, then aggregating remaining labels (Section 5).

2.3.5 Additional Domain Value

Finally, rationales themselves may provide additional value in the task domain. For example,
whereas traditional document retrieval simply returns entire documents, passage retrieval
and question answering seek to provide searchers with more focused search results than
entire documents (Trotman et al., 2007). By requiring assessors to provide a document
excerpt supporting a judgment of document relevance, judges effectively annotate relevant
passages. While our task design encourages judges to converge on similar rationales (rather
than find all relevant passages in a document), future work to support relevance judging
for passage retrieval could relax this aspect of our task design and still realize many of the
other benefits provided by collecting rationales.

3. Related Work

Many “best practices” have been proposed for effective task design. In early work, Kittur
et al. (2008) propose designing tasks such that it is no easier to create “believable invalid
responses” than to undertake the given task in good faith. Alonso (2015) describes a
development process to collect crowd judgments at scale. Gadiraju et al. (2017) investigate
task clarity and propose a method to predict the clarity of the task designs. Wu and Quinn
(2017) investigate the effect of best practices for task design on the actual outcomes.

3.1 Justifying Answers

Whereas several prior crowdsourcing studies have asked workers to provide open-ended
textual justifications for their answers (Alonso, 2009; Drapeau et al., 2016; Chang et al.,
2017; Wang et al., 2019; Han et al., 2020), the rationales approach (Zaidan et al., 2007) is
differentiated by requiring a far more restricted form of justification. For a given instance
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x to be labeled, annotators identify a subset of x as the rationale for their label; there
is no free-form text response. Zaidan et al. (2007) asked annotators to mark “important
words and phrases” explaining overall movie review sentiment. For image classification,
Donahue and Grauman (2011) asked annotators to indicate a region of the image justifying
the overall image label.

In early work, Alonso (2009) recommends collecting optional, free-form, task-level feed-
back from workers. While Alonso found that some workers did provide example-specific
feedback, the free-form nature of their feedback request elicited a variety of response types,
difficult to check or to invalidate spurious responses. Alonso also found that requiring such
feedback led many workers to submit unhelpful text that was difficult to automatically cull.
Such feedback was therefore made optional rather than required.

In more recent work, Drapeau et al. (2016) propose a Justify-Reconsider method. In the
Justify task, “workers provide reasoning with their answer in terms of the task guidelines
taught during training.” For the Reconsider task, “workers are shown an argument for the
opposing answer and then asked to reconfirm their original decision or change their answer.”
The authors report that their Justify-Reconsider method generally yields higher crowd
accuracy for an NLP annotation task, but that requesting justifications requires additional
cost. Consequently, they find that simply collecting more crowd annotations yields higher
accuracy in a fixed-budget setting. In contrast, with our more restricted rationales, we find
that requesting rationales incurs nearly no extra judging time for experienced workers. Of
course, this restriction comes with limitations; rationales do not let the worker reference
the task guidelines or provide additional information outside the example to support their
labeling decision. Consequently, we see a tradeoff between expressiveness and control.

Chang et al. (2017) propose a three-step approach in which crowd workers label the
data, provide justifications for cases in which they disagree with others, and then review
others’ explanations. They evaluate their method on an image labeling task and report that
requesting only justifications (without any further processing) does not increase the crowd
accuracy. However, as noted above, they request free-form justifications whereas we require
stricter document excerpts. While their open-ended text responses can be subjective and
difficult to check, the restricted rationales we utilize are more amenable to manual and
automatic verification. We have hypothesized that requiring rationales suggests greater
accountability to workers than simple labeling tasks without rationales, and thus may reduce
potential temptation to cheat.

Kulkarni et al. (2012) provide workers a chat feature that “helps workers maneuver
around inadequate explanations in the task, suggest additional examples that could be
given to requesters, teach other workers how to use the interface, and confirm their theories
about what a task means.” Schaekermann et al. (2018) investigate the impact of discussion
among crowd workers on the label quality using a chat platform allowing synchronous group
discussion. While the chat platform allows workers to better express their justification than
text-excerpts, the discussion increases task completion times. In addition, chatting does
not impose any restriction on topic, limiting discussion from unenthusiastic workers and
efficacy. Manam and Quinn (2018) similarly propose synchronous Q&A between workers
and Requesters to allow workers to ask questions to resolve any uncertainty about overall
task instructions or specific examples.
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Chen et al. (2019) also proposed a workflow allowing simultaneous discussion among
crowd workers, and designed task instructions and a training phase to achieve effective
discussions. While their method yields high labeling accuracy, the increased cost due to the
discussion limits its task scope. While our restricted form of rationale limits the discussion
among workers, we found that it causes no additional cost for experienced workers.

Recently, Han et al. (2020) collected relevance judgments and open-ended justifications
from crowd workers. They more substantively distinguished between experienced and inex-
perienced workers and studied the strategies of experienced crowdworkers in task selection
and completion such as use of scripts and keyboard shortcuts. They also found that all
workers speed up as they complete more tasks, and they compare the speed up in experi-
enced vs. inexperienced workers, in judging relevance and in justifying their judgments.

Most recently, Hasanain et al. (2020) collect rationales for an Arabic Web search IR test
collection. Whereas we collected relevance rationales from secondary assessors using crowd
judges, they collected rationales from the topic developers themselves and use in-house
assessors. As we did, they requested text excerpts as rationales for relevant documents.
However, for non-relevant documents, they provided a pre-defined list of possible rationales,
based on (Kutlu et al., 2018): e.g., “The page has no relevant information” and “The page
has no relevant information, but it has a link that might point to a page with relevant
information”. In addition, if the pre-defined list does not provide a suitable rationale, the
assessor may express their rationale via open-ended text.

3.2 Sequential Task Design

The idea of sequential task design is that a piece of work can be improved through iterative
revision (Little et al., 2010; Bernstein et al., 2010; Weld, 2010). For example, one worker
drafts a text or a logo, a second worker further refines it, and so on. Such an iterative ap-
proach can be applied to any task in which a substantive work product passed along from
worker to worker, such that it becomes more effective to revise existing product rather than
start over from scratch. The work product effectively acts as an information channel, en-
abling earlier workers to communicate partial solutions to later workers, thereby iteratively
reducing the amount of work remaining in order to converge on a solution.

With simple labeling tasks, however, it is not clear how to apply such iterative task
design because a label by itself contains so little information. For example, with document
classification, a candidate label cannot be verified or revised without reading the document,
which is the same as the original task. A label by itself lacks any evidentiary support.
Naively applying iterative design to simple labeling tasks would be effectively equivalent
to having multiple independent annotators, since the first stage worker essentially passes
along no actionable information to reduce the remaining work for subsequent workers.

A contribution of our work is forging a new bridge between past work on iterative task
design and work on simple labeling tasks. Rationales enable simple labeling tasks to benefit
from the wealth of work on iterative task design because they enlarge the communication
channel between workers; the rationale as a work product serves as an information con-
duit to ease subsequent labor on the task. Unlike chat approaches (Kulkarni et al., 2012;
Schaekermann et al., 2018; Manam & Quinn, 2018), however, the communication channel
is intentionally bounded in expressiveness to streamline communications, as a sweet spot
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between no communication and fully open-ended communication. Given the rationale, it
becomes easier to verify a candidate label than it would be to classify the example from
scratch because a worker can focus their attention on the shorter rationale instead of the
full-length example.

Note that iterative task design, in which workers iteratively revise an answer, should not
be confused with dynamic labeling, or iteratively requesting more worker responses when
there is a disagreement (Kamar et al., 2012).

3.3 Appropriate Payment for Microtasks

The question of how much to pay for microtasks on MTurk has a long history of debate,
revolving around distinct issues of practical impacts on production (quality, efficiency, and
scalability), what is appropriate or ethical pay for “placeless” work completed different
physical locales (Mason & Suri, 2012), and U.S. legal classification of independent contrac-
tors vs. employees (Wolfson & Lease, 2011). An oft-cited but now dated demographic study
(Ross et al., 2010) reported that “On average, Turkers earn just under $2/hr, with Indian
workers earning less...” A recent demographic study by Difallah et al. (2018) paid $6/hr
(as we do): “The survey... takes on average 30 seconds... we pay 5 US cents.”

With regard to work quality, payment can impact who chooses to work on a task and
how well they perform the work (Mason & Watts, 2009; Ho et al., 2015). Horton and Chilton
(2010) frame the question wrt. the economics notion of reservation wage: “...the minimum
wage a worker is willing to accept ...for performing some task; it is the key parameter in
models of labor supply.” Thus as pay decreases, it could fail to match more workers’ reser-
vation thresholds and thus potentially bias the sample of workers who choose to perform the
task (see discussion below regarding IRB and non-exploitative human subjects research).
However, Horton and Chilton find mixed evidence for worker behavior confirming to pre-
dictions of the rational model: “workers are clearly sensitive to price but insensitive to
variations in the amount of time it takes to complete a task.”

While independent contractors are not subject to U.S. minimum wage requirements,
debate over this legal classification rages on (Kappel, 2018). Salehi et al. (2015) and Sil-
berman et al. (2018) argue for paying U.S. minimum wage regardless of legal requirements
or worker location, and separate recent efforts have explored ways to grow wages by simply
making it easier to provide higher pay (Mankar et al., 2017; Whiting et al., 2019).

Another important distinction exists between human subjects research, as overseen by
U.S. university institutional review boards (IRBs), and non-human subjects research, such
as collecting annotations to train or test AI models. With human-subjects research, par-
ticipation exposes participants to risk and so selection cannot be exploitative. It would
be unethical to reduce study costs by targeting a vulnerable demographic group whose
economic need could make them more willing to incur participation risks for low payment.

On the other hand, data processing tasks such as annotation are increasingly being out-
sourced in our global economy to regions of the world with lower costs of living. Platforms
such as MTurk face continued downward pressure on pay rates as competitor vendor work-
forces4 set fixed hourly pay rates to workers below U.S. minimum wage while simultaneously
providing more stringent data quality control and data privacy guarantees. For example,

4. https://aws.amazon.com/sagemaker/groundtruth/pricing/
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Amazon SageMaker GroundTruth’s popular vendor iMerit5 charges Requesters $6.12/hour
for engaging its managed, secure workforce. Given this, a typical Requester may be unlikely
to use MTurk if they can pay a vendor workforce less for better data.

Studies have repeatedly shown that a primary request of MTurk workers is simply for
more work (Gray & Suri, 2019). While the rise of AI is increasing overall data annotaton
work, there is a risk that this work increasingly shifts away from MTurk (and similar
public crowds) toward managed vendor workforces. For non-human subjects research (e.g.,
typical data annotation), imposing non-market price premiums on MTurk (Whiting et al.,
2019) risks further accelerating this trend of driving work away from MTurk. Researchers
might consider instead how to help public workforces such as MTurk better compete for
data annotation work against managed vendor workforces, to ensure that non-managed
working opportunities remain widely available for any capable Internet worker. For example,
research might be directed toward showing the means, advantages, and capabilities by which
a large, diverse public workforce can outperform a managed vendor workforce.

3.4 Relevance Judging

While the concept of search relevance has been investigated for over 80 years, it remains
a thorny phenomenon with many complex and interacting underlying factors (Saracevic,
2007). To create a useful gold-standard to train and evaluate IR systems, relevance judges
are typically instructed to assess a more objective, simplified form of topical relevance which
ignores various factors, such as redundancy in search results, the searcher’s prior knowledge
about the topic, and others (Voorhees, 2001). Since 1992, NIST TREC6 has organized
shared task evaluations, and collected and shared relevance judgment datasets to support
IR evaluation (Voorhees et al., 2005). Trusted relevance judgments are a cornerstone of
TREC, and we adopt TREC judgments as our gold standard (Section 6).

Historically, relevance judgments have only rarely been collected from multiple trusted
judges for the same document, precluding measurement of inter-annotator agreement. When
such data has been collected, relatively low agreement is typical, even with trusted judges
(Voorhees, 2000; Bailey et al., 2008). The reasons for disagreement have been investi-
gated using various methods such as interviewing the assessors (Sormunen, 2002; Wakeling
et al., 2016) and asking them to think aloud during relevance judging (Al-Harbi & Smucker,
2014). Prior work reports various disagreement reasons such as human error (Grossman
& Cormak, 2012), ambiguous topic descriptions (Sormunen, 2002), different perception of
relevance (Kutlu et al., 2018), and long, incoherent text (Chandar et al., 2013).

In short, describing precise relevance criteria is difficult, even with simplified topical
relevance. Precise quantitative comparisons among prior work are also difficult to make due
to various judging scales, agreement measures, and datasets which have been reported.

Prior work has mixed findings about the quality of crowd relevance judgments. A
number of studies report that crowd judgments can be a reliable alternative for relevance
assessment (Alonso & Mizzaro, 2009, 2012; Kazai et al., 2012) or at least do not cause
significant errors in ranking of IR systems (Blanco et al., 2011; Kutlu et al., 2018). For
instance, Alonso and Baeza-Yates (2010) use crowd-sourced judgments for Spanish sub-

5. https://aws.amazon.com/marketplace/pp/B07DK37Q32

6. http://trec.nist.gov
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collection of CLEF (Braschler & Peters, 2002) and report 70% agreement with experts as
promising results. On the other hand, there are also studies suggesting being more cautious
about when to use judgments of non-trained secondary assessors: Kinney et al. (2008)
report that assessors who are not domain experts disagree on the underlying meaning of
domain specific queries significantly more often than experts. Bailey et al. (2008) claim
that assessors who are neither task nor topic expert might not be a reliable substitute for
the topic experts. Clough et al. (2013) find that crowdsourced judgments appear unable to
distinguish different levels of highly accurate search results the way expert assessors can.

In perhaps the closest work to our own, Hosseini et al. (2012) compare a sophisticated
full task design to a baseline simple task design for collecting relevance judgments. For each
task, 3 MTurk judgments were collected per document, followed by aggregating judgments
using Dawid and Skene (1979)’s algorithm. The simple task includes a minimal quality
control where a single test question is used to detect respondents providing random answers
rather than undertaking the task in good faith. In the full task design, several quality control
mechanisms are utilized. Firstly, in order to attract workers interested in or knowledgeable
about a particular topic, search topic details are presented in the title, description, and
keywords of the tasks. Secondly, each task included 2 test questions. Thirdly, and closest
in spirit to rationales, “to enforce the requirement that the workers needed to read a page
before deciding about its relevance, a captcha was included asking them to enter the first
word of the sentence that confirmed or refuted the relevance of the page.” However, the
authors provide no detail regarding if and how this captcha was verified. Did the authors
retrieve all page sentences beginning with that word, then manually judge themselves if
any of those sentences indicated a suitable rationale that was consistent with the judgment
rendered? Or did they ask workers to provide this word, to give the impression of work
being checked, while actually ignoring the word provided? This point is not clarified. The
designs achieve 75% and 82% accuracy, when aggregating 3 judgments per document in
simple and full task designs, respectively.

4. Task Design

This section describes three different task designs developed and evaluated in this work:
our Standard Task (Section 4.2), which does not collect rationales, our Rationale Task
(Section 4.3), and a Two-Stage Rationale Task (Section 4.4). We begin by describing our
initial pilot studies (Section 4.1) which iteratively experimented with different designs.

4.1 Pilot Studies

Our iterative design process involved deploying many small-scale relevance judgment tasks
which varied key design features, such as the specificity of instructions for the crowd worker,
the format of the grading scale, and most importantly, the definition of a rationale. In each
iteration, we relied on manual inspection of work to evolve our design. We also included a
free-form text box in which workers were encouraged to provide constructive feedback for
the task with a possibility of bonus compensation (Alonso, 2009).

Before launching our various studies, we conducted a medium-scale pilot study judging
70 Webpages from ClueWeb09 (see Section 6.1) for 25 search topics drawn from the 2009
TREC Million Query Track (MQT) (Carterette et al., 2010). For each document, we
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collected 8 judgments each for Standard and Rationale Tasks. One of the authors blindly
judged each document, both as a benchmark for what level of agreement we might expect
from the crowd, and to account for potential changes in content, since crowd workers were
directed to judge live web pages rather than originally crawled versions of the Webpages
judged by TREC (see Section 6.1). Essentially all of the same trends and findings reported
in our main study evaluation (Section 6) were observed in this earlier pilot study. In this
sense, our second, main study implicitly shows that our findings are reproducible, similar
to Blanco et al. (2011)’s work.

However, besides the scale of this pilot study being relatively small and some parameters
for filtering (Section 5) being tuned on pilot study data, a significant problem we encoun-
tered in the pilot was an inexplicable problem with the MQT gold judgments. While the
crowd was internally consistent and consistent with the author’s judgments, neither were
consistent with the TREC judgments for reasons we could never explain. Consequently,
for our main study, we abandoned the MQT data in favor of the Web Track’s data (see
Section 6.1). Of relevance to our broader motivation for collecting rationales, despite close
analysis of the MQT gold standard by one of the authors, possessing only the judgments
and topic narrative provided little insight, whereas if the gold data had included the sort of
rationales we motivate here, we imagine this problem might have been resolvable. Section 7
provides further discussion on this issue.

4.2 Standard Task

This section describes the Standard Task used to collect crowdsourced relevance judgments.
While Mechanical Turk makes it relatively easy to quickly collect large amounts of data,
if one also wants this data to be of high quality, effective task design is both crucial and
non-trivial. We believe the design of our Standard Task design represents a strong baseline
for how relevance judging might be crowdsourced today. Below we discuss our iterative
exploration of design alternatives in developing the task.

4.2.1 No Qualifications or Honey-Pots

An important design decision made from the outset was to avoid reliance on any platform-
specific worker filtering. Crowdsourcing research too closely-tied to a particular commercial
platform’s capabilities (or addressing its peculiar limitations) risks reducing the generality
and impact of its findings (Vakharia & Lease, 2015). Some platform features offer unknown
black-box behavior (e.g., MTurk’s Master Workers7), while others (e.g., MTurk’s Approval
Rating) have known and significant flaws (Ipeirotis, 2010; Gaikwad et al., 2016). Neither
seems like a solid foundation.

In addition, while some Requesters impose geographic restrictions to exclude certain
regions, presuming lower quality work, such geographic filtering can represent a biased
crutch compensating for lazy design. We embrace crowdsourcing’s ideal of providing anyone
interested an equal opportunity to work and demonstrate their ability. Our responsibility
in task design is to enable this vision.

Gold honey-pots require “expert” effort to create and typically assume objective tasks in
which each question has a single, correct answer. Such tests are inherently less applicable for

7. https://www.mturk.com/worker/help#what_is_master_worker
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subjective rating tasks. Ideal quality assurance methods would be effective and applicable
to both task types.

4.2.2 Relevance Scale

At what granularity of relevance should judgments be collected? Binary judgments are
simplest but least informative for system evaluation, and all-or-nothing relevance permits
judges no way to indicate borderline relevance, which searchers often encounter in practice.
On the other hand, a finer granularity scale such as {Perfect, Excellent, Good, Fair, Bad}
(Sanderson, 2010) is more informative for system evaluation and more flexible for judges, but
requires making more subtle distinctions and borderline decisions between categories. Prior
literature appears to offer little guidance regarding how choice of relevance scale interacts
with judges’ efficiency and effectiveness in executing their work (Tang et al., 1999), though
it does explore how the number of relevance categories can impact judgment quality. Tang
et al. (1999) recommend using a 7-point scale for relevance judgments. Recent work has
investigated very fine-grained scales (Roitero et al., 2018) and the impacts of transformations
between judging scales (Han et al., 2019).

In our experiments, we did not seek to reproduce or argue against the results of their
study, nor did we use the same relevance scale found in the TREC gold standard. Adoption
of the TREC scale would have simplified final evaluation between the data we collected
and the gold standard, and one might also assume this gold scale implicitly embodies best
practice grown out of past trial-and-error experimentation. However, we found scant past
work justifying why any particular scale was better than any other; we know of no evidence
that the TREC scale is optimal or any set of factors for which it was optimized. While
this question is secondary to our primary interest in rationales, we wanted to ensure that
this aspect of our design was sensible. Moreover, TREC has traditionally assumed trained
judges rather than the crowd, and prior work has suggested a mismatch (Alonso, 2009).
Even if the gold standard had k categories, judges might still find it easier to judge on a
k + 1 scale, and judgments could be post-processed to conflate categories for comparison.
Finally, we did not want to tie our task design to an arbitrary gold standard we happened
to be evaluating against here.

After iterative experimentation with MTurk judges using a variety of options for scale
granularity and relevance category names, we ultimately selected a balanced, quaternary
(4-point) scale with the following named categories: {Definitely Not Relevant, Probably
Not Relevant, Probably Relevant, Definitely Relevant}. Having four degrees of relevance,
uniformly spaced across the spectrum of relevance, appears to offer flexibility to judges
without overwhelming them, satisfying the so-called “Goldilocks” criterion (offering neither
too many nor too few options). Consistent with best practices (Alonso, 2009; Blanco et al.,
2011), it was found the best to name relevance categories colloquially and avoid technical
jargon (e.g., marginally relevant) familiar to trained judges but not intuitive or meaningful
to laymen. In so doing, we sought to mitigate bias that might otherwise be incurred by
unfamiliar terminology or perceived mismatch in connotation. Final category names used
are, by design, both consistent with one another and symmetric with regard to adjectival
descriptors and colloquiality. This helped us to simplify task instructions (see below) and
appeared to improve judges’ comprehension and distinction between relevance categories.
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Finally, by excluding a neutral option, there is no “easy-out” for judges when they are
unsure, forcing them to actively lean in one direction or the other.

4.2.3 Instructions

We ultimately converged on very concise and self-explanatory task instructions which were
less specific. Our early designs experimented with different relevance category names and
accompanying specific instructions which showed examples of pages that should fall into
each category and why. However, we received feedback suggesting workers were frustrated
by this level of instruction, not only because of the extent of reading required, but also
because it made them feel unsure of whether a given document would fit under the strict,
but ultimately ambiguous, definitions we provided. As a point of comparison, Google
(2016)’s own extremely detailed judging guidelines still fall back on the phrase “use your
judgment” 22 times. While we initially tried to address these concerns by further clarifying
corner cases, the instructions quickly became unwieldy, while a long-tail of new corner cases
continued to be found with each new batch of experiments. By adopting the colloquial and
self-explanatory relevance scale above, we were able to provide very concise task instructions.
Figure 1 shows instructions for Rationale Task.

4.2.4 Better metrics for rationale similarity

In this work, we used simple character overlap between rationales to measure textual similar-
ity. In the image domain one could similarly measure pixel overlap in bounding boxes (e.g.,
Donahue & Grauman, 2011). Intuitively, better measures of rationale similarity should lead
to better validation and aggregation. To this end, future work on text might investigate
embedding.

4.2.5 Payment

As discussed earlier (Section 3.3), the question of how much to pay is complicated. We
expected the Rationale Task to take more time than the Standard Task; Zaidan et al.
(2007) found it typically required two trusted annotators twice as long to collect rationales
in addition to labels. Consequently, our pilot study paid $0.05 for the Standard Task
vs. $0.10 for the Rationale Task. However, we were surprised to observe that experienced
workers (who completed 20 or more tasks) converged to the same average completion time
for both tasks, reproduced in our main study (Figure 3).

Consequently, our main study paid the same for both tasks, intending to render payment
a fixed control variable in explaining any difference observed in work time or quality. That
said, a potential confound is that some individual workers may have expected or found
the Rationale task to be slower, and altered their behavior in response: avoiding the task,
abandoning it, or rushing their work in order to achieve a desired reservation wage (Horton
& Chilton, 2010). We leave for future work further investigation of this potential confound
due to payment. Our task payment of $0.05 for all task types worked out to roughly $6.00
hourly wage for workers who completed at least 20 tasks (i.e., the experienced workers).
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Figure 1: Instructions for Rationale Task.

4.3 Rationale Task

A major goal of our early pilot studies was to experiment with different definitions of
rationale in order to determine what worked best. Regarding rationale length, for Zaidan
et al. (2007), annotating a few keywords sufficed for the learner; for us, keywords do not
provide meaningful insight into the thought process of the annotator. Moreover, keyword
rationales might bias judges toward simple keyword-spotting (i.e., judging any document
containing a query term as relevant). In contrast, we wanted assessors to reflect and provide
more complete justifications.

On the other hand, extremely long excerpts would not provide focused insight into a
judge’s thought process and key elements of their decision-making process. Moreover, if
wish to support multi-stage, sequential tasks in which one judge verifies or fixes another’s
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work (Section 4.4), an overly long rationale might save only minimal time for the second
judge vs. simply re-reading the entire document.

Giving no guidance on expected length provided little task clarity for judges and tended
to result in overly terse responses, insufficient for either understanding judges’ thought pro-
cesses or automatically analyzing their rationales for overlap-based filtering (Section 5).
Consequently, we found that requesting rationales of roughly 2-3 sentences in length fre-
quently provided clear, focused insight into the worker thought process and supported
post-processing.

Requiring document excerpts rather than free-form feedback enables one to automat-
ically check (strictly or approximately) if a submitted excerpt is actually found in the
document. Moreover, excerpts permit dual-supervision (Zaidan et al., 2007) and can pro-
vide additional domain-specific value (e.g., implicitly marking relevant passages). However,
textual excperts are not appropriate for all situations. Because resource-type searches and
Webpages dominated by imagery provide few useful textual extracts for explaining rele-
vance, we created special instructions for these cases: workers were asked to manually type
a fixed string if the document’s text did not support their judgment, which was then treated
as their rationale. Workers provided this string in roughly 10% of cases.

While restricting rationales to being document excerpts prevents annotators from de-
tailing their full thought process, allowing free-form rationales can yield many spurious
responses that are difficult to check and often are not rationales for labeling decisions. One
might predefine a set of rationales (e.g., ”the document is a spam page, not a source of
information”) to be used when document excerpts seem insufficient, but this would further
complicate matters. Ultimately, we decided to limit rationales to document-excerpts only.
We provide further discussion about rationales for non-relevant documents (Section 7.2),
free-form rationales (Section 8.1) and graphical rationales (Section 8.2).

4.4 Two-Stage Rationale Task

In the spirit of Find-Fix-Verify (Bernstein et al., 2010), we also designed a two-stage, se-
quential task which first collected a relevance judgment and rationale from a single judge,
and then asked four subsequent reviewers to either confirm or modify the initial judgment.
Second-stage reviewers were presented with the following scenario:

Alice was looking for some information. She typed the following search query
into a popular search engine. Tom looked at the page seen below and decided
whether he thought the page was Definitely Not Relevant, Probably Not Relevant,
Probably Relevant, or Definitely Relevant to Alice’s search. Tom also provided
the following quotation from the web page to support his decision. Please answer
the following questions:

1. Do you agree with Tom’s assessment of the page for Alice’s search? If not,
how would you rate the page? (multiple-choice selection of relevance level)

2. Please describe in words why you agree or disagree with Tom’s decision.
(free-form feedback)
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To better understand how reviewers conducted the review process, our second question
above requested open-ended justifications (rather than revised rationales). Because the
second-stage task did not request a revised rationale, it was not possible to apply our
overlap-based filtering methods Top-N and Threshold (Section 5) in conjunction with our
two-stage design. As with other task designs, however, we could collect multiple judgments
and then perform aggregation (Sheshadri & Lease, 2013; Zheng et al., 2017) in order to
induce a single, combined consensus judgment for each example.

5. Using Rationales in Label Aggregation

Crowd annotation (Su et al., 2007; Snow et al., 2008) has stimulated a large body of work
on label aggregation: assigning the same task to multiple annotators and then identifying
the best label to keep from the group (Dawid & Skene, 1979; Sheshadri & Lease, 2013; Hung
et al., 2013; Zheng et al., 2017). These methods typically assume simple labeling tasks in
which the only information available to model is the labels, but what about when we have
rationales as well? Zaidan et al. (2007) hypothesized that rationales could enable more
efficient machine learning through dual-supervision: exploiting not only the label y but also
its rationale. How might rationales be similarly exploited for better label aggregation?

Weighted voting mechanisms typically estimate each annotator’s ability by label agree-
ment: how frequently that annotator’s labels match a gold standard (supervised, expert
agreement) (Snow et al., 2008) or peer labels (unsupervised agreement) (Dawid & Skene,
1979). Rationales might be similarly utilized by assessing how closely an annotator’s ratio-
nale for a given example’s label matches a gold rationale or peer rationales.

5.1 Measuring Similarity of Rationales

Conceptually, we assume a monotonic text similarity function similarity(r1, r2) → [0, 1]
to measure the similarity between each pair of rationales. Ideally, this function would
embody full language understanding, recognizing if two different rationales expressed the
same meaning in different ways (e.g., paraphrase detection). Of course, with perfect NLP
the system might “read” each rationale and directly assess its support for a given label.

In this work, we adopt a far more modest and expedient approach based on string sim-
ilarity. Assuming our task design motivates workers to quickly find plausible rationales to
justify their labeling decisions (thereby maximizing their per-task compensation), we hy-
pothesize annotators will tend to converge on selecting similar extracts as rationales: those
found early in the document. When rationales are constrained to come from the document,
follow a relatively prescribed length, and incentivized for selection early in the document,
we simplify the problem in practice such that string similarity might be reasonably effective.
Our experiments use the following two standard methods.

Jaccard Similarity. The Jaccard (1901) Index is defined as the intersection of n-grams
divided by the union of n-grams in two strings. We experimented with a variety of n-gram
sizes, which all produced similar results.

Ratcliff-Obershelp. Ratcliff and Metzener (1988) compute the similarity of two strings
as the number of matching characters divided by the total number of characters, where
matching characters are taken from the longest common subsequence (LCS) and then re-
cursively from the regions on either side of the LCS.
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5.2 Filtering Outlier Rationales

In this work, we pursue unsupervised, peer-based aggregation. Given similarity between
two rationales, we adopt a two-stage approach to aggregation using labels and rationales.

First, we analyze rationales to detect outliers: rationales exhibiting low similarity with
others for the same example. We describe simple two heuristic algorithms below to perform
this outlier detection. These outliers are assumed to indicate lower quality labels, and these
rationes and labels are discarded. In the second stage, remaining labels are then aggregated
using a standard aggregation algorithm (e.g., majority voting, Dawid & Skene, 1979).

Top-N Filtering (Algorithm 1) keeps the top-N rationales which have the highest
similarity with others for the same example. For a particular example, we compute the
string similarity between all pairs of rationales for that example. We then select the Top-N
judgments based on this sorting, breaking ties arbitrarily.

Algorithm 1 Top-N Filtering

1: procedure Filter-By-Top-N(Jd, N )
2: pairs = Combinations(Jd, 2)
3: for each pair ∈ pairs do
4: pair.sim← Similarity(pair.j1, pair.j2)

5: Sort(pairs) by descending similarity
6: return GetTopJudgments(pairs, N )

Threshold Filtering keeps only rationales having similarity score ≥ T with at least
one other rationale for the given example. The algorithm dynamically determines T for
each example by finding the highest similarity among rationale pairs for the example, then
rounding this down to the nearest 0.1. We arbitrarily chose this rounded-down value and
found it worked well in our pilot study; it was never tuned. Our intuition was to keep labels
in the vicinity of the maximum rationale similarity observed, rather than excluding all but
the highest N , which our Top-N Filtering algorithm does.

6. Evaluation

We evaluate the utility of annotator rationales for the specific IR task of collecting docu-
ment relevance judgments, a subjective task which tends to have relatively low annotator
agreement (Section 3.4). While relevance in general is quite subjective (Saracevic, 2007),
topical relevance is intended to be impersonal and more objective (Voorhees, 2001). We thus
hypothesize that: 1) high agreement is possible, provided one is willing to invest enough an-
notation effort to achieve it; and that 2) rationales require relatively little additional effort
to achieve higher annotator agreement.

We first investigate whether collecting rationales during crowdsourced relevance judging
can improve the quality of judgments, even if the submitted rationales themselves are com-
pletely ignored. To evaluate this, we perform A/B testing of our Standard Task (Section 4.2)
vs. our Rationale Task (Section 4.3). We measure inter-annotator agreement (Section 6.2) to
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Algorithm 2 Threshold Filtering

1: procedure Filter-By-Threshold(Jd)
2: T← Select-Threshold(Jd)
3: selected← ∅
4: for each (j1, j2) ∈ Combinations(Jd, 2) do
5: if Similarity(j1, j2) ≥ T then
6: selected← selected ∪ j1 ∪ j2
7: return selected
8: procedure Select-Threshold(Jd)
9: T← 0

10: for each (j1, j2) ∈ Combinations(Jd, 2) do
11: T← max(T,Similarity(j1, j2))

12: return Round-Down(T, 0.1)

test whether the crowd is internally consistent, regardless of their agreement with our gold
standard. Next, we measure the accuracy of crowd judgments (individually and aggregated)
vs. the TREC gold standard (Section 6.3).

Following this, we evaluate whether accurate judges select similar document extracts as
rationales (Section 6.4). Specifically, we evaluate the two methods described in Section 5 for
filtering out judgments with low rationale overlap prior to performing aggregation. In Sec-
tion 6.5, we then report our cost-benefit analysis of Standard vs. Rationale Tasks. Finally,
in Section 6.6 we evaluate the Two-Stage Rationale Task in which one assessor’s judgment
and rationale are reviewed by a second judge for verification or correction.

6.1 Experimental Setup

We collect ad hoc Web search relevance judgments for the ClueWeb09 Webcrawl (Callan
et al., 2009) using the quaternary (4-point) scale described in Section 4.2. Search topics
and judgments are drawn from the 2009 TREC Web Track (Clarke et al., 2010). Each topic
includes a narrative for the user’s information need which we provide to judges (See Table 6
for an example). TREC gold relevance judgments use a 3-point scale: not relevant, relevant
and highly relevant.

We select 700 documents to judge from different topics covering 43 of the 50 topics in
the Web Track. TREC gold judgments for our 700 documents are distributed as follows:
46% not relevant, 24% relevant, and 30% highly relevant. We evaluate collected crowd
judgments against both this ternary gold standard (we collapse our probably/definitely not
relevant distinctions) and a binarized version (we collapse TREC’s relevant and highly rele-
vant distinctions), yielding 46% not relevant and 54% relevant documents, and we collapse
our own probably/definitely relevant distinctions.

While we had planned to judge ClueWeb09’s crawled Webpages, images and style sheets
associated with each page were often missing or rendered incorrectly, making the rendered
pages difficult to assess. Consequently, we instead judged the live web pages associated
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with each crawled URL. The 700 URLs we judge exclude all URLs yielding a Page Not Found

error. Also, because live web pages today may differ from the versions crawled and judged
in 2009, one of the authors blindly judged 200 of these URLs. Results closely mirrored the
gold standard (95% binary accuracy, 88% ternary accuracy), suggesting that the existing
gold judgments are reasonably accurate for the live web pages.

We collect 5 crowd responses per Webpage (700x5=3500 judgments) for each task de-
sign: Standard, Rationale, and Two-Stage. We set N = 3 for Top-N judgment filtering and
rounding down to the nearest 10 for Threshold filtering based on pilot experiments (Sec-
tion 4.1). For label aggregation, we apply Majority Voting (MV), and Dawid and Skene
(1979)’s algorithm. For Dawid-Skene (DS), we adopt an existing open source package8.
Aggregation is performed at the original quaternary scale, prior to any collapsing.

6.2 Annotator Agreement

We measure agreement using Fleiss’ Kappa κF = P̄−P̄e

1−P̄e
, where 1 − P̄ is the agreement

attainable by chance and P̄ − P̄e is the degree of agreement achieved above chance. Blanco
et al. (2011) question use of Fleiss’ Kappa with crowd annotations since it assumes a con-
sistent set of annotators, while the set of crowd annotators per example is rarely consistent
since workers come and go. However, Blanco et al. still report mean κF , and after exploring
a variety of measures for measuring inter-annotator agreement, we found that each told a
similar story and none more clearly or simply than Fleiss’ Kappa, which we adopt.

Table 1 shows agreement between crowd judges. We observed much higher inter-
annotator agreement among judgments collected with Rationale (binary κF = 0.79) and
Two-stage (binary κF = 0.85) vs. Standard (binary κF = 0.61). The ternary agreement
shows similar trends. Near-perfect binary agreement of second stage annotators in Two-
Stage is particularly notable, suggesting its design emphasizes critical thinking elements
central to making reasonable and consistent judgments. While common practice of aggre-
gating results from 3-5 workers may be necessary with the Standard Task design to remedy
its relatively low agreement seen here (a moderate binary κF of 0.61 and a fair ternary κF
of 0.36), we see the Rationale design achieves 0.79 binary agreement with a single worker,
and the Two-Stage design achieves 0.85 binary agreement with only two workers.

Judging Task Binary Agreement Ternary Agreement

Standard 0.61 (moderate) 0.36 (fair)

Rationale 0.79 (substantial) 0.59 (moderate)

Two-Stage 0.85 (near-perfect) 0.71 (substantial)

Table 1: Annotator Agreement using Fleiss’ Kappa κF , canonically interpreted assuming
5 equisized bins: slight, fair, moderate, substantial, and near-perfect (Landis &
Koch, 1977).

8. https://github.com/dallascard/dawid_skene
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6.3 Individual and Aggregated Accuracy

Binary

Row Task Filter Judgments Accuracy Cohen κC

1 Standard - Single Judge 0.65 0.36

2 Rationale - Single Judge 0.80 0.51

3 Two-Stage - Judge + Reviewer 0.85 0.58

4 Standard - 5 Judges (MV) 0.84 0.51

5 Rationale - 5 Judges (MV) 0.92 0.80

6 Rationale Top-3 5 Judges (MV) 0.93 0.80

7 Rationale Threshold 5 Judges (MV) 0.96 0.85

8 Two-Stage - Judge + 4 Reviewers (MV) 0.96 0.85

9 Standard - 5 Judges (DS) 0.86 0.59

10 Rationale - 5 Judges (DS) 0.92 0.80

11 Rationale Top-3 5 Judges (DS) 0.93 0.81

12 Rationale Threshold 5 Judges (DS) 0.96 0.85

13 Two-Stage - Judge + 4 Reviewers (DS) 0.96 0.85

Table 2: Binary quality of judgments obtained vs. TREC gold using different task designs
(Standard, Rationale, and Two-Stage) and individual vs. aggregate judging, mea-
suring simple accuracy vs. Cohen’s Weighted Kappa κC .

In addition to measuring simple accuracy to evaluate the quality of crowd judgments
vs. TREC gold, we also adopt Cohen’s Kappa κC (Carletta, 1996; Artstein & Poesio, 2008;
Bailey et al., 2008), which accounts for chance in measuring agreement between two raters.
We treat TREC gold as one rater and either a single crowd judge or aggregated crowd
consensus as the other. Cohen’s Weighted κ incorporates weights for treating disagreements
differently, e.g., assigning partial credit for almost-correct answers in our ordinal judging
scale. We adopt a squared weighting function without tuning. While Weighted Kappa seems
most appropriate to us with ordinal judging, we note that regular Kappa (not shown) yielded
similar results. κC agreement can be interpreted similarly to Fleiss’ Kappa κF above: slight
[0.00−0.20], fair [0.21−0.40], moderate [0.41−0.60], substantial [0.61−0.80], and near-perfect
[0.81− 1.00] (Landis & Koch, 1977).

Table 2 and 3 show binary and ternary quality of crowd judgments, as measured by
both simple accuracy and Cohen’s κC , reported for individual judgments and consensus
induced from aggregating 5 judgments.

Comparisons to prior work must be made with care to be meaningful, and it can be
particularly challenging to fairly compare results of human computation experiments (Par-
itosh, 2012) because different results in two studies stem from many confounding factors,
e.g., using different test collections, well-refined instructions through several pilot tests, col-
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Ternary

Row Task Filter Judgments Accuracy Cohen κC

1 Standard - Single Judge 0.47 0.34

2 Rationale - Single Judge 0.64 0.50

3 Two-Stage - Judge + Reviewer 0.75 0.60

4 Standard - 5 Judges (MV) 0.74 0.46

5 Rationale - 5 Judges (MV) 0.84 0.79

6 Rationale Top-3 5 Judges (MV) 0.91 0.82

7 Rationale Threshold 5 Judges (MV) 0.91 0.83

8 Two-Stage - Judge + 4 Reviewers (MV) 0.93 0.88

9 Standard - 5 Judges (DS) 0.75 0.46

10 Rationale - 5 Judges (DS) 0.84 0.80

11 Rationale Top-3 5 Judges (DS) 0.91 0.82

12 Rationale Threshold 5 Judges (DS) 0.91 0.84

13 Two-Stage - Judge + 4 Reviewers (DS) 0.91 0.85

Table 3: Ternary quality of judgments obtained vs. TREC gold using different task de-
signs (Standard, Rationale, and Two-Stage) and individual vs. aggregate judging,
measuring simple accuracy vs. Cohen’s Weighted Kappa κC .

lecting different number of crowd judgments per document and others. Even the day and
time when data is collected can greatly impact the set of annotators and corresponding
results (Blanco et al., 2011; Arechar et al., 2017; Casey et al., 2017). While comparisons
should be made with care, they still remain an important component of measuring progress.

Earlier we referenced Hosseini et al. (2012)’s work as perhaps the closest experimental
design to our own. Their best “full” task design achieved 80-82% binary accuracy with MV
or DS aggregation over three judges. Table 2 shows our Standard Task design with five
judges achieves binary accuracy of 84% with MV aggregation and 86% with DS. Acknowl-
edging differences in study designs, results are suggestive that our Standard Task design
represents a strong baseline vs. prior work, with results on par with Hosseini et al.’s best
full design. Moreover, it is notable that our Standard Task achieves this parity without any
honey-pot questions or platform-specific worker filtering, which prior work has typically
relied on as foundational design to ensure data quality.

Next, we compare results from the Rationale Task vs. the Standard Task. We observed
notable improvement for both conditions of individual judging (Row 2 vs. 1) and aggre-
gate consensus (Row 5 vs. 4, 9 vs. 10), as well as binary vs. ternary evaluation. With
individual judging (Row 2 vs. 1), Rationale outperforms Standard for both binary judging
(80% accuracy & κC = 0.51 vs. 65% accuracy & κC = 0.36) and ternary judging (64%
accuracy & κC = 0.5 vs. 47% accuracy & κC = 0.34). For consensus, we see aggregated

165



Kutlu, McDonnell, Elsayed, & Lease

judgment quality for Rationale beats Standard (Row 5 vs. 4) for both binary judging (92%
accuracy & κC = 0.8 vs. 86% accuracy & κC = 0.59) and ternary judging (84% accuracy &
κC = 0.8 vs. 75% accuracy & κC = 0.46), though we do see shrinking gains as we aggregate
judgments and collapse to binary relevance.

A few other trends are interesting to note. First, we see improvements in accuracy
even at the binary scale using the Rationale Task design. If we were to assume the gap
between the Standard and Rationale Tasks was purely the result of nuance in the relevance
grades (e.g., a worker judging a document highly relevant when the gold standard is merely
relevant), we would expect the accuracy and κ gains to disappear as we collapse to binary,
where κ is effectively no longer weighted and black-and-white decisions (e.g., relevant or
not relevant) override nuance. However, this is not the case.

Another point to note is the effect of aggregation scheme in the Standard vs. Rationale
Task. In both Table 2 and 3, the results in Rows 4-8 are aggregated using MV, while Rows
9-13 are aggregated using DS. We observed (Rows 5 and 10) that the more sophisticated DS
aggregation technique offered no additional gains in either binary (92%) or ternary (84%)
accuracy for the Rationale Task. In contrast, we saw gains in both binary (86% vs. 84%)
and ternary (75% vs. 74%) accuracy for the Standard Task (Rows 4 and 9). These results
reinforce the idea that the Rationale Task helps to filter out at least some low quality
responses which might otherwise be collected by traditional means, as DS is thus unable to
improve upon the filtering. Furthermore, the use of DS is ultimately unable to bridge the
accuracy gap between the Standard and Rationale approaches.

In order to further insights into the results, we inspected whether the ratio of experienced
workers are different in Standard and Rationale Tasks because experienced workers are more
likely to provide high quality judgments than inexperienced ones. We first defined workers
who completed 20 or more tasks as ”experienced” workers and then partitioned workers into
two groups: “experienced” and inexperienced (everyone else). We conducted this analysis
on a subset of the original dataset (43%: 1481 judgments for Standard Task and 1487
judgments for Rationale Task) due to a data loss subsequent to publishing the original
conference version of this work (McDonnell et al., 2016). Results are shown at Table 4.
We observe comparable ratios of experienced vs. inexperienced workers for each task design.
Both groups achieve roughly similar accuracy, with experienced workers being 1.5% more
accurate on the Standard Task and 3.8% more accurate on the Rationale Task. Both groups
achieve higher accuracy on the Rationale Task than the Standard Task. Overall, we do not
see evidence to support a hypothesis that more accurate the Rationale Task performance
can be explained away by greater worker experience.

Standard Task Rationale Task

Worker Group % Tasks
completed

Accuracy % Tasks
completed

Accuracy

Inexperienced 25% 61.5% 25% 74.7%

Experienced 75% 63% 78% 78.5%

Table 4: Experienced vs. Inexperienced Workers.
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6.4 Exploiting Rationales in Label Aggregation

Section 5 described a two-stage approach to use rationales and labels in aggregation: 1)
identify and discard outlier rationales and their labels; and 2) aggregate remaining labels.
Two string similarity functions were evaluated for comparing rationales (Section 5.1) and
yielded similar results. We thus present results of Ratcliff and Metzener (1988) only.

Two heuristic algorithms were proposed for detecting outlier rationales: Top-N (Al-
gorithm 1) and Threshold (Algorithm 2). Consensus results using Threshold filtering
(Row 7) vs. no filtering (Row 5) show binary judging of 96% accuracy & κC = 0.85 vs.
92% accuracy & κC = 0.80 and ternary judging of 91% accuracy & κC = 0.84 vs. 84%
accuracy & κC = 0.80. This suggests accurate assessors do select similar document extracts
as rationales, correlating overlap in rationales and label accuracy.

Comparing algorithms, Threshold (Row 7) consistently outperforms Top-N (Row 6).
Whereas Top-N always uses a fixed number of judgments, Threshold tunes the number
of judgments kept per document according to the level of observed overlap. This suggests
that adapting the number of filtered judgments for each document is important. We leave
further exploration of this idea for future work.

Why might such pre-filtering improve upon DS weighted voting? DS models each worker
as having a constant (i.e., global) expertise parameter for labeling each category. This is
estimated over the entire dataset by maximum-likelihood. Rationale filtering in contrast
is local to each example. It infers the quality of individual labeling decisions using an
additional signal of agreement – the rationale – which is not directly encoded in the label and
so not visible to DS. Intuitively, the local information captured by filtering might account
for some “slip-ups” by workers on particular examples which their global DS parameters do
not capture. Another potential intuition is that there exists a long tail of tasks completed
by workers who do not perform many tasks, and so their sparsity of work likely means
inaccurate estimates of their DS parameters.

Kutlu et al. (2018) also assessed these two algorithms but conversely find this filtering
reduces accuracy. While this might be explained by various differences in their study design
vs. ours, future work should further explore this to assess the generality and robustness of
proposed algorithms. Overall, exploiting rationales and labels in tandem appears to have
potential but mixed results thus far. Fortunately, the relatively simple methods proposed
in this work leave great space and opportunity for further advancement.

6.5 Cost-Benefit Analysis of Rationales

While Table 2 shows simple accuracy for the binary relevance of Standard vs. Rationale
Tasks using either 1 judgment (individual judging) or 5 judgments (aggregate consensus),
Figure 2 shows the full range of how accuracy varies across the full range of [1:5] judg-
ments. We randomly sample n judgments (x-axis) and apply MV consensus (DS results
were similar), averaging over 20 random trials for each judgment count. Binary accuracy
of Standard Task exhibits fairly consistent gains as judgments increase, achieving 86% ac-
curacy with 5 judgments. In contrast, the Rationale Task approaches 90% accuracy with
only three judgments, then shows rather modest gains thereafter.

As discussed earlier (Section 4.2), workers were paid the same amount for both tasks
based on task completion times observed in our pilot study, in which experienced workers
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(who completed 20 or more tasks) were remarkably seen to converge to nearly the same
average completion time for both tasks (27 seconds for Standard and 29 for Rationale; Two-
Stage’s reviewer task took 26 seconds, not shown). Equal pay was intended to reflect these
comparable task completion times and to simplify comparison of effects across tasks, but as
noted in Section 4.2, it is possible equal pay introduced other confounds that future work
could further explore. In total, we had average of 415 unique workers for each task type,
with 8% of workers completing 20 or more tasks. These experienced workers accounted for
approximately 50% of all the judgments in our study.
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Figure 2: Judging accuracy vs. number of judgments, with MV for aggregation in the case
of multiple judgments.

Why does average completion time decrease? We originally analyzed the average time
all workers spent on each of their first 20 tasks (up to the number of tasks each completed).
However, a confound of this analysis was that it was unclear whether completion time
decreased with experience or if experienced workers were always faster, and increasing the
number of tasks simply filtered out slower workers. Said another way, a worker might
initially “triage” a task, to see if it can be completed quickly enough relative to payment in
order to meet the worker’s reservation wage (Horton & Chilton, 2010). If not, the worker
would abandon the task, and average completion time might be explained by the departure
of these slower workers, or workers with a higher reservation wage.

To remedy our analysis, we produced Figure 3 by plotting the average time the subset of
experienced workers (who we define as those completing 20 or more tasks) spent completing
each of their first 20 tasks. The plot clearly shows a decrease in task time with more
work, suggesting development of individual expertise and/or proceduralization efficiency
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in completing the task. Our original analysis over all workers (not shown) was essentially
identical9.

Intuitively, both Standard and Rationale Tasks involve overhead for reading instructions
and task familiarization. For Standard Task, we see task time rapidly fall off after this
early phase, whereas Rationale Task time drops more slowly. We speculate that this is due
to relevance judgment tasks being more common and familiar on MTurk. However, task
time critically converges in both cases for experienced workers. We hypothesize that once
familiarized with the task, both tasks effectively require the same cognitive effort: reviewing
document text to make a relevance decision; the Rationale Task simply makes this explicit.

Zaidan et al. (2007)’s original rationale study found it typically required trusted anno-
tators (an author and two students) twice as long to collect rationales in addition to labels.
We posit this difference in completion times between our studies may stem from various
factors: their rationale task requiring greater cognitive effort wrt. the number of rationales
annotators were instructed to label, the marking of suggestive individual terms being less
intuitive, and/or their annotators being more thoughtful in how they identified rationales
based on provided instructions or interaction with the researchers.
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Figure 3: Average completion time vs. completed task count on Standard vs. Rationale
Tasks for experienced workers.

6.6 Two-Stage Task Results

Our Two-Stage Task (Section 4.4) collects a judgment and rationale from a single assessor,
then asks 4 subsequent reviewers to either confirm or modify the initial judgment. Table 5

9. Our coining and definition of ’experienced’ workers (20 or more tasks) arose from this original analysis.
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Stage 2 Reviewer

Incorrect Correct

Stage 1 Judge
Incorrect 4% 18%

Correct 0% 78%

Table 5: Binary accuracy with respect to NIST contingency table of relevance judgments
from Two-Stage Task. 18

4+18 = 82% of first stage errors are corrected without
introduction of any new errors.

shows that the second-stage reviewer never introduced new judgment errors and fixed an
error made by the initial judge 82% of the time. Further, recall the near-perfect binary
agreement of second stage annotators in Two-Stage (Section 6.2). These results suggest
that Two-Stage may provide high-quality data with only one judge and reviewer. Table 2
also shows that Two-Stage with 2 judgments where non-relevant judgment is selected in
cases of ties matches Standard’s performance with 5 judges (Row 4) using 3 fewer judgments
and with higher ternary κC : 0.60 vs. 0.46.

Next, we consider the case of consensus with 5 judgments. We aggregate judgments
from 4 second-stage reviewers so that the 1 judge + 4 reviewers = 5 judgments matches the
5 judgment count (and cost) of Rationale with consensus shown in Table 2. Two-Stage
(Row 8) is seen to match the accuracy and κC of Rationale with Threshold filtering (Row
7) while incurring the exact same cost.

7. Qualitative Analysis of Rationales

We now explore in detail the level of transparency provided by rationales. We begin by an
inspection of common ways in which they were used in the decision-making processes of
our reviewers in the Two-Stage Task. We then discuss how such insight into the annotator
decision process provided by rationales can be used to confidently establish alternative
truths in the case of disagreement between the aggregate crowd and the NIST gold standard.
Finally, we discuss the case and potential shortcomings of negative rationales, or instances
in which an annotator must provide a rationale in defense of a non-relevant label.

7.1 Two-Stage Task: Rationales as Insight

Two-Stage Task reviewers used rationales in several common ways. Table 6 presents
a search topic and extended narrative on pet adoption for which we collected relevance
judgments in our pilot studies. We discuss a subset of judgments collected for various
documents falling under this search narrative. For each example, the table contains a
judgment and rationale from an initial annotator and a subsequent reviewer collected using
the Two-Stage Task design, respectively. The gold standard is taken from one of the author’s
blind judgments on the same 4-point scale used by the workers. Recall that the first-stage
annotator is always referred to as Tom in the Two-Stage Task (Section 4.4).
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Query (Alice) dogs for adoption

Narrative
(Alice)

I want to find information on adopting a dog. This includes

names and locations of rescue organizations or vehicles

(e.g. classifieds) as well as documents with info on

qualifications, fees (if any), what to expect, resources,

etc. Organizations may be rescue organizations, pounds,

shelters, etc. but not breeders or pet shops, unless the pet

shop runs adoption fairs. A site providing general

information on dog adoption is also relevant.

Table 6: Sample search topic and narrative.

7.1.1 Rationale Affirmation

Document 1

Worker 1 Judgment
(Tom)

Probably Not Relevant

Worker 1 Rationale
(Tom)

Rooterville Sanctuary. For
adoption: pets, pig, pigs,
piggy, piggies, pork.

Worker 2 Judgment Probably Not Relevant

Worker 2 Reasoning

I agree that this organization
is probably not likely to be
one where Alice will find the
animal she is looking for,
since they seem to focus on pigs,
although they mention dogs

Gold Standard Probably Not Relevant

Table 7: Rationale Affirmation: Two-Stage Task with worker responses.

Recall from Table 5 that the Stage Two action in 78% of cases did not result in the binary
change of a relevance judgment; in these situations, the reviewer simply provided an affir-
mation of the relevance decision offered by the initial annotator. Often, the reviewer would
directly reference the initial annotator’s rationale in their reasoning why they support the
original judgment. Table 7 shows one such case of a rationale affirmation. The initial judge
rated the document to be Probably Not Relevant and cited a rationale which suggests that
though the website is indeed for a pet adoption sanctuary, it appears to only specialize in
pigs. The reviewer affirmed this judgment and explicitly cited agreement with Tom’s (i.e.,
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the initial annotator’s) rationale that the sanctuary was primarily focused on pigs, not dogs.

7.1.2 Rationale Error Correction

The second most common action (18% of cases) was a modification of the original relevance
decision. We noticed that these modifications fall into three broad categories: (1) minor
tweaking of the original answer; (2) a simple correction of an apparently blatant error in
the original label; and (3) a refutation of a non-relevant label using an illustrative rationale.
We discuss each of these cases in turn.

Tweaking. The most common form of error correction that we noticed in our experi-
mental results was tweaking, in which an annotator modifies the original relevance judgment
by only moving it up or down one point on the four-point relevance scale (e.g., Definitely
Relevant → Probably Relevant). Table 8 shows an example of tweaking. The initial an-
notator labeled the document at hand Definitely Relevant, and their rationale indicates
that this is because the website explicitly advertises dog adoptions. However, the reviewer
tweaked the judgment to Probably Relevant, understanding Tom’s justification, but noting
that the rescue organization is based in Australia, and that “I suspect Alice was looking for
an organization in the US.”

Document 2

Worker 1 Judgment
(Tom)

Definitely Relevant

Worker 1 Rationale
(Tom)

View our rescue dogs - visit
our organization or contact
us directly to see what is
available.

Worker 2 Judgment Probably Relevant

Worker 2 Reasoning

It is a site that lists dog rescue
organizations, which is what
Alice is searching for. But it
is an Australian website. I
suspect Alice was looking

for an organization in the US.

Gold Standard Probably Relevant

Table 8: Tweaking: Two-Stage Task with worker responses.

Interestingly, although there is no preferred locale specified in either the Topic or Nar-
rative (Table 5), our reviewer may have derived such conclusions from American spelling or
vocabulary in the Narrative. More generally, their reasoning brings up a compelling point:
namely, location is likely an important component of the information need and may have
been overlooked when the topic was formulated. Such transparency of thought is invalu-
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able since there is nothing explicit in the Narrative supporting the reviewer’s supposition,
though American vocabulary or spelling may be the culprit.

Blatant Error Correction. The judge selected Definitely Not Relevant, but gave a
rationale suggesting the website was quite relevant. The reviewer caught this, mentioning
Tom’s rationale, and suggested the submitted judgment was an accident (See Table 9).

Document 3

Worker 1 Judgment
(Tom)

Definitely Not Relevant

Worker 1 Rationale
(Tom)

The dogs listed here all require
a new home. These dogs all
deserve that second chance and
you may be that special person
to give it to them. View Rescue
Dogs adoption fees. Contact us
for more info.

Worker 2 Judgment Definitely Relevant

Worker 2 Reasoning
Tom provided a lot of information
that shows why this page should
be useful for Alice.

Gold Standard Definitely Relevant

Table 9: Blatant Error Correction: Two-Stage Task with worker responses.

Rationale Refutations. In this case, a judge provides a rationale in support of a
relevant decision.

Each example highlights the utility of rationales as a source of transparency and veri-
fiability not possible with traditional relevance judging. In each case, the judge’s rationale
enabled the reviewer to weigh the judge’s reasoning against their own. In all cases, the re-
viewer was empowered to take a different, confidently informed action: affirming, tweaking,
or correcting the original judgment, respectively. Reviewer justifications further suggest
that the Two-Stage Task design requires a more involved critical thinking process in which
reviewers understand that their duty is not only to form a strong justification for their
subjective judgment, but also grounding their decision-making process in tandem with rea-
soning about the original judge’s opinion.

Summary. In any of these cases, we see the unique insight that rationales provide into
the decision-making process and the responsibility that the Two-Stage Task demands of
workers, who must weigh their relevance decisions critically against the logic of previous
human annotators and/or be subject to additional oversight from the task creator. Our ex-
perimental results indicate that this results in higher-quality decision-making in the second
stage of the process.
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7.2 Negative Rationales

When Zaidan et al. (2007) proposed rationales, they considered a binary labeling task
(movie review sentiment) in which annotators would mark indicative terms for either posi-
tive or negative reviews. We similarly collected rationales for both relevant and non-relevant
documents, but our classification task had a subtle asymmetry that theirs did not: a rel-
evant document excerpt is sufficient to judge a document as relevant, but an excerpt of
non-relevant content is not proof that the rest of the document is non-relevant. The non-
relevant content may simply be located elsewhere in the document.

Thinking beyond the relevance judgment task we focus on in this study, Section 2.2
discussed generality of rationales as a mechanism for filtering to narrow scope in search
problems (e.g., filtering satellite imagery to find potential locations for Jim Gray’s missing
sailboat). For any such general search problem, this logic seems applicable: identifying a
subset of the search space that does not satisfy search criteria does not mean that search
criteria cannot be satisfied elsewhere in the search space. In this work, we distinguish
negative rationales as rationales provided in support of a non-relevant document label.

We explored alternative designs which respect this difference, such as one not requiring
rationales when labeling a document non-relevant. However, this might potentially bias
workers towards choosing non-relevant, as the decision would require less total effort (Kittur
et al., 2008). Furthermore, we would lose any insight into the worker thought process, a
useful by-product of our rationale-based task design. Our ultimate decision to require
negative rationales represents a design choice that future work might further explore.

Table 10 presents a selection of sample negative rationales from our experiments which
we include as representative of their frequent forms and interpretability. Row (1) illustrates
the most common form of the negative rationale seen throughout our experiments, in which
the crowd worker selects an excerpt which summarizes the main content of the page, which
is presumably at odds with the given topic. In this case, the web page was a home for the
Adobe Flash Player download, which is clearly not related to any Minnesota Public Radio
station. While we cannot be sure that other sections of the page do not contain information
relevant to the topic, the rationale does partially justify the worker’s label.

In Row (2), we see the worker quote a programming error that was visible on the web
page. Unfortunately, it is difficult to draw complete conclusions from this rationale. The
source code on the page may indeed be broken, making it irrelevant to the topic. Alterna-
tively, perhaps only a particular subset of non-vital material failed to load appropriately on
the page, which precluded the worker from making an informed decision, or it is the result
of an error in our own framework. In this case, it was an error in the source code of the
page, but confirming this required additional manual analysis of the page. Nonetheless, the
rationale proved to be a useful tool in reaching this understanding.

The rationale shown in Row (3) appears to be Latin gibberish. Obviously, the excerpt
does not appear to hold any relevant information. In practice, however, these Latin excerpts
are used frequently in web development to fill in space when showcasing web design tem-
plates. Indeed, this particular web page was an unfinished page acting as placeholder for
future content. Here we see again how negative rationales may be less trivially interpretable,
but still provide a useful avenue towards understanding worker behavior.
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Row Query Rationale

(1)
I’m looking for the homepage of The
Current, a program on Minnesota
Public Radio.

The Adobe Flash Player runtime
lets you effortlessly reach over
1.3 billion people across browsers
and OS versions with no install
- 11 times more people than the
best-selling hardware console.

(2)
Find songs, lyrics, music, and
information about the musical The
Music Man.

Fatal error: Route Error: The class
‘FrkysController‘ doesn’t appear to
be valid.

(3)
What is the effect of excessive
heat on dogs?

Illum secundum exerci erat plaga
illum,enim, venio. Tamen causa
ut diam torqueo gaciter inhibeo
si quae exerci lobortis.

(4)
Find songs, lyrics, music, and
information about the musical
The Music Man.

The text did not help me with my
decision.

(5)
Find information on diversity, both
culturally and in the workplace.

N/A

Table 10: Sample of Negative Rationales.

Finally, Rows (4-5) are rationales which both were observed repeatedly throughout
experiments and emphasize some of the ambiguity present with negative rationales. In (4),
the worker’s selected rationale was “The text did not help me with my decision”. Recall
from Section 4 that this was a special rationale that we allowed workers to use when there
was no textual information on the page which supported their decision. Though we intended
for this special rationale to only be used in cases where only visual information was relevant
to the topic, in retrospect it is understandable why some users would resort to it in cases
of negative rationales: how would they prove that the document is non-relevant without
copying and pasting the entire content of the page? In (5), we see an even more direct form
of this critique, in which a worker felt that rationales simply made no sense for non-relevant
document labels and used “N/A” as their rationale in such cases.

8. Worker Feedback

As outlined in Section 4, each iteration of our task design included an open-ended feedback
form through which workers could communicate questions or offer suggestions. In fact, this
open-ended worker feedback prompted our transition away from exhaustive special-case
instructions towards a simple, streamlined, and colloquial set of instructions and relevance
options, as workers in our pilot studies were simultaneously always able to uncover new
corner cases we had not previously considered and became frustrated by the length and
complexity of instructions. While these suggestions directly influenced our final design, we
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also received a wide variety of other useful feedback which did not directly affect our design,
but may inspire future work or further improvements.

8.1 Rationale Expressiveness

Following Zaidan et al. (2007), we adopted excerpt-style rationales, which proved to be both
powerful and easy to process. Nevertheless, some workers expressed a desire for free-form
rationales, suggesting it would allow for more powerful expressiveness and justification, as
other prior work has allowed (Drapeau et al., 2016). As one worker commented:

Please add an additional box where the Turker can input comments, rather than
copy and pasting from the reference website.

Recall from Section 4 that we purposefully disallowed free-form rationales: by constrain-
ing rationales to exact in-document excerpts, we were able to exploit rationale similarity
comparisons methods that operate on simple string overlap. Future task designs might
simply incorporate a free-form rationale box in addition to the excerpt selection to allow
for more flexible justifications from workers and to provide them with peace of mind, even
if the free-form explanation was never utilized. We have discussed earlier how excerpt-style
rationales provide a benefit, even if ignored after collection.

Additionally, one area of future work we previously mentioned revolves around the ex-
ploration of more sophisticated string similarity metrics which respects notions of semantic
similarity, rather than simply string overlap (See Section 5). In addition to better mod-
eling similarity in excerpt-based rationales, such semantic similarity metrics might also be
able to derive utility from free-form rationales, a win-win for both task designers as well as
annotators who desire more flexible expression of justifying labeling decisions.

Zaidan et al. (2007) motivated rationales as useful for gaining traction on the credit-
assignment problem: helping a training model to better understand which subset features
best explained the annotator label assigned. If free-form rationales were allowed, it is an
open question how well they would support such use for dual-supervision. It would seem
that there may be a “chicken-and-egg” situation here: if we understood free-form language
well-enough to solve the credit-assignment problem, then our NLP models might already
be strong enough that such dual supervision was no longer beneficial.

8.2 Graphical Rationales

As mentioned earlier, textual excerpts cannot convey visual information in a document that
may be central to a worker’s justification. In fact, we did realize this limitation during our
pilot studies and incorporated this knowledge into our task design: recall that our final
design allowed workers to explicitly use the following string as their rationale in cases where
visual, rather than textual information, prompted their decision: The text did not help with
my decision. This simplifying design decision allowed us to maintain a notion of rationale
string overlap even in cases of visual information.

Nevertheless, we had several workers comment on this limitation of rationales and offer
suggestions for such cases. For example, consider the following piece of feedback:
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If the intent of the searcher is to find graphical information - i.e., ’Find maps
of the United States’ - there should be additional options for justifying the
response, such as enclosing link URLs.

The crowd worker makes a strong case and offers a simple solution for the problem,
albeit it one that clashes with the simplest notion of rationale similarity used in this study.
Alternatively, future work might consider other methods of incorporating visual information
into the rationale, such as allowing workers to directly draw bounding boxes around relevant
visual information on a page. Rationale overlap could then be computed as the area of
overlap between bounding boxes drawn by different workers. Such an approach would afford
workers greater expressiveness while preserving the notion of rationale similarity exploited
here.

9. Limitations and Future Work

We believe annotator rationales (Zaidan et al., 2007) offer a wide range of potential benefits,
beyond their original motivation to support faster machine learning relative to annotator
effort. While we have begun to explore this potential, we recognize a variety of limitations
of our work and imagine a number of ideas for future work.

Generality of findings. As articulated in Section 2.2, we perceive broad applicability
for rationales. Nevertheless, our study only considered one annotation task: text-based
relevance assessment. Moreover, a follow-on study (Kutlu et al., 2018) found various differ-
ences in empirical results which require further analysis. While prior work has considered
text and image classification tasks (Zaidan et al., 2007; Donahue & Grauman, 2011), this
is still a small set of tasks, and those works did not investigate rationales in the context
of improving annotation processes or quality. Thus a clear direction for future work is to
further investigate and assess the generality of findings reported in this study.

Sequential task design. In our Two-Stage Task, we referred to the first assessor as
“Tom” in order to make our task more personable. However, some secondary reviewers
might have interpreted this to mean that Tom is a real person. The name “Tom” may have
introduced unanticipated impacts regarding culture or gender assumptions. For instance,
the secondary reviewer may infer that “Tom” is a male from an English-speaking country,
suggesting cultural expertise or bias. In addition, a secondary reviewer completing many
tasks may form a mental profile of Tom’s judgments and their average reliability. Such
inferences, implicit or explicit, could influence the secondary reviewer’s beliefs about the
reliability of Tom’s judgments. Alternative designs might be considered. More broadly, be-
cause rationales enable multi-stage, iterative refinement of labels through creative workflow
design, a wide range of multi-stage workflows could be investigated (Lin et al., 2012).

What do annotators think? We hypothesized that requiring rationales could reduce
temptation to cut corners in judging relevance, but we could only evaluate our hypothesis
via submitted responses. User study techniques, such as surveys, observation, talk-aloud,
and retrospection could yield more in-depth findings to better understand how the rationales
design influenced annotator conceptualization and approach to the annotation task.

Better metrics for rationale similarity. In this work, we used simple character
overlap between rationales to measure textual similarity. In the image domain (Donahue &
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Grauman, 2011), one could similarly measure pixel overlap in bounding boxes. Intuitively,
better measures of rationale similarity should lead to better validation and aggregation.
To this end, future work on text might investigate embedding or transformer models, such
as word2vec (Mikolov et al., 2013) and BERT (Devlin et al., 2019). When working with
imagery instead of text, similar “visual word embeddings” might be explored instead.

Suggesting rationales to annotators. While our design required human annotators
to find suitable rationales completely on their own (manually), future work might automati-
cally suggest one or more potential rationales for annotators to select between and/or revise.
For our relevance judging task, passage-retrieval (aka focused-retrieval) IR (Trotman et al.,
2007) or extractive summarization approaches might suggest potentially relevant passages
to assessors. Ideally, such hybrid labeling would reduce human effort, but poor automatic
rationales could be worse than annotators starting from scratch (Ramı́rez et al., 2019), and
even good rationales may still bias human workers toward lower quality rationales than
they might have picked if working independently.

What rationales do annotators select, and why? When annotators have latitude
in selecting a small rationale from a larger example to provide for a given label, how do they
choose? With our task, a document may have a variety of relevant content to choose from,
as well as freedom in task instructions regarding rationale length. While our task design
likely biased assessors to select rationales near the start of the document, did they actually
do so? Is there any correlation between judgment accuracy and the rationale position in
the document? Such analysis was further complicated in our study of web pages due to
their complex page structure; the order of text written in HTML may differ from the order
in which the web page is designed to be rendered.

Measuring human agreement on rationales. Our heuristic filtering methods (Sec-
tion 5) employed rationale similarity statistics, but we have not performed detailed study
of rationale inter-annotator agreement statistics. As noted earlier, whereas simple labels
permit standard annotator agreement measures, more open-ended rationales require an ap-
propriate metric for measuring similarity, complicating analysis. The broader significance
here is that there is great interest today in eXplainable AI (XAI) systems that generate
rationales to explain model predictions. For example, recent work on neural models has
continued to investigate use human rationales to supervise models (Zhang et al., 2016; Bao
et al., 2018) and evaluate unsupervised models (Lei et al., 2016; Bastings et al., 2019). Un-
fortunately, human rationales are largely being used to train and evaluate model without
any inter-annotator statistics. A challenge in studying this issue systematically is that the
form of rationale being used in different studies varies greatly. We have also discussed how
annotation task design can also bias annotators in which rationales they select.

Better label aggregation via rationales. Zaidan et al. (2007) motivated rationales
as enabling dual-supervision over rationales and labels. While there has been plentiful work
on label aggregation (Sheshadri & Lease, 2013; Zheng et al., 2017), we know of no prior
work proposing dual-supervision for aggregation via rationales. In this paper, we presented
two heuristic methods, filtering judgments based on rationale overlap prior to aggregation
(Section 5). Future work could usefully investigate principled approaches to jointly exploit
label agreement with rationale similarity in order to better aggregate annotator responses.
As above, a metric for measuring rationale similarity is required.
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Creating gold labels. With objective tasks, we assume each question has a single
correct answer, often referred to as the “gold” label and generated by trusted and/or ex-
pert personnel. Because such personnel are typically busy and/or expensive, it would be
valuable if we could effectively engage the wider crowd in gold label generation. Oleson
et al. (2011) propose generating gold standard judgments using an initial set of manually
created judgments, based on detecting common worker errors and performing spot checks.
The additional quality and verifibiability of rationales suggest their use has potential here.

Improving gold labels. Another interesting direction is use of the crowd to find errors
in existing gold labels (Chang et al., 2015), to try to further improve the gold standard
(Wilbur & Kim, 2011). While gold labels and annotators are typically assumed to be
infallible, in practice gold datasets often hide underlying impurities, especially when created
without multiple annotators or quantified measures of inter-annotator agreement. With
rationales, when a worker disagrees with an accepted gold label, the rationale could help
establish the validity of an alternative answer or reveal error in the gold standard.

Going beyond Requester expertise. While many crowdsourcing studies assume
interchangeable workers, an original motivation for crowdsourcing was to discover and utilize
appropriate talent for a given task (beyond expertise within one’s own organization) (Howe,
2006). For example, if we want to identify the (subjective) best sushi restaurant in Amarillo,
TX, we might seek someone in the crowd having local expertise (Paiement et al., 2010). If
we imagine this restaurant problem in a foreign country with reviews written in a foreign
language, could rationales ease a Requester’s job in verifying reasonable crowd responses
describing an unfamiliar foreign region and language (Chen & Dolan, 2011)?

Supporting subjective tasks. With objective tasks, in which we assume each ques-
tion has a single correct answer, quality control often involves checking crowd responses
vs. experts (supervised, gold agreement) (Snow et al., 2008) or peers (unsupervised, peer
agreement) (Dawid & Skene, 1979). Subjective tasks, on the other hand, assume a diversity
of valid responses. For example, one might wish to poll the crowd to determine the dis-
tribution of popular opinion while ensuring data quality (e.g., not random clicking). With
such subjective tasks, rationales may be useful for both ensuring data quality and providing
further insight into responses. For example, if we want to identify the (subjectively) best
restaurant(s) to visit, movie(s) to watch, or product(s) to buy, based upon online reviews, a
rationale-based task might require not only selecting the restaurant, but also citing specific
evidence from the review(s) to support the answer. Future work might probe respondents
for likert-scale agreement with ethical, political, or medical arguments, citing key text they
identify as the rationale for their responses. As discussed in Section 2.2, we can also gener-
alize beyond text, e.g., polling likert agreement with a position statement based on audio
or video evidence, asking respondents to indicate a short segment of the audio or video that
most influenced their response.

10. Conclusion

We believe that forming a rationale is critical to forming a coherent judgment, whether
or not task instructions explicitly require it. Our results show that requiring annotators
to provide rationales incurs almost no additional time for experienced annotators (who
complete 20 or more tasks), suggesting that annotators might be already doing so implicitly.
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By choosing to capture this critical reasoning process, a variety of benefits can be realized
to improve transparency of work and quality of data from crowdsourcing, especially for
subjective tasks in which multiple answers may be valid.

In contrast with most prior work, we invite anyone interested to work on our tasks
(we perform no worker filtering), and we require no labeled data to test workers (i.e., on
questions with known answers). Despite this, our Standard Task serves as a strong baseline,
achieving 82% binary accuracy. Our Rationale Task design further improves data quality
while entirely ignoring the collected rationales. With only two workers, our sequential, Two-
Stage Task design achieves 85% binary accuracy. Aggregating judgments from 5 workers
provides further improvement, and by exploiting degree of overlap in judges’ rationales, we
can achieve 96% binary accuracy.

In addition to improved label quality, rationales provide further benefits. Rationales
enable future users of a dataset to verify the label quality. Thus, any problem in datasets
can be fixed and inaccurate evaluation of systems can be prevented. Furthermore, the
rationales themselves can be used as labels for various tasks such as passage retrieval.
Moreover, rationales enable a broader range of simple labeling tasks to benefit from iterative
task design by providing a communication channel between crowdworkers.
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