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#### Abstract

To explore the character of transport in a plasma turbulence model with avalanche transport, the motion of tracer particles has been followed. Both the time evolution of the moments of the distribution function of the tracer particle radial positions, $\left.\langle | r(t)-\left.r(0)\right|^{n}\right\rangle$, and their finite scale Lyapunov number are used to determine the anomalous diffusion exponent, $\nu$. The numerical results show that the transport mechanism is superdiffusive with an exponent $\nu$ close to $0.88 \pm 0.07$. The distribution of the exit times of particles trapped into stochastic jets is also determined. These particles have the lowest separation rate at the low resonant surfaces. © 2001 American Institute of Physics. [DOI: 10.1063/1.1416180]


## I. INTRODUCTION

Some of the phenomena observed in plasmas confined by magnetic fields suggest that a broad range of space and time scales play an essential role in the dynamics of the plasma. In particular, transport of particles and energy induced by turbulence have features that are not quite explained by local diffusive transport models. Two of these features are the non-gyroBohm scaling of the energy confinement ${ }^{1,2}$ and the anomalous plasma response measured in perturbative experiments. ${ }^{3,4}$ One of the possible explanations ${ }^{5}$ is that high-temperature magnetically confined plasmas are close to marginal stability and their dynamics are governed by self-organized criticality (SOC). ${ }^{6}$

The concept of SOC brings together the ideas of selforganization of nonlinear dynamical systems with the oftenobserved near-critical behavior of many natural phenomena. ${ }^{7}$ These phenomena exhibit self-similarities over extended ranges of spatial and temporal scales. In such systems, a feature of the dynamics is the existence of transport events of all sizes that we usually denote as avalanches.

Results of the analysis of fluctuation data from several experiments, including tokamaks, stellarators, and reversed field pinch, showed the self-similar character of the electrostatic fluctuations with a Hurst exponent, ${ }^{8} \mathrm{H}$, in the range $0.6-0.74 .{ }^{9}$ It is well known that for a time series with 1 $>H>0.5$, the data has long-range time correlations and when $0.5>H>0$, the series has long-range anticorrelations. The absence of time correlations (i.e., random) gives $H$ $=0.5$. Therefore the plasma fluctuations show the presence of long-range time correlations. There is also evidence of radial correlations over distances longer than the correlation length of the fluctuations ${ }^{10}$ and large structures have been directly observed in the plasma core temperature fluctuations. ${ }^{11}$ Such a character of the plasma fluctuations is consistent with plasma transport by avalanches.

Three-dimensional (3-D) calculations of plasma turbu-
lence based on different dynamical mechanisms have shown some of the characteristic SOC behavior ${ }^{12,13}$ and the presence of radially elongated structures. ${ }^{14}$ Some of the macroscopic results from these models when applied to subcritical conditions are consistent with results from simple cellular automata calculations based on the dynamics of the sandpile. ${ }^{5,15,16}$ In this simple model, transport processes are dominated by anomalous diffusion. ${ }^{17}$

To explore the character of the underlying transport in plasma turbulence, we have considered a 3-D pressure-gradient-driven turbulence model ${ }^{12}$ that has already been used to identify the presence of avalanche transport. In this model, we have followed the motion of tracer particles. Several moments, $\left.\langle | r(t)-\left.r(0)\right|^{n}\right\rangle$, of the distribution of the particle radial locations have been determined and also their dependence on the elapsed time, $\left.\langle | r(t)-\left.r(0)\right|^{n}\right\rangle=D_{0} t^{n \nu(n)}$. Because of the finite size of the system, we have also evaluated the finite scale Lyapunov number as an alternative technique to determine $\nu$. Both methods agree in the value of $\nu$. The determination of the exponent $\nu$ is important for constructing plasma transport models that incorporate the multiplicity of time scales involved in transport.

The calculated transport exponents may be explained in terms of fractional kinetics of the tracer particles, ${ }^{18,19}$ and they can be related to the decay exponents of the trapping time distributions of these particles.

The rest of this paper is organized as follows. In Sec. II, the turbulence model used in the present calculations is described. The results of the tracer particle transport are presented in Sec. III. In Sec. IV, we provide an interpretation of the numerical results in terms of fractional kinetics. Finally, the conclusions of this paper are given in Sec. V.

## II. TURBULENCE MODEL

We start with a cylindrical plasma confined by a magnetic field with average bad curvature. This plasma can be
unstable to resistive interchange modes. The dissipative terms control the instability threshold and once they are included, the model is a critical gradient model. A typical example of this type of plasma is the outer region of a stellarator with magnetic shear. In the past, the resistive pressure-gradient-driven turbulence has been used to describe these plasmas in a supercritical state. The same basic model has been used in Ref. 12 to study a subcritical state. This model was described in detail in Ref. 12. Here, we just summarize the basic equations. The fluctuation equations are as follows:

$$
\begin{align*}
& \frac{\partial \nabla_{\perp}^{2} \tilde{\Phi}}{\partial t}+\left\langle V_{\theta}\right\rangle \frac{1}{r} \frac{\partial \nabla_{\perp}^{2} \tilde{\Phi}}{\partial \theta}+\tilde{\mathbf{v}} \cdot \nabla \nabla_{\perp}^{2} \tilde{\Phi} \\
& \quad=-\frac{1}{\eta m_{i} n_{0} R_{0}} \nabla_{\|}^{2} \widetilde{\Phi}+\frac{B_{0}}{m_{i} n_{0}} \frac{1}{r_{c}} \frac{1}{r} \frac{\partial \widetilde{p}}{\partial \theta}+\mu \nabla_{\perp}^{4} \widetilde{\Phi},  \tag{1}\\
& \frac{\partial \widetilde{p}}{\partial t}+\left\langle V_{\theta}\right\rangle \frac{1}{r} \frac{\partial \widetilde{p}}{\partial \theta}+\tilde{\mathbf{v}} \cdot \nabla \tilde{p}=\frac{\partial\langle p\rangle}{\partial r} \frac{1}{r} \frac{\partial \widetilde{\Phi}}{\partial \theta}+\chi_{\perp} \nabla_{\perp}^{2} \tilde{p}+\chi_{\|} \nabla_{\|}^{2} \tilde{p} . \tag{2}
\end{align*}
$$

Here, $p$ and $\Phi$ are the pressure and electrostatic potential, the tildes indicate fluctuating quantities (in time and space), and the angular brackets, $\rangle$, indicate flux surface averaging, that is, the poloidal and toroidal angular average. The cylinder has a radius $a$ and length $2 \pi R_{0}$. The magnetic field along the cylinder is $B_{0}$, the ion mass is $m_{i}$, the averaged radius of curvature of the magnetic field lines is $r_{c}$, and the resistivity is $\eta$. The total flow velocity is expressed in terms of an averaged poloidal velocity plus a fluctuating component given in terms of a stream function $\widetilde{\Phi} / B_{0}$ :

$$
\begin{equation*}
\mathbf{V}=\left\langle V_{\theta}\right\rangle \hat{\theta}+(\boldsymbol{\nabla} \tilde{\Phi} \times \hat{z}) / B_{0} \tag{3}
\end{equation*}
$$

where $\left\langle V_{\theta}\right\rangle$ is the poloidal flow velocity, which is a function only of $t$ and $r$, and $\hat{\theta}$ and $\hat{z}$ are unit vectors in the poloidal and toroidal directions, respectively. The velocity stream function $\widetilde{\Phi} / B_{0}$ is trivially related to the electrostatic potential $-\widetilde{\Phi}$. In both Eqs. (1) and (2) there are dissipative terms with characteristic coefficients $\mu$ (the collisional viscosity) and $\chi_{\perp}$ (the collisional cross-field transport), respectively. A parallel dissipation term is also included in the pressure equation. This term can be interpreted as a parallel thermal diffusivity.

The instability drive is the flux surface averaged pressure gradient, $\partial\langle p\rangle / \partial r$, which is a function of $r$ and $t$. The evolution equation of the flux surface averaged pressure is

$$
\begin{equation*}
\frac{\partial\langle p\rangle}{\partial t}+\frac{1}{r} \frac{\partial}{\partial r} r\left\langle\tilde{V}_{r} \tilde{p}\right\rangle=S_{0}+S_{1}+D \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial\langle p\rangle}{\partial r}\right) . \tag{4}
\end{equation*}
$$

It contains a time-independent source term, $S_{0}$, which is only a function of $r$. This source of particles and heat is due, for instance, to neutral beam heating and fueling. In this case, $S_{0}$ is essentially determined by the beam deposition profile. In the present calculations, we use a parabolic profile, $S_{0}=\bar{S}_{0}\left[1-(r / a)^{2}\right]$. Even the best beams have time and radial variations in the amount of heating deposited; this is represented by an added noise term, $S_{1}$, which we choose to be random in radius and time. Implicitly, $S_{1}$ reflects variations on time scales slower than fluctuation time scales, of the order of $400 \tau_{\mathrm{hp}}$, hence its poloidal isotropy. Here, $\tau_{\mathrm{hp}}$ is
the poloidal Alfvén time. The surface averaged quantities are not static, but they vary on time scales long compared to the fluctuations. The collisional diffusion coefficient, $D$, is taken to be different from the one in the fluctuation equation, Eq. (2).

The main transport mechanism that we study is the turbulent transport through the second term on the left-hand side of Eq. (4). However, the collisional diffusion term on the right-hand side is negligibly small for the calculations presented in this paper.

In a subcritical state, to reach a self-organized state (when such a state exists), it is necessary to have noise in the system. In some simple dynamical models, like the sandpile, the noise is external noise and the SOC state is reached by taking the limit of small noise. In the model presented here, there are two types of noise.
(1) To start the 3-D nonlinear calculations, a low level of background fluctuations is initialized. These are the seeds for the instabilities to grow. We choose a random distribution of amplitudes and phases with an averaged fluctuation level below $10^{-5}$. In our experience for fluctuation levels this low, the results in the nonlinear regime are not sensitive to these initial conditions.
(2) The second source of noise is the external pressure source $S_{1}$ in Eq. (4). The external noise is not needed to reach a supercritical state. However, it is essential in exploring the subcritical regime.

## III. STEADY STATE TURBULENCE WITH PARTICLE TRACERS

To investigate the transport dynamics close to marginal stability, the model must have a critical pressure gradient below which resistive interchange modes are stable. This is achieved by having finite values of the dissipative terms in the fluctuation equations. These dissipative terms also control the width of the wave number spectrum. To be able to carry out these 3-D nonlinear calculations, we have to limit this width. Here, we take $\mu=0.2 a^{2} / \tau_{R}$ and $\chi_{\perp}=0.025 a^{2} /$ $\tau_{R}$, where $\tau_{R} \equiv a^{2} \mu_{0} / \eta$ is the resistive time and $a$ the minor radius. The resistivity is such that the Lundquist number is $S=10^{5}$ for all these calculations, and $\beta_{0} / 2 \epsilon^{2}=0.018$. Here, $\beta_{0}$ is the value of $\beta$ at the magnetic axis and $\epsilon=a / R_{0}$.

To avoid problems with the boundaries, only modes with resonant surfaces in the range $0.2<r / a<0.8$ have been included in the calculation. Outside this region, the collisional diffusivity $D$ is increased by a factor of 4 to compensate for the lack of anomalous transport and to avoid distortion of the profiles. We include 363 Fourier components to represent the poloidal and toroidal angle dependence for each fluctuating component. The radial grid resolution is $\Delta r=7.5 \times 10^{-4} a$. The nonlinear evolution has been carried out with the KITE code. ${ }^{20}$

To study the transport properties of this turbulence model, a steady state must be reached. A particle source is included to maintain the averaged profile. In general, however, this source is noisy. This is represented by the source $S_{1}$ in Eq. (4). This noise is responsible for the dynamics in steady state. The noise is taken into account in the calcula-
tion as follows. At a fixed number of time steps (typically between 100 and 400), a small averaged pressure perturbation is added with a $50 \%$ probability. This addition of pressure corresponds to times of the order of $50 \tau_{\mathrm{hp}}$ to $200 \tau_{\mathrm{hp}}$. This perturbation is radially localized. It has a Gaussian form with a width of $W=0.01 a$; the amplitude is 0.05 times the local value of the normalized (to its $r=0$ value) equilibrium pressure. The radial location of the averaged pressure perturbation is randomly chosen in the range $0<r / a<0.7$. A very low random level of non-axisymmetric perturbations is also initialized (about $0.001 \%$ fluctuations) as a seed for the instabilities. We consider first the case without averaged poloidal velocity.

As the average pressure perturbations are added, they trigger local instabilities in the plasma at the corresponding resonance surface. The instability locally flattens the pressure profile and causes a change of gradient in the nearby surfaces, which may become unstable, and so continue the process. Eventually, the excess pressure deposited at the core is transported to the edge of the plasma. This process has the characteristic properties of an avalanche. It is a true avalanche in the sense that propagation is both up and down the gradient. The downward propagation is dominant. A more detailed description of the dynamics of this model is given in Ref. 12.

We use pseudoparticles as tracers because of the time requirements of the turbulence calculations. These tracers are solutions of the equation of motion:

$$
\begin{equation*}
\frac{d \mathbf{r}}{d t}=\mathbf{V}(\mathbf{r}, t) \tag{5}
\end{equation*}
$$

Here, the velocity is the $E \times B$ velocity because no diamagnetic effects are included in this model, and it is given in terms of the stream function

$$
\begin{equation*}
\mathbf{V}(\mathbf{r}, t)=\frac{1}{B^{2}} \mathbf{E} \times \mathbf{B}=\frac{1}{B^{2}} \boldsymbol{\nabla} \Phi(\mathbf{r}, t) \times \mathbf{B} . \tag{6}
\end{equation*}
$$

Because our model is electrostatic, all information on turbulence evolution is through $\Phi$.

We use the electrostatic approximation in the dynamical evolution because of the simplification of the calculation. Since we have to carry out these calculations in a time range that covers from the fluctuation time scale to transport scales, 3-D turbulence calculations became nearly prohibitive when the electromagnetic terms are included. For resistive interchange turbulence at low $\beta$ values, the electrostatic approximation is quite a reasonable approximation.

The tracers are initialized at random poloidal and toroidal positions around a given radius and with random initial velocities. Because in Eq. (6) the velocity component along the magnetic field is zero, the tracers move at a constant component of the velocity in this direction. This component is the initial one.

To investigate the dynamics of these tracer particles, we have followed their orbits. In their evolution, the tracer particles are either trapped in eddies for long times, or they can jump over several sets of eddies in a single flight (Fig. 1). Therefore, both characteristic features of the anomalous dif-


FIG. 1. Example of two tracer particle orbits having extreme behaviors. One is trapped in an eddy, while the other is doing several flights.
fusion, particle trapping and particle flights, are present in this model. Trapping times for tracer particles can be calculated, as it is described later. However, from a quantitative point of view, there is no simple way of defining a flight.

The finite size of the system introduces practical problems in evaluating the dynamics of the tracers. These problems are particularly acute when there are such disparate behaviors on particle trajectories as illustrated in Fig. 1. In this situation, some particles stay trapped for very long times while others walk out of the system in very short times. A commonly used remedy for dealing with the particles leaving the system is to put back into the plasma these tracer particles and keep following their orbits as if their radial positions are unbounded. This technique allows us to follow a bunch of tracer particles for as long as we desire, but it causes some distortions in the particle properties that we have to avoid, as will be discussed in the following.

In following tracer orbits, we have calculated the ensemble average of several powers of the radial displacement as a function of time. As discussed in Ref. 17, because of the finite size of the system, it is useful to evaluate different moments of the distribution function of the radial positions of the tracer particle in order to extract the proper similarity exponent. That is, we calculate

$$
\begin{equation*}
\left\langle[r(t)-r(0)]^{n}\right\rangle=D_{0} t^{n \nu(n)}, \tag{7}
\end{equation*}
$$

where $r(t) \equiv|\mathbf{r}(t)|$. We evaluate Eq. (7) for different values of $n$, greater and smaller than 1 . Here, the angular brackets indicate ensemble averaged over the particle tracers. From Eq. (7) we can, in principle, determine whether the diffusion is normal, $\nu=0.5$, or anomalous, $\nu \neq 0.5$. Of course, if the probability distribution function of the particle positions at different times is not self-similar, the exponent $\nu$ can be a function of $n$. Consideration of several moments of the probability function allows us to determine its self-similarity properties.


FIG. 2. The $n=1$ and $n=2$ moments of the tracer particle positions started near $r / a=0.3$. A power fit to the asymptotic time scaling of the two moments gives $\nu=0.91$ and $\nu=0.84$, respectively.

In these studies, we have used 2000 tracer particles with random initial conditions around a given radial position. These particles are followed for two resistive times, that is, $4 \times 10^{5}$ time steps. Over a time interval of about a decade, the moments of the tracer particle positions can be fitted by a power law. An example of the evaluated $n=1$ and $n=2$ moments is shown in Fig. 2. A power fit of the form $D t^{n \nu}$ to the large $t\left(t>0.2 \tau_{R}\right)$ power scaling region of these two moments gives $\nu=0.91$ and $\nu=0.84$, respectively. This is a clear indication that the transport is superdiffusive.

As discussed in Ref. 17 for the sandpile model, the probability distribution function (PDF) of the tracer particle positions at different times, $P(r, t)$, has different similarity scaling for large $r$ and small $r$. This means that a simple scaling of the probability distribution of the form $P(r, t)$ $=t^{-\nu} F\left(r / t^{\nu}\right)$ is not possible for all scales with the same value of $\nu$. The self-similarity scaling is broken by the tracer particles that are put back into the plasma as a consequence of the finite size of the system. This symmetry breaking only affects the high- $r$ region of the distribution. Therefore, to better determine $\nu$, we calculate several moments of the distribution function as shown in Eq. (7) and determine $\nu(n)$. In Fig. 3, there is an example of the calculated $\nu(n)$. Figure 3 shows that there are two linear scaling regions for $\nu(n)$, the low- $n$ and high- $n$ regions. They provide information on two regions of the PDF, for low $r$ and high $r$, respectively. For high $n, \nu(n)$ is smaller than $\nu(n)$ for low $n$. For large $n$, $\nu(n)$ tends to be 0.5 . For a particle moving in the plasma with position $r<a$, the flight length may be of the same size as the particle position. Therefore, this particle does not yet know that there is a limit in the size of a flight. When summing over flights, the distribution of sums is possibly close to a stable Levy distribution. However, when a tracer particle has moved out of the plasma and put back in several times, its effective radial position $r$ is such that $r \geqslant a$. Such a par-


FIG. 3. The $\nu(n)$ for several moments of the distribution. The plot shows two asymptotic regions, the low- $n$ and high- $n$ regions. They provide information on two regions of the PDF, for low- $r$ and high- $r$, respectively.
ticle knows that the flights are all shorter than $a$. They have a Levy-type distribution that is truncated at a finite length. When partial sums of flights are done to calculate the particle motion, the particle positions no longer have a Levy-type distribution. Because of the truncation, the variance of the flights is finite, and the successive sums are distributed close to a Gaussian. ${ }^{21}$ Therefore, the $n \gg 1$ moments that sample these $r>L$ particle positions should scale with an index of $\nu \approx 0.5$. Note that the $n>1$ regime is only the result of the way we treat particles when they reach boundary. For low $n$, the value of $\nu$ is larger than 0.5 . This is the relevant regime for the transport calculation because it describes the transport process within the minor radius of the plasma, that is for $r$ $<a$. Because of the finite size of the system, we are not dealing with the asymptotic $t \rightarrow \infty$ limit. We are considering time of the order of a confinement time for the low- $n$ regime and several confinement times for the large- $n$ regime. That is the reason for the apparent discrepancy with the results of Refs. 22 and 23.

The values of $\nu(n)$ for all $n$ 's considered are plotted in Fig. 3. For $n<2$, the averaged value is $\nu(n)=0.81$, and $\nu(n)=0.49$ for $n>2$.

The separation of $\nu(n)$ in two regions allows us to calculate $\nu$ correcting for the problems introduced by the finite size of the system. However, it is never totally clear what is the proper time range for evaluating $\nu$. As can be seen in Fig. 2, there are at least three regions in time where the moments defined in Eq. (8) can be fitted by a power law. We also know from the previous discussion, that if the calculation is taken further in time a nonphysical diffusive region will ultimately appear. Is the last of the three regions in Fig. 2 the proper asymptotic region for this determination? This is a question difficult to answer with the available information. For this reason, we have applied an alternative approach ${ }^{24}$ to determine the exponent $\nu$.

When we determine the positions of the tracer particles at a given time, some of the particles can be quite far away from the bulk of the bunch, and some have even walked out of the system all together. Therefore, it makes sense in a finite size system to determine the time for a group of particles to reach a given distance. In this way, one has a better control of the particle positions. This is the essence of the method proposed in Ref. 24. Following this method, we define an initial mean square separation between a set of $N$ particles as

$$
\begin{equation*}
\delta(0)^{2}=\frac{1}{N} \sum_{i=1}^{N}\left|r_{i}(0)^{2}-\left\langle r_{i}(0)\right\rangle^{2}\right| \tag{8}
\end{equation*}
$$

where $\left\langle r_{i}(0)\right\rangle$ is the mean radial position of the tracer particle $i$,

$$
\begin{equation*}
\left\langle r_{i}(0)\right\rangle=\frac{1}{N} \sum_{i=1}^{N} r_{i}(0) \tag{9}
\end{equation*}
$$

We follow $M$ bunches of $N$ particles and determine for each bunch the time, $T_{j}(1)$, taken to multiply their initial mean square separation by a given factor $\rho$; that is, to have a mean square separation $\delta(1)=\rho \delta(0)$. The mean time to increase by a factor of $\rho$ the mean separation between particles is then

$$
\begin{equation*}
\left\langle T_{j}(1)\right\rangle=\frac{1}{M} \sum_{j=1}^{M} T_{j}(1) \tag{10}
\end{equation*}
$$

This experiment can be repeated by successive increases by a factor of $\rho$, the mean square separation between particles. After $m$ iterations, the particles have a mean square separation of $\delta(m)=\rho^{m} \delta(0)$, and the average time taken to reach this state is $\left\langle T_{j}(m)\right\rangle$. This allows us to define a finite scale Lyapunov exponent:

$$
\begin{equation*}
\lambda[\delta(m)] \equiv \frac{\ln (\rho)}{\left\langle T_{j}(m)\right\rangle} \tag{11}
\end{equation*}
$$

Note that for $\delta \rightarrow 0$, Eq. (12) gives the Lyapunov exponent. In Fig. 4, and for the same plasma parameters and initial tracer particle positions as the calculation of Fig. 2, we have plotted the values of $\lambda$ as a function of $\delta$. As shown in Fig. 4, $\lambda$ as a function of $\delta$ has three very well defined regions. At very low values of $\delta, \lambda$ is independent of $\delta$. In this region, $\lambda$ is the Lyapunov exponent. The second region shows a power fall off, ${ }^{24}$

$$
\begin{equation*}
\lambda(\delta) \propto \delta^{-1 / \nu} \tag{12}
\end{equation*}
$$

If the probability distribution function of the tracer particle positions is self-similar and as a consequence $\nu$ is independent of $n$, then from Eq. (7), we have $\delta \propto T^{\nu}$. From the definition of $\lambda$, Eq. (11), we can see that the exponent $\nu$ in Eq. (12) is the same $\nu$ as in Eq. (7); $\nu$ is the scaling exponent that we are seeking. In the third region, $\lambda$ falls off very fast. This last region corresponds to particles walking out of the system. In the present calculations, we have taken 15 bunches of 200 particles. A fit by a power law of the second region gives an exponent $\nu=0.87 \pm 0.03$ for particles starting around $r$


FIG. 4. For the same plasma parameters and initial tracer particle positions as the calculation of Fig. 2, we have plotted the values of the nonlinear Lyapunov number $\lambda$ as a function of $\delta$ for two radial position of the initial tracers.
$=0.3 a$, and $\nu=0.89 \pm 0.12$ for particles starting around $r$ $=0.5 a$. These values are not inconsistent with the value determined by the first method $\nu=0.81$.

In the case of supercritical transport, the noise source $S_{1}$ can be removed. We repeated the calculation of the particle tracers in this situation, and the plot of $\lambda(\delta)$ is shown in Fig. 5. A fit to the second algebraic region gives $\nu=0.89 \pm 0.14$; this value is very close to the ones obtained for subcritical transport.


FIG. 5. In the case of supercritical transport, the plot of $\lambda(\delta)$ vs $\delta$ gives an exponent $\nu=0.89 \pm 0.14$; this value is very close to the ones obtained for subcritical transport.

We can study the transport properties of this system from another perspective. Let us consider a particle trajectory that we call the basic trajectory, and a second trajectory that starts simultaneously with the first one. The initial condition for the second trajectory differs from the basic one by a small distance $\delta_{0}$. When the distance $\delta(t)$ between the two trajectories reaches a given value, $\delta_{f}$, we measure and store the time $T$, such $\delta(T)=\delta_{f}$. At this point, we start a new trajectory for the same basic trajectory, and we repeat the process. After many iterations, we accumulate a sequence of times that it takes the trajectories to get $\delta_{f}$ apart. We also accumulate the information on the length along the orbit until the particles separate and on the radial position where they separate. This approach is similar to the usual method of determining the Lyapunov number, but for a finite size separation. In the following results, we have used $\delta_{0}=0.001 a$, the lowest possible value, because of the limitation of the radial resolution, and $\delta_{f}=0.003 a$.

By looking at the PDF of the radial positions where the particles separate, we find that it has considerable structure. This structure is directly related to the rational values of the safety $q$ profile. There are fewer events of particles separating at the radial position of a low- $n$ rational surface. At these positions the turbulent eddies are centered and within these eddies the particles are trapped for long times. These structures are the stochastic jets defined in Ref. 25, and they can be visualized as toroidal structures where the tracers are trapped. While trapped in poloidal and radial directions, the tracers along the toroidal direction within these structures travel at a relatively constant velocity. In the radial regions, between eddies the trajectories become stochastic and the Lyapunov number is large. In these regions, there are many particle separation events. We can see that in Fig. 6, where we have plotted PDF of the radial positions, where the particles separate. We have used a requirement of 100 events per bin to minimize noise; therefore, only structures associated with low rational surfaces remain. In Fig. 6, we have also plotted the positions of these low rational surfaces.

A way of measuring the particle trapping times is by the time that the particles stay together in the stochastic jets. This is not necessarily an exact definition, but as seen in Fig. 6, it gives a good description of trapping times. The PDF of the trapping times provides additional information on transport properties of the tracer particles. As shown in Fig. 7, the PDF of the trapping times has a power tail for large values of the trapping times with a decay exponent $-1.83 \pm 0.22$. If the system were unlimited, that would imply a divergence of the second moment of the PDF. The implications of this slow falloff will be explored in Sec. IV. As the tracer particles travel together, the length along the orbit before separation can also be calculated. As shown in Fig. 8, the PDF of the length along the trajectory decays as the -2.0 power for all values of the length. This may reflect that particle motion along the orbit is nearly uniform with the toroidal motion being the dominant one.

## IV. FRACTIONAL KINETICS OF PARTICLE TRACERS

The information obtained from the tracer particles can be interpreted using the concept of fractional kinetics. ${ }^{18,19}$ As


FIG. 6. PDF of the radial positions where two particles that started close together separate. We have used a requirement of 100 events per bin to minimize noise; therefore, only the structure associated with low rational surfaces remains. We have also plotted the positions of these low rational surfaces.
mentioned in Sec. I, large-scale fluctuations in the plasma take place and influence the tracer particle transport. We can identify the large-scale fluctuations with an appearance of spontaneous bursts in time-space dynamics or with coherent time-space structures (like "avalanches"). Tracers can be trapped in the vicinity of coherent structures and travel with the structure. This type of particle dynamics was called stochastic jets in Ref. 25. In our calculations, Fig. 6 shows the


FIG. 7. The PDF of the trapping times of the particle tracers. For the large values of the trapping times, the PDF decays as a power with an exponent $\gamma=-1.83 \pm 0.22$.


FIG. 8. The PDF of the length along the trajectory of the particle tracers. For the large values of the length, the PDF decays as a power with an exponent of -2.08 . This may reflect that the toroidal velocity, which is a constant random number, dominates the particle motion along the orbit.
radial distribution of those jets. Particles in a jet are traveling together with other particles of the same jet. They have power law statistics of the particle's escape from the jet. Following this pattern, one can split the distribution function of tracers $P(x, t)$ into two parts, a normal $P_{n}$ and singular $P_{s}$. It is the singular part of the distribution, $P_{s}(x, t)$, that describes long-scale fluctuations and that is responsible for the anomalous diffusion. In one-dimensional kinetics, $P_{s}(x, t)$ satisfies the fractional kinetic equation:

$$
\begin{equation*}
\frac{\partial^{\beta} P_{s}(x, t)}{\partial t^{\beta}}=D_{\text {an }} \frac{\partial^{\alpha} P_{s}(x, t)}{\partial|x|^{\alpha}} \tag{13}
\end{equation*}
$$

with an appropriate exponent, $(\beta, \alpha)$, that can be fractional and with an anomalous diffusion coefficient, $D_{\text {an }}$. Although the second and higher moments of $x$ are infinite for $\beta<1$ and $\alpha<2$, space-time truncated moments are finite. Only they are considered in the numerical calculations and in the analytical interpretation of the results. Thus,

$$
\begin{equation*}
\langle | x\left\rangle \sim t^{\beta / \alpha}\right. \tag{14}
\end{equation*}
$$

with $\nu=\beta / \alpha$. The ratio, $\beta / \alpha$, can be expressed through the scaling parameters, $\lambda_{x}$ and $\lambda_{t}$, that characterize the renormalization properties of particle trajectories in space and time, respectively. Namely, ${ }^{19}$

$$
\begin{equation*}
\nu=\ln \lambda_{x} / \ln \lambda_{t} \quad\left(\lambda_{x} \lambda_{t}>1\right) \tag{15}
\end{equation*}
$$

which follows directly from Eq. (13) after the rescaling of the time and space coordinates

$$
\begin{equation*}
x \rightarrow \lambda_{x} x, \quad t \rightarrow \lambda_{t} t . \tag{16}
\end{equation*}
$$

The most difficult part of the diagnostics of particle dynamics is obtaining the parameters $\lambda_{x}, \lambda_{t}$. One possibility is the calculation of the escape time statistics for particles in stochastic jets because only these particles are responsible for the long-term asymptotics of the escape time distribution.

Following Ref. 26, consider a domain $A$ of the escaping particles in phase space with a phase volume $\Gamma_{0}=\Gamma(A)$. Assume that the particle dynamics are Hamiltonian although the plasma flow is not. Hamiltonian dynamics preserve phase volume $\Gamma_{A}$ during the time evolution, but the enveloped coarse-grained volume $\Gamma_{t}$ grows with time. The escaped particles from $A$ are dispersed in the volume $\Gamma_{t}$ after time $t$, and the effective number of particles that occupy $\Gamma_{t}$ is

$$
\begin{equation*}
n_{t} \sim t \Gamma_{t} . \tag{17}
\end{equation*}
$$

The corresponding integrated probability of a particle to escape from $A$ during $t$ is

$$
\begin{equation*}
P_{\mathrm{int}}(t) \sim t_{0} \Gamma_{0} / t \Gamma_{t} \tag{18}
\end{equation*}
$$

where $t_{0}$ is a characteristic time.
In the two-dimensional phase space $\left(x, p_{x}\right)$, we can estimate

$$
\begin{equation*}
\Gamma_{t} \sim x p_{x} \sim x^{2} / t \tag{19}
\end{equation*}
$$

Here, $p_{x}$ is the component of the moment of the tracer particle in the $x$ direction. We can now estimate the escape probability as

$$
\begin{equation*}
P_{\mathrm{esc}}(t)=\frac{d}{d t} P_{\mathrm{int}}(t) \sim t_{0} \Gamma_{0} / t x^{2} \sim t_{0} \Gamma_{0} / t^{\gamma} \tag{20}
\end{equation*}
$$

with $\gamma=1+2 \nu$. In Eq. (20), we have introduced the particle escape probability density $P_{\text {esc }}(t)$ with a corresponding characteristic decay exponent $\gamma$.

All of these estimates were for one-dimensional trajectories. Real dynamics of tracers in the calculations are 3-D, and all trajectories, determined as jets, are elongated in the toroidal direction. Numerical calculations give a diffusive dispersion of tracers in the radial direction, characterized by an exponent $\nu \cong \nu(1) \sim 0.88$. We also calculated the trapping time probability, $P(t)$, (see Fig. 7) that scales as

$$
\begin{equation*}
P(t) \sim 1 / t^{\gamma_{l}} \tag{21}
\end{equation*}
$$

with $\gamma_{l} \sim 1.83$. It is easy to find a connection between $\gamma_{l}$ and $\gamma$. Let us consider a tracer that travels inside a jet as a "flight." Assuming that the distribution of the flights along the tube of the length $l$ is approximately uniform and that $l$ $\sim$ const $t$, we conclude that

$$
\begin{equation*}
P(t) \sim l P_{\mathrm{esc}}(t) \sim t P_{\mathrm{esc}}(t) \tag{22}
\end{equation*}
$$

This result implies that $\gamma_{l}=\gamma-1=2 \nu$. Therefore, $\gamma=1.76$ $\pm 0.14$, consistent with the numerical result $\gamma=1.83 \pm 0.22$ from Fig. 7.

## V. DISCUSSION AND CONCLUSIONS

We have investigated the transport properties of a 3-D pressure-gradient-driven turbulence. This system was characterized by subcritical transport by avalanches when a noise source was introduced in the equations. Similar properties of avalanche transport are found in the supercritical regime. The use of particle tracers in this system has allowed us to characterize, through different diagnostics, the transport properties of the tracers in such a system.

The main results are that the transport is superdiffusive with a transport exponent of $\nu=0.88 \pm 0.07$. There is no change of the exponent, within the error bars, in going from subcritical to supercritical transport. Several of the methods used in calculating this exponent lead to the same result.

The transport picture coming from these calculations agrees with the one put forward in Ref. 5. Particles are trapped in eddies at the resonant surfaces; they move as jets along the torus. When the particles reach near the boundary of the eddy, where the trajectories become stochastic, they travel fast radially. As they do that, they can travel across several eddies in a single flight. This combination of trapping and flights is consistent with the simple picture given by the sandpile model of Ref. 5.

The transport dynamics of the tracer particles may be interpreted with fractional kinetics. This interpretation provides a consistent picture of the trapping time distributions and the radial anomalous diffusion exponent.
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## APPENDIX: FRACTIONAL CALCULUS

Here, we give a short summary of fractional calculus. Necessary elements of the fractional calculus can be found in Refs. 27 and 28. Let us define a Fourier transform of $g(x)$ as

$$
\begin{equation*}
g(x) \stackrel{F}{\rightarrow} g(q)=\int_{-\infty}^{\infty} g(x) e^{i q x} d x . \tag{A1}
\end{equation*}
$$

The simplest way is to define fractional derivative of order as

$$
\begin{align*}
& \frac{d^{\alpha}}{d x^{\alpha}} g(x) \xrightarrow{F}(-q)^{\alpha} g(q), \\
& \frac{d^{\alpha}}{d(-x)^{\alpha}} g(x) \xrightarrow{F}(i q)^{\alpha} g(q) . \tag{A2}
\end{align*}
$$

A symmetrized fractional derivative can be defined as

$$
\begin{equation*}
\frac{d^{\alpha}}{d|x|^{\alpha}} g(x) \xrightarrow{F}-|q|^{\alpha} g(q) \tag{A3}
\end{equation*}
$$

or in an explicit form
$\frac{d^{\alpha}}{d|x|^{\alpha}} g(x)=-\frac{1}{2 \cos (\pi \alpha / 2)}\left[\frac{d^{\alpha}}{d x^{\alpha}}+\frac{d^{\alpha}}{d(-x)}\right] g(x) \quad(\alpha \neq 1)$.

The following properties of fractional derivatives are useful in applications:

$$
\begin{align*}
& \begin{array}{l}
\frac{d^{\beta}}{d t^{\beta}} \phi(t)= \\
\\
\quad+\frac{1}{\Gamma(1-\beta)} \int_{0}^{t} \frac{t^{-\beta}}{\Gamma(1-\beta)} \\
\\
\frac{d^{\beta}}{d t^{\beta}} t^{\delta}= \\
\frac{\Gamma(t-\tau)^{\beta}}{\Gamma(1+\delta-\beta)} t^{\delta-\beta} \quad(t>0) \\
\frac{d^{\beta}}{d t^{\beta}} 1=\frac{t^{-\beta}}{\Gamma(1-\beta)} \\
\frac{d^{\beta}}{d t^{\beta}} \frac{d^{\nu}}{d t^{\nu}}=\frac{d^{\beta+\nu}}{d t^{\beta+\nu}}
\end{array} .
\end{align*}
$$

The explicit form of the fractional derivative, Eq. (A5a), shows the nonlocal character of those derivatives.

An important formula of integration by part can be applied to the scalar product:

$$
[g(x) \cdot f(x)]=\int_{-\infty}^{\infty} d x g(x) f(x)
$$

Then

$$
\begin{equation*}
\left[g(x) \frac{d^{\alpha}}{d x^{\alpha}} f(x)\right]=\left[f(x) \frac{d \alpha}{d(-x)^{\alpha}} g(x)\right] . \tag{A6}
\end{equation*}
$$
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