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ABSTRACT 

In this paper, we propose a new algorithm for image 
segtnentation based on the Markov Random Field (MRF) and 
the Ant Colony Optimization (ACO) metaheuristic. The 
underlying idea is to take advantage from the ACO 
nietaheuristic characteristics and the MRF theory to develop a 
novel ngents-based approach to segment an image. The 
proposed algorithm is based on a population of simple agents 
which construct a candidate partifion bv a relaxation labeling 
with respect to the contextual constraints. The obtained results 
show the efficiency of the new algorithm and that it competes 
with otlier global stoclinstic opfiinization nlethods like 
Simulated annealing and Genetic algorithm. 

I .  INTRODUCTION 

Image segmentation is a low level image processing task that 
aims at partitioning an image into meaningful regions so that 
each region groups contiguous pixels shariog similar attributes 
(intensity, color, etc.). Image scgmentatioti has been the subject 
of intensive research. and a wide variety of image segmentation 
techniques have been reported in the litcraturz. A good review 
of’ these methods can be foimd in [13]. Among them, Markov 
random field (MRF) is one of the most frequentlv utilized 
techniques (1.3-4; 7, 9-11, 141. The MRF based image 
segmentation method is a process seeking the optimal labeling 
of the image pixels. Due to its local characteristics. MRF allows 
the label selection o f a  pixel to be conditioned explicitly on the 
local interaction between the pixel and ifs neighbors withiti B 
well-defined neighbrhood system without involving all the 
pixels of the image. The image is segmented by maximizing the 
a posteriori prohahilily (MAP) of the labeling space given the 
image pixels. The MRF-MAP framework involves solving an 
energy maximizatioii (or minimization) problem. However this 
maximization is combinatorial and the energy fu~ictio~i is 
usually non convex and may exhibits manv local inininla in the 
solution space. As a result, niaiiy global optimization methods 
have been investigates as  a solution to this combinatorial 
problem. such as the sintulatcd annealing (SA) [91 and the 
genetic a lgor i thm(G~)  1 1 ,  111. 

Ant Colony Optimization (ACO) metaheuristic [I21 is a 
recent population based approach inspired by the observatioii of 
real ants colony and based upon their collective foraging 
behavior. In ACO, solutions of  the problem are colistrueled 
within a stochastic iterative process, by adding solution 
components to partial solutions. Each individual ant constructs a 
part of the solution using an artificial pheromone, which reflects 
its experience accumulated while solving the problem_ and 

heuristic information dependent on the prohlem. In this paper. 
we propose an MRF image segmentation using the Ant Colony 
System (ACS) algorithm which is the best algorithm following 
the ACO. Our main motivation is tllat ACO nietaheuristic has 
heen successfully applied to several NP-hard combinatorial 
optimization problems and has teen shown to be competitive 
against conventional global optimization methods like GA and 
SA [j]. The underlying idea is to take advantage from the ACO 
metaheuristic characteristics atid the MRF theory to develop a 
novel agents-based approach to segment an image. The 
proposed ACS algorithm-based segnientation is a distributed 
algorithin based on a population of ants. Each ant constructs a 
candidate partition by assigning each pixel to the nearest class 
with respect to the contextual constraints. Afler some iterations. 
the best partition representing the optiinurn value of the 
objective function emerges. Experimental results show that the 
ACS-MRF based image segmentation yields good qualily 
solution comparable to SA and GA. 

Consequently and in order to he self-contained. the rest o f  
the paper is organized as follows. Section 2 presents a brief 
review on image modeling using MRF. Section 3 describes 
ACO algoritliin and the ACS version. Scction 4 investigates the 
application of ACS for MKF based image segmentation. I n  
section 5 we present the experimental results and finally a 
conclusioi~ is drawn in section 6. 

2. *IMAGE MODELING USING MARKOV 
: RANDOMFIELD 

The MRF was introduced in image analysis by Geman and 
Geman 191. MRF is a stochastic process in which spatial 
relations within the image are included in the labeling process 
through statistical dependence among neighboring pixels. The 
pixels of the image are indexed by a regular lattice 
.S={t,,y >, ... sN] and each pixel s is characterized by the gray level 

p fromthesct I’={v,/Vs~SJ.TholahelingofSisdenotedhy 

X={&: xJ EA_ s ES)  where Xr denotes the corresponding 
class label from the set of labels A={O,..L-I} ofthe pixel s. S i s  
a particular realization of a random field X which is ail MRF on 
S with respect to a neighboring system N={N,  ~ s E S ) .  where 
N ,  is the set ofpixcls neighboring s. 

of the image. which is 
the estimation of the true but unknown labeling x*. According 
to the MAP estimate 181 we have: 

The goal is to find the labeling 
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We make the assumption that the image data arc conditional 
independent and tliat 1. is ohtained by adding an identical 
indeneiideritlv distri huted (i.i.d.1 Gaussian noise. We Iiavc: 

According to tlie Hammerslcy-Cliifofd theorem. the probability 
density of the prior model P(X)  ispiven by a Gihbsdistlibution 

with respect to the neighhoring system hl. P(X) has de form: 

2 is the normalization function. Vc(,i3 is the potential Siinction 
for clique e and C is the set of  all cliques oYer the image. A 
cliquc is a set of pixels that are neighboring of on?. mother. In 
this paper we consider only tlie pair-site clique potentials of 8- 
neighharhood system. \villi the form V(XI.X>)=-[j if .n=X: and 
0 otherwise. p is a positive parameter and the larger p, tlie larger 
is the intluence of the neighboring pixels. 

According. ( I )  can he expressed by the following equation 

3. ANT COLONY SYSTEM 

Ant Colony Optimization (ACO) was initially introduced by 
Marco Dorigo in collaboration with Alherto Colomi and 
Vinario Maniezzo [2> 61. ACO is a population based approach 
attribute to Marco Dorigo [ 5 .  I?] and inspired by the foraging 
heharior o i  ant colonies concerning in particular how they can 
find shortest paths between food sources and their nest without 
using visual cues. Ants foraging for food lav down quantities of 
a volatile chemical suhstance named pheromone. marking tlicir 
path that i t  follows. Ants smell pheromone and decide to follou, 
the path with a high prohahilie and thereby reiiiforce i t  with a 
fisther quantity of pheromone. The probability that an ant 
chooses a path increuscs "it11 the mmhcr of ants chousing thc 
path at previous times and with the strong of the pheromone 
coilcentration laid on i t  (51. 

The iundamental approach underlying ACO is an iterative 
process i n  which a populatiuo of artificial arils collectively 
search for goad quality solutions to discrete combinatorial 
optimization problems. Aot is defined as a simple agent. which 
repeatedly constructs a candidate solution by adding 
components to a partial solutioii. Partial solutions arc seen as the 
states and the ant moves from one state to another to a more 
complete partial solution according to a probabilistic state 
transition rule (121. The state transition rule depends on an 
artificial pheromone trail T representing experience gathered by 
ants in previous iteration and a heuristic information q that 
represent a priori information OS the given prohlem Once all 
ants have built a Soliition. pheromone trails are updated and Ihe 
amount of pheromone deposited is a function of tlie quality of 
the solution constructed. TIE goal of this update process is the 
increasing the probability of choosing the nioves that were part 
of good solutions. while decreasing a11 others. 

One of the best implementation of ACO has been Ant 
Colon>, System (ACS) [5]  that introduced a particular use of 

pheromone trails. Pheromone trails are used for exploration and 
exploitation Exploration allowed the construction of ne\\, 
solutions by making a probabilistic choice ofthc components of 
a solution: a higher probability is given to components with r? 

strong pheromone trail. Exploitatioii is based on tlie choice O S  
tlic componeiits with a strong pheromone trail and a short cost. 
Also the pheromone is updated i t1 hvo stages. A local 
pheromone updating rule is applied after an ant has built a 
candidate solution Oiice all ants have built solutions. only tlie 
best solution is used to globally modify the pheromone trail. 

1. ACS ALGORITHM FOR MRF IMAGE 
SEGMENTATION 

In this paper_ the segmentation prohlem is formalized as an 
optimization problem of the energy function within the MRF 
model based image segmentation. For this, we use the ACS 
algoritlim The main underlying idea of ACS-MRF algorithm is 
a cooperative search of the hest class labels for image pixels by 
a population of arlificial ants. Each ant iteratively assigns class 
labels to pixels with a prohahilistic choice. For each pixel s. the 
ant applies a so-called random proportional state transition 

rulep'(.S, I ) ;  that is_ it probabilistically chooses the class label 

I to assign lo the pixel s from the set of labels A. 'The transition 

probability p ' (S ,  I) depends on the pheromone information 

.(..I) of the  coupling (y,/), which gives an indication ofhow 
good i t  seems to assigii to the pixel s the label /. 

L is a class label selected according to the transition probability 
given by: 

where y~[0_1]  is a uniform random number. qo is  a parameter 
in  [l),l]. With probability 40. the ant chooses to tlie pixel s thc 
label / for which the pheromone trail t(,y,/) is highest 
(deterministic choice), while with probability I-yo i t  explores 
the search space. 
Alter constructing its partition. an ant modify tlie amount of 
pheronione of the chosen couples (s,/) by applying the 
following local updating rule: 

\\.here p is  a parameter in jf)>i[> which represents tlie 
evaporation of the pheromone trail as in the behavior of the real 
ants and ro is tlie initial pheromone value. 

In order to improve the periormance of ACS-MRF 
algorithm an additional local search is performed for each 
segmentation built by an ant. 'Tbe local search algorithm slarl 
with a segmentation S found by an ant and will iteratively 
improve it using neighborhood search N ( S )  aiid selection [XI. 
'She neighborhood N(.Y) is a set a i  candidates segmentation that 
can he reached from S by making small modifications on it. 'The 
moditications should perform low1 fine tuning towards a local 
optimum [SI. The most used search strategy is the steepest 

rjs, n=(l-p).I(s; /)+pro (7) 
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descent method which evaluated all the candidate partitions in 
the neighborhood and selects the one that minimize the objective 
function U. Let U(x,) the local energy of pixel . s  when 
assigning to it a class label, the sequential version of the local 
search algorithm is givcn in algorithm I 

7, 0.9 
N, 100 
N,, 3000 

Algorithm I A local search algorithm 

I.et s ={,U / S E  S )  the segmentation to improve 
Repeat 

For each s E S do 

Find x P = a r g m i n , ~ n  
If SF'" t xs then 

Set xs = XY" 
Until no improvement is possible 
Return .\"- as,Y 

." 
P, 0.8 q o.om 

Nm, 1000 N,,, 10 
", 2500 

P, 0.01 p 0.9 

When all ants have built partitions, pheromone trails of couples 
(s:/) belonging to the global best solution found since the 
beginning ofthe algorithm. will increase with an amount. that is, 
function of the quality of this solution The global update is 
done by applying the following global tipdate rule. 

K(S, l)=(l-p).~(.~, l )  + p.Ar(s, l )  (8) 
Where 

Llka is tlie energy function of the hest partition found since tlie 
start of the algorithm and is defined in Equation 4. 

More formally, tlie general schema of our algorithm is as follow: 

Algorithm 2. ACS for MAP-MRF image segnientation 

/* Initializatiao phase*/ 
Far each couple (.T. 0 set ~ ( s ,  I)  :=TO End-for 
Repeat 
/*  Construction ofthe solution *I 
For each ant do 

equation ( 5 ) .  

(6). 
End-for 

I* local search *I 
Improve solutiolis by using the steepest descent method 

/*Global updating pheromone level */ 
Apply a global plieronioiie updating role according to equations 
(7) and (8). 
Until a maximum number of iterations. 

Construct the candidate segmentation according to using the 

Apply a local pheromone updating rule according to equation 

5. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed method, 
experiments were performed on cerebral magnetic resonance 
(MR) images. The most problems with the segmentation of MR 
images are due to the presence of noise and to the intensity 
inhomogeneities. Brain matter call generally be categorized as 
white matter (WM). gray matter (FM) and cerebrospinal tluid 
(CSF). Assessing the performance of  the image segmentation 
method is difiicult when the ground truth is non-known. For this 
reason we used a computationally synthesized phantom 
available on thc Brainweb site 
httii:ii\\\\w.hic.mni.mceill.ca,braiii\\ehi. The Brainweb site 
offers a large amount ofdifferent phantoms of MR brain images 
with diffcrent levels of noise and inhomogeneities (Figl). 
Theses phantom images are labeled manually by a indica1 
researcher and considered as the "ground truth" which is taken 
as a refcrence image atid allows us to test the suggest algorithm. 

Inhonioaeneih, =20% Inhomoeeneih -40% 

Noise=O% 

Naise=3% 

Noise=5?6 

Fig 1. Brain 
inhomogeneities. 

phantoms with diffi :rent and 

Tests hare been done on the Brainweb phantoms containing 0, 3 
and 545 of noise and have an iohoniogeneity of20 ,  or J0?/0_ to 
compare the following segmentation algorithms: (I)SA. (2) GA, 
(3)ACS-MRF. The SA. GA and ACS-MRF have several 
parameters whose values are tabulated i n  Table 1 

Simulated annealinR I Genetic algoritlim I Ant colony svsteni 
Parameters Value 1 Parameters Value I Parameters Value 
7" 2 I h' 30 I n n  0.6 
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cxploratioii. TO: thc initial pheromone trail: p : the phcrnmonc 
decay parameter and 

To validate tlie accuracy and reliability of the segmentation 
method. compared with the ground truth. we computed the 
Jaccard similarity. which measurcs the similarity of hvo sets as 
the ration of the size oftlieir intersection divided by the size of 
tlicir union All results wcrc obtained during 10 test rims and arc 
tabulated in Table2. 

: number of ants in tlic colon?. 

( I )  OM 0.91 0.89 0.88 0.88 0.86 0.M 
WM 0.90 0.86 0.88 0.84 0 .83  0.81 
LCR 0.85 (1.89 0.87 0.86 (1.82 0.81 

( 2 )  GM 0.96 0.90 0.90 0.88 0.87 0.85 
WM 0.91 0.86 0.88 0.84 0.83 0.82 

( 3 )  GM 0.94 0.89 11.90 11.89 0.88 11.86 
I.CR 0.89 1J.87 0.87 0.85 0.86 11.82 

WM 0.93 (1.88 0.89 0.86 0.84 11.82 

Table?. Performance comparison of the (I)SAI (2)GA and 
(3)ACS algorithms for sc&nientation of MR images. 

6. CONCLUSION 

I n  this paper wc described a novel approach to image 
segmentation based on a cooperation between the Ant Colony 
System (ACS) algorithm which is the bcst algorithm follmving 
the Ant Colony Optimization and Markov Random Field. ACS- 
MRF algorithm is a distributed algorithm based on a population 
of ants. Each ant constructs a candidate partition using the 
phcromone information accumulated by the others ants. A k r  
some iterations. the best partition representing the optimum 
value of the posterior energy function emerges. A simplc local 
search algorithm is used to iniprove the quality of thc partition 
found by an ant and yielding a faster comwgencc of tlie 
algorithm. Experimental results show that the ACS-MRF based 
image segmentation is competitive with the othcr glohal 
optimization methods like SA and GA. 
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