
ANT-ROUTING-ALGORITHM FOR MOBILE 

MULTI-HOP AD-HOC NETWORKS 

Mesut Günes 
Department of Computer Science, Informatik IV 

Communication and Distributed Systems 

Aachen University 

mesut@i4. informati k. rwth-aachen .de 

Otto Spaniol 
Department of Computer Science, Informatik IV 

Communication and Distributed Systems 

Aachen University 

span iol @i4. i nformati k. rwth-aachen .de 

Abstract A mobile ad-hoc network (MANET) is a collection of mobile nodes which com

municate over radio. These networks have an important advantage, they do not 

require any existing infrastructure or central administration. Therefore, mobile 

ad-hoc networks are suitable for temporary communication links. This flexibil

ity, however, comes at a price: communication is difficult to organize due to 

frequent topology changes. 

The Ant-Colony-Based Routing Algorithm (ARA) is highly adaptive, effi

cient and scalable. It is based on ant algorithms which are a class of swarm 

intelligence. Ant algorithms try to map the solution capability of ant colonies to 

mathematical and engineering problems. 

In this paper we present some extensions to the basic idea and show through 

simulation results the performance gain and compare it with AODV and DSR. 

Keywords: Ad-hoc network, MANET, Routing, Swarm intelligence, Ant algorithms 

1 Introduction 

A mobile multi-hop ad-hoc network (MANET) is a set of mobile nodes 

which communicate over radio and do not require any infrastructure. These 

networks are very flexible and suitable for several types of applications, as they 

allow the establishment of temporary communication without any pre installed 

infrastructure (see figure 1). Due to the Iimited transmission range of wireless 

interfaces, in most cases communication has to be relayed via intermediate 
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nodes. Thus, in mobile multi-hop ad-hoc networks each node also has to be a 

router. 

Figure 1. A mobile multi-hop ad-hoc network. 

Beside the disaster and rnilitary application domain the deployment of mo

bile ad-hoc networks for multimedia applications is another interesting do

main. However, the performance of such networks must be improved before 

this can be realized. With newly ernerging radio technologies, e.g. IEEE 

802.11 a and Bluetooth, the realization of multimedia applications over mobile 

ad-hoc networks becomes more realistic. 

To find a route between the communication end-points is a majorproblern in 

mobile multi-hop ad-hoc networks. The problern is further aggravated through 

the node mobility. Many different approaches to handle this problern were 

proposed in recent years [1; 2], but so far no routing algorithm has been suitable 

for all situations. Other aspects of mobile ad-hoc networks are also subject to 

current research, especially the dynamic address configuration of nodes [3; 4; 

5]. 

In this paper we present a new approach for an on-demand ad-hoc routing 

algorithm, which is based on ant algorithms. Ant algorithms are a subset of 

swarm intelligence and try to mirnie the ability of ants to solve complex prob

lems through cooperation without direct communication. Several algorithms 

which are based on ant colony algorithms were introduced in recent years to 

solve, for instance, optirnization problems. 

The basic idea with some prornising results was presented in [6]. In this 

paper we present some new extensions and show, through new results the per

formance gain compared to the basic idea. This concerns especially situations 

with high mobile nodes. 

The remainder of this paper is organized as follows. In section 2 we present 

the basics of ant algorithms. Subsequently, in section 3 an overview of ex

isting routing algorithms for mobile ad-hoc networks is given and related ant 
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approaches are discussed. In section 4 we describe the routing algorithm ARA 

in detail and discuss its advantages, problems and the new extensions. In sec

tion 5 we present some simulation results to show the suitability of the ap

proach and compare it with existing routing algorithms. Finally, a conclusion 

is given in section 6. 

2 Ant Algorithms 

Ant algorithms are a subset of swarm intelligence which model the behavior 

of insect swarms to solve complex tasks by cooperation. They are multi-agent 

systems where agents show the behavior of individual ants. See [7; 8] for more 

information. 

2.1 Ant foraging behavior 

The basic idea of the ant algorithm is taken from the food searching behav

ior of real ants. When ants search for food, they start from their nest and walk 

toward the food. When an ant reaches an intersection, it has to decide which 

branch to take next. While walking ants deposit pheromone which marks the 

selected route. The concentration of pheromone on a certain path is an indica

tion of its usage. Over time the concentration of pheromone decreases due to 

diffusion effects. 

Figure 2 shows a scenario with two routes from the nest to the food. At the 

intersection the first ants randomly select a branch (see figure 2a)). Since the 

lower route is shorter than the upper one, the ants which take this path will 

reach the food place first. On their way back to the nest, the ants again have 

to select a path. After a while the pheromone concentration on the shorter 

path will be higher than on the Ionger path, because the ants using the shorter 

path will increase the pheromone concentration faster (see figure 2b)). Thus, 

eventually all ants will only use this path (see figure 2c)). 

What happens if there exist a close dead end without food between the nest 

and the real food place (see figure3)? One might assume the ants would am

plify the path to the dead end because of their randomly motion. This is pro

hibited, since ants with food deposit more pheromone as ants without food. 

Hence paths leading to food is amplified much more stronger. 

The foraging behavior of the ants can be used to find the shortest path in 

networks. Especially the dynamic component of this method provides for a 

high degree of adaptation to changes in mobile ad-hoc network topology, since 

in these networks the existence of links is not guaranteed and link changes 

occur frequently. 
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Figure 2. All ants take the shortest path after an initial searching time. 

Food 

Figure 3. Example with near path with a dead end 

2.2 A simple ant algorithm 

Let G = (V, E) be a connected graph with n = lVI nodes. The simple 

ant colony optimization meta-heuristic can be used to find the shortest path 

between a source node vs and a destination node vv on the graph G. The path 

length is given by the nurober of nodes on the path. A variable 'Pi,j (artificial 

pheromone), which is modified by the ants when they visit the node is asso

ciated with an edge e( i, j) E E of the graph connecting the nodes Vi and Vj. 

The pheromone concentration 'Pi,j is an indication of the usage of this edge. 

Initially 'Pi,j is constant for each edge e( i, j). 
An ant located in node Vi uses pheromone 'Pi,j of node Vj E Ni to com

pute the probability of node Vj being the next hop. Ni is the set of one-step 

neighbors of node Vi· The transition probabilities Pi,j of a node Vi, i.e. the 

probability that the ant selects node Vj after it has visited vi, are defined as 
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follows 

ifjENi 

' 
LPi,j = 1, 
jEN; 

i E [1,N]. 

During the route finding process, ants deposit pheromone on the edges. In 

the simplest version of the algorithm, the ants deposit a constant amount tl.cp 

of pheromone, i.e. the amount of pheromone of the edge e( Vi, Vj) when the ant 

is moving from node Vi to node Vj is changedas follows: 

'Pi,j := 'Pi,j + tl.cp 

Like real pheromone the artificial pheromone concentration decreases with 

time. In the simple ant algorithm this is described by: 

'Pi,j(t + r) := (1- q) · 'Pi,j(t), q E (0, 1] (1) 

2.3 Why ant algorithms are suitable for ad-hoc net
works 

The simple ant algorithm shown in the previous section illustrates different 

reasons why this kind of algorithms could perform weil in mobile multi-hop 

ad-hoc networks. We discuss some by relating them to important properties of 

mobile ad-hoc networks. 

• Dynamic topology: This property is responsible for the poor perfor

mance of many 'classical' routing algorithms in mobile multi-hop ad

hoc networks. The ant algorithm is based on autonomous agent systems 

imitating individual ants. This allows a high adaptation to the current 

topology of the network. 

• Local work: In contrast to other routing approaches, the ant algorithm 

is based only on local information, i.e. no routing tables or other infor

mation blocks have to be transmitted to other nodes of the network. 

• Link quality: lt is possible to integrate the connectionllink quality into 

the computation of the pheromone concentration, especially into the 

evaporation process. This will improve the decision process with re

spect to the link quality. lt is important to note that the approach can be 

modified so that nodes can also manipulate the pheromone concentra

tion independent of the ants, e.g. if a node detects a change of the link 

quality. 

• Support for multi-path: Bach node has a routing table with entries for 

all its neighbors which also contains the pheromone concentration. The 
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decision rule for selection of the next node is based on the pheromone 

concentration at the current node which is provided for each possible 

link. Thus, the approach supports multi-path routing. 

3 Related Work 

3.1 MANET Routing Algorithms 

Dynamic Source Routing (DSR} The basic idea of source routing is 

that the source node includes the full routing information into each data packet, 

e.g. (vs, VI. v2, ... , vn), forapacket to vn which is routed via VI. v2, etc. 

8) 

b) 

\18,1,2,3,5,6,7 
\18,1,4,5,8,7 

Figure 4. Route discovery in DSR. a) The source vs broadcasts a RREQ which is forwarded 

to the destination vv. b) The destination vv sends the shortest source route to the source node 

in a RREP message. The number of hops is the metric used here. 

The Dynamic SourceRouting [9; 10; 1] (DSR) applies the method of source 

routing to mobile ad-hoc networks. The main question is how to obtain a 

source raute for a certain destination. DSR uses two phases: i) raute discovery, 

and ii) raute maintenance. 

If a source node vs does not have a raute for a certain destination vn it 

initiates a raute discovery process by broadcasting a raute request RREQ to 

its neighbors. The RREQ is a small packet containing vs, vn, a unique id 

RREQ_ID, and Lsn which is the Iist of nodes which forwarded the RREQ. An 

intermediate node receiving a RREQ for the first time appends its address to 

Lsn and broadcasts it to its neighbors, but not back to the node where the 

request came from. 

If the destination node v D receives the raute request it extracts L s D, creates 

a route reply message RREP containing Lsn and retums it to the source node. 

Figure 4 shows the route discovery phase of DSR. 
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The second phase of the approach is route maintenance. When a node Vi 

forwards a data packet to node Vj it expects a confirmation from Vj. If Vi does 

not get any confirmation in a certain time interval, it will send a route error 

message RERR to the source node containing the link over which the forward

ing has failed. Subsequently, the source node searches for an alternative in its 

routing table or initiates a new route discovery process. 

Ad Hoc On-Demand Distance-Vector Protocol (AODV) The 

Ad Hoc On-Demand Distance-Vector Protocol [11; 1; 12] (AODV) is a dis

tance vector routing for mobile ad-hoc networks. AODV is an on-demand 

routing approach, i.e. there are no periodical exchanges of routing informa

tion. The protocol consists of two phases: i) route discovery, and ii) route 

maintenance. 

A node wishing to communicate with another node first seeks for a route in 

its routing table. If it finds one the communication starts immediately, other

wise the node initiates a route discovery phase. The route discovery process 

consists of a route-request message (RREQ) which is broadcasted. If a node has 

a valid route to the destination, it replies to the route-request with a route-reply 

(RREP) message. Additionally, the replying node creates a so called reverse 

route entry in its routing table which contains the address of the source node, 

the number of hops to the source, and the next hop's address, i.e. the address of 

the node from which the message was received. A lifetime is associated with 

each reverse route entry, i.e. if the route entry is not used within the lifetime it 

will be removed. 

The second phase of the protocol is called route maintenance. It is per

formed by the source node and can be subdivided into: i) source node moves: 

source node initiates a new route discovery process, ii) destination or an inter

mediate node moves: a route error message (RERR) is sent to the source node. 

Intermediate nodes receiving a RERR update their routing table by setting the 

distance of the destination to infinity. If the source node receives a RERR it 

will initiate a new route discovery. 

To prevent global broadcast messages AODV introduces a local connectiv

ity management. This is done by periodical exchanges of so called HELLO 

messages which aresmall RREP packets containing a node's address and ad

ditional information. 

3.2 Other ant based approaches 

The application of ant algorithms for routing is not new. However, most 

approaches are either designed for fixed networks or assume special equipment 

to deterrnine the location of a node, e.g. GPS. 

Schoonderwoerd et al. proposein [13] the Ant-Based Control (ABC) for 

network management. The approach is destined for Ioad balancing in circuit 
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switched telecommunication networks and is based on regular transmission of 

ants from all nodes in the network to collect network information. Basedon 

the collected information Ioad balancing is performed. 

Dorigo et al. introduce in [14] a routing approach for packet switched 

telecommunication networks which can be regarded as an extension of the pre

vious approach. The authors distinguish between two different kinds of ants 

which are regularly transmitted, where one kind of the ants collect information 

in the network and the other kind refreshes routing information. 

White suggests in [15; 16] another routing algorithm for circuit switched 

networks. The approach is based on three kinds of ants. The firstclass col

lects information, the second class allocates network ressources based on the 

collected information and the third class gives allocated resources free after 

usage. 

Cämara et al. introduce in [17] the GPS/Ant-Like Routing Algorithm (GP

SAL). The approach assumes that all mobile nodes have a GPS device and 

are able to determine their own positions. Additional information are also re

quired, some of them are: the current and previous position of all other nodes, 

the node velocity and the stay time. The nodes must also be able to distinguish 

between mobile and static nodes. 

These approaches arenot appropriate for mobile multi-hop ad-hoc networks. 

The approaches for fixed networks are based on transmitting ants regularly 

from all nodes. The generated network Ioad is not suitable for ad-hoc net

works. The other approaches assume special equipment for location determi

nation, which is only valid for special networks. 

4 The Ant Routing Algorithm for MANETs 

In this section we discuss the adaptation of the simple ant algorithm for mo

bile multi-hop ad-hoc networks and describe the Ant colony based Routing 

Algorithm (ARA). The routing algorithm is similar to many other routing ap

proaches and consists of three phases. 

4.1 Route Discovery Phase 

New routes are created in the route discovery phase. The creation of new 

routes requires the use of aforward ant (FANT) and a backward ant (BANT). 

A FANT is an agent which establishes the pheromone track back to the source 

node. In analogous, a BANT establishes the pheromonetrackback to its ori

gin, namely the destination node. The FANT is a small packet with a unique 

sequence number. Nodes are able to distinguish duplicate packets on the basis 

of the sequence number and the source address. 

A node which receives a FANT for the firsttime creates a record in its rout

ing table. An entry in therouting tableis a triple (destination address, 
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a) 

b) 

Figure 5. Route discovery phase in ARA. a) A forward ant (F) is sent from thesender (vs) 

to the destination node (vv). The forward ant passes through by other nodes which initialize 

their routing table and the pheromone values. b) The backward ant (B) has the same task as the 

forward ant. It is sent by the destination node (vv) to the source node vs. 

next hop, pheromone val ue). The node interprets the source address 

of the FANT as destination address, the address of the previous node as the next 

hop, and computes the pheromone value depending on the number of hops it 

took the FANT to reach the node. The node then relays the FANT to its neigh

bors. Duplicate FANTs are identified through the unique sequence number, 

and are removed. The destination node extracts the information of the FANT, 

creates a BANT and returns it to the source node. The BANT's task is similar 

to that of the FANT, i.e. to establish a track to this node. When the sender 

receives the BANT from the destination node, the path is established and data 

packets can be sent. 

Figure 5 demonstrates the route discovery phase of ARA. Figure 5 a) shows 

the establishment of the pheromonetrackback to the source node vs. The 

forward ant only creates one pheromone track to the source node in node 6, 

but two tracks in node 5, via node 3 and node 4. Figure 5 b) depicts analogaus 

situation for the backward ant. It only creates one pheromone track to the 

destination node vn in node 5 and two tracks in node 6. Thus, multi-path 

routing is also supported by ARA. 

4.2 Route Maintenance 

The second phase of the routing algorithm is called route maintenance. This 

phase is responsible for the maintenance of the routes during the communica

tion. ARA does not need any special packets for that purpose. Once the FANT 

and BANT have established the pheromone tracks for the source and destina-
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tion nodes regular data packets are used to maintain the path. As in biological 

systems, established paths do not keep their initial pheromone values forever. 

When a node Vi relays a data packet to destination v D to a neighbor node Vj, 

it increases the pheromone value of the entry (vD, Vj, <p) by D..<p, i.e. this path 

to the destination is strengthened by the data packet. Likewise, the next hop Vj 

increases the pheromone value of the entry (vs, Vi, <p) by !::i<p, i.e. the back

ward path to the source node is also strengthened. The evaporation process of 

the real pheromone is modelled by decreasing the pheromone values according 

to equation 1. 

The following is an example which is based on figure 5. Below you will 

find the routing tables of nodes 5 and 6. 

Routing table of node 5 Routing table of node 6 

I Dest. Node I Next Hop I Pheromone I I Dest. Node I Next Hop I Pheromone I 
vs 3 'Pl vs 5 '1'4 

vs 4 '1'2 VD 7 '1'5 

VD 6 '1'3 VD 8 '1'6 

N ow we consider the routing tables of both nodes after node 5 has forwarded 

a data packet to node 6. Only the entry for the destination node v D has changed 

in the routing table of node 5. In the routing table of node 6 the changes are 

analogous, only the pheromone value for the source node v s has changed. This 

is donein the same way as for the destination in node 5. In our simulations 

D..<p has a value of 0.1. 

Routing table of node 5 Routing table of node 6 

I Dest. Node I Next Hop I Pheromone I I Dest. Node I Next Hop I Pheromone I 
vs 3 'Pl vs 5 '1'4 + !:l.cp 

vs 4 '1'2 VD 7 '1'5 

VD 6 '1'3 + !:l.cp VD 8 '1'6 

The pheromone values are decreased in regular time intervals of T = 1 sec

onds. The decreasing is done multiplicative with a factor of (1- q) = 0.1 (see 

equation 1 ). The routing tables of the both node will Iook after an increasing 

process as follows. 



130 Ant-Routing-Algorithm for Mobile Multi-hop Ad-hoc Networks 

Routing table of node 5 (after 7 seconds) 

I Dest. Node I Next Hop I Pheromone 

vs 3 'Pl 

vs 4 'P2. (1 - q) 

VD 6 (cp3 + ßcp). (1- q) 

Routmg table of node 6 (after 7 seconds) 

I Dest. Node I Next Hop I Pheromone 

vs 5 (cp4 + ßcp). (1- q) 

VD 7 cps · (1 - q) 

VD 8 'P6 

The above method for route maintenance could Iead to undesired loops. 

ARA prevents loops by a very simple method which is also used during the 

route discovery phase. Nodes can recognize duplicate receipts of data packets, 

based on the source address and the sequence number. lf a node receives a 

duplicate packet, it will set the flag_Duplicate flag and send the packet 

back to the previous node. The previous node deactivates the link to this node, 

thus data packets cannot be sent to this direction any more. 

4.3 Route Failure Handling 

The third and last phase of ARA bandies routing failures which are espe

cially caused by node mobility and are therefore very common in mobile ad

hoc networks. The current implementation of ARA assumes IEEE 802.11 on 

the MAC layer. This enables ARA to recognize a route failure through a miss

ing acknowledgement on the MAC layer. lf a node receives a packet with set 

flag_RF, it first deactivates this link by setting the pheromone value to 0. 

Subsequently, the node searches for an alternative link in its routing table. If 

there is another route to the destination it will send the packet via this path. 

If there are several entries in the routing table, the node will not try all. We 

figured out, that only one additional try makes sense. Otherwise, the node 

informs source node, which has to initiate a new route discovery process. 

4.4 Properties of ARA 

According to [18] a routing algorithm for mobile ad-hoc networks should 

meet the following requirements, which ARA does: 

• Distributed operation: In ARA, each node owns a set of pheromone 

counters 'Pi,j in its routing table foralink between node Vi and Vj. Each 

node controls the pheromone counter independently when ants visit the 

node on route search for, or when the node detects a link failure. 
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• Loop-free: The use of unique sequence numbers of route finding pack

ets avoids loops. 

• Demand-based operation: Routes are established by manipulating the 

pheromone counters t.pi,j. Over time, the amount of pheromone de

creases to a minimum value when ants do not visit this node. A route 

finding process is only run upon demand by a sender. 

• Sleep period operation: Nodes are able to sleep when the amount of 

pheromone in their routing table has reached a lower threshold. Other 

nodes will then not consider this node, unless packets are destined to it. 

Additionally, ARA has the following properties: 

• Locality: The routing table and the statistic information block of a node 

are local, and they are not transmitted to any other node. 

• Multi-path: Bach node can have several paths to a certain destination. 

The choice of a certain route depends on the environment, e.g. on the 

link quality to the relay node. 

• Sleep mode: In sleep mode a node only processes packets which are 

destined to it. This saves energy and power. 

4.5 Improvements to the first version 

In the current version of the algorithm, we introduced some new features 

which influence the performance of the routing algorithm positively in com

parison to the first version [6]. We will refer to the basic idea and the first 

implementation as ANT and to the current version as ARA to distinguish be

tween them. 

• Continual decreasing of pheromone values: In ANT the decreasing 

of the pheromone values were simulated in intervals of a second. We 

have figured out that this forges the alteration of two paths which differ 

only within an interval. To better adapt the decreasing of the pheromone 

values to the natural behavior, the pheromone values are now decreased 

continually. 

• Prioritized packets: In the ant-routing-algorithm the FANT and the 

BANT packets have particular jobs which is vital for the operation of the 

network. In ANT these packets were handled Iike ordinary data pack

ets. Now FANTs and BANTs are prioritized and nodes handle them with 

special care. In addition, packets with the set loop or error flag are also 

prioritized. This guarantees that important information are delivered as 

fast as possible in the network. 
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• Flooding of BANTs: In ANT the BANT were sent by unicast from the 

target to the source node. Hence, only one path between the target and 

source node was built. This restricted the exploitation of the multi path 

property of ARA. In ARA, the BANT is also ftooded from the target to 

the source node similar to the FANT. This Ieads to a better exploitation 

of the multi-path capability of ARA. 

• Sendbufferand mini-FANTs: Another problern in ANT was caused by 

some unnecessary broadcast messages in special network constellations. 

There were two reasons for this problem. The first reason was that ARA 

used the first packet of a connection as the FANT without considering 

the packet length. The second reason was, if during the path discovery 

phase several packets for the same connection arrived on the network 

layer, more than one FANT was created and sent out. 

ARA has a send buffer which holds the packets during the path discovery 

phase. Additionally, ARA does not use the first packet of a connection 

as a FANT, instead, similar to the BANT a minimal packet is created for 

this purpose. This procedure Ieads to a faster transmission of the FANT 

throughout the network, hence accelerating the path discovery. 

• MAC-Tap: The MAC-Tap extracts information from packets from the 

neighborhood. The collected information is passed to the network layer 

for further routing decisions. The current MAC-Tap is adapted to the 

MAC of IEEE 802.11, i.e. CSMA/CA, but it might work also with other 

MAC approaches. 

5 Simulation Results 

5.1 Simulation Environment 

Wehave implemented ARA in ns-2 [19]. For our results we assumed 50 

mobile nodes communicating via IEEE 802.11. The nodes move inside a sim

ulation area of 1500mx300m. The simulationtime is 900 seconds. 

The nodes move with a maximal velocity of 10 m/s and according to the 

random waypoint mobility model [20]. In this model, a node randomly chooses 

a point in the simulation area and a speed for the next move which is uniformly 

distributed between 0 and the maximal velocity. Subsequently, the node drives 

to the selected point at constant speed. After arriving at the end point the node 

remains there for a certain time. Subsequently, the node repeats the operation 

by selecting a new end point and a new speed. We performed simulations with 

7 different pause times of 0, 30, 60, 120, 300, 600 and 900 seconds. When 

the pause time is 0 seconds, the nodes move constantly. In contrast, when the 

pause time is 900 seconds the nodes do not move at all. 
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5.2 Comparison of ARA with the first version 

In this section we will compare the performance of the current version of 

ARA with the first version which is denoted as ANT in the graphs. 

Figure 7 depicts the delivery rate of the first version (ANT) and the current 

version of ARA with its extensions. There are three graphs depicted for ARA, 

these are: ARAstat denotes ARA with statistical path selection, ARAstat,sb de

picts ARA with send buffer and ARAstat,sb,tap depicts the results with the addi

tional MAC-Tap. 

1,0 

···a.···ARA-

-•-ARA,......, 
0.2 ..... ... -•-ARA 

CBR4x512Byte .., .. ..." 
. "1ö"eöllnäctiööS···c__ ___ J 

o.o 
o m m m 

Pause time [a] 

Figure 6. Comparison of ANT and ARA by the fraction of successfully delivered packets 

as a function of pause time. Simulations with 10 CBR connections. 

The first extension, i.e. ARAstat. shows a performance similar to ANT in the 

less mobile scenarios, but the performance is better in highly mobile scenarios. 

The results of ARA with send buffer is very different. In nearly all cases the 

performance is between 90% - 100%. The reason for this performance gain is 

based on preventing additional broadcasts and the accelerated path discovery 

through minimal FANTs. The version with all features on, including the MAC

Tap, shows a slightly better performance. The source node might be able to 

tune the routing table by collecting information from the neighborhood. From 

now on, the version with all features on will be denoted as ARA. 

Figure 7 shows the path optimality for ANT and ARA. The path optimality 

is given by the number of the hop difference compared to the shortest path 

between the source and destination node. A difference of one means that the 

used path was one hop Ionger than the shortest path. ARA has learned much 

in terms of path optimality, it transports nearly 85% of the data packets over 

an optimal path. In comparison, ANT transports only 28% of the data packets 

over an optimal long path, and the most packets are transported over a path 

with a one hop deviation. 
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The performance improvement is based on the improved maintenance of the 

pheromone values which leads to stronger amplification of young paths and 

the exploitation of the multi-path capability of ARA, i.e. the load is balanced 

towards the destination. Additionally, the use of the send buffer together with 

minimal packets as FANTs leads to a fast path discovery, and prevents the 

sending of successive FANTs for the same connection. 

011l4$1711,.. 

Number of l'lop diffwence from ahot1e&t palh 

Figure 7. Comparison of ANT and ARA by path optimality. Simulations with 10 CBR 

connections. 

5.3 Comparison of ARA with DSR and AODV 

To get a a better idea of the performance of ARA we compared it with 

DSR and AODV, which were briefty presented in section 3. We present results 

obtained by simulations of 10 parallel connections with constant bit rate (CBR) 

traffic over UDP. The parameters are similar to those in [20]. 

We will first discuss the robustness of the routing protocols . Figure 8 shows 

the delivery rate, i.e. the amount of packets a certain routing protocol was able 

to deliver properly. In the cases oflow mobility the performance is very sirnilar 

for the three routing protocols. This changes with increasing mobility. In the 

cases of high mobility ARA and AODV show better performance than DSR. 

Figure 9 shows the path optimality of the three routing protocols. The graph 

confirms the results shown in figure 8. It is obvious that all routing protocols 

transport most data packets over shortest paths, but the fraction differs: 85% for 

ARA, 75% for DSR, and 57% for AODV. lt is interesting to note that AODV, 

although transporting only 57% of data packets over an optimal path, has a 

higher delivery rate than DSR. 

We will now consider the overhead of the routing protocols based on the 

ratio of routing bytes to data bytes. Figure 10 depicts the routing overhead for 
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Figure 8. Comparison of DSR, AODV and ARA by the fraction of successfully delivered 

packets as a function of pause time. Simulations with 10 CBR connections. 
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Figure 9. Comparison of DSR, AODV and ARA protocols the path optimality, i.e. number 

of hop difference from shortest path. Simulations with 10 CBR connections. 

the three routing protocols. In high mobility situations, AODV and ARA pro

duce the smallest overhead. In the cases of high mobility ARA shows the best 

performance followed by AODV. In cases of low mobility the routing overhead 

of AODV is less than the overhead of ARA. In all cases the DSR shows the 

highest routing overhead. The reason is that DSR needs to put the whole path 

information into each data packet, even if no mobility occurs. Overhead in 

AODV is generated by the exchange of routing tables which rarely occurs in 

cases with low mobility. In ARA the overhead is generated during the path dis

covery phase and the route failure handling by the FANT and the BANT. The 

path discovery is performed for each new connection. With less mobility the 

number of route failure also decreases and therefore generates Iow overhead. 
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Figure 10. Comparison of DSR, AODV and ARA by the fraction of successfully send bits 

and the needed routing bits as a function of pause time. Simulations with 10 CBR connections. 

6 Conclusions and Future Work 

Mobile multi-hop ad-hoc networks are flexible networks which do not re

quire a pre-installed infrastructure. With the upcoming wireless transmission 

technologies and highly sophisticated devices their application will increase. 

However, routing is a major challenge in mobile multi-hop ad-hoc networks 

which is aggravated by node mobility. 

In this paper we presented a new on-demand routing approach (ARA) for 

mobile multi-hop ad-hoc networks which is based on ant algorithms. The first 

version of the algorithm performed poorly in highly mobile scenarios. In this 

paper we introduced some new features which improve the performance of the 

algorithm in all seenarios especially in those with high mobility. 

Despite the improvements the need to flood the network is a big disadvan

tage and not desired in mobile ad-hoc networks. A possibility to diminish this 

problern might by to use a flooding technique with less overhead. We will con

centrate our further studies on the reduction of the overhead required and on 

the maintenance of the pheromone values. 
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