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Abstract. We address the antenna location problem for distributed an-
tenna systems based on timing acquisition in frequency selective channel.
Coarse timing estimation is performed for the orthogonal frequency divi-
sion multiplexing system. The probability of worst case is introduced in
terms of the probability of correct detection of each distributed receive
antenna. A minimax criterion is proposed to provide the optimal antenna
locations in a sense that it offers the best system performance that the
probability of worst case is minimized. Simulation results illustrate that
the distributed receive antennas should be located symmetrically about
the linear cell when the mobile station distribution is uniform. The op-
timal antenna locations also show robustness to carrier frequency offset.

Keywords: antenna location design, distributed antenna systems, OFDM,
minimax criterion.

1 Introduction

Distributed antenna system (DAS) is increasingly gaining interest from academic
researchers for its attractive merits such as increased system capacity, lowered
transmit power, and enhanced cell coverage [1], [2]. Whether these advantages
can be realized is directly affected by antenna locations. In order to achieve the
optimal system performance under certain criterion, we need carefully design
distributed antennas locations.

In [3], the antenna location design problem was investigated for two trans-
mit antennas in a linear cell to minimize the area averaged bit error probability
(AABEP). This work is then extended to a more general scenario called general-
ized DAS (GDAS) in [4], where the authors proposed a squared distance criterion
(SDC) to maximize the cell averaged ergodic capacity. The method proposed in
[5] is similar to [3] whereas a circular cell and more than 2 antennas are con-
sidered. However, they all assume the timing and frequency synchronization is
perfectly accomplished, which is not a trivial task in distributed antenna sys-
tems. In synchronization process, timing acquisition is the first and crucial step
the receive antenna takes and directly determines the performance of following
procedures [6].
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This paper deals with distributed antenna location design problem based on
timing acquisition for the orthogonal frequency division multiplexing (OFDM)
system. The probability of worst case, denoted as PWC , is derived in term of the
probability of correct detection of each antenna. Optimal antenna locations can
then be obtained by minimizing the probability of worst case PWC for every pos-
sible combination of antenna locations. Simulation results show that the optimal
antenna locations ought to be located symmetrically about the linear cell cen-
ter, when the mobile station (MS) distribution is uniform. The optimal antenna
locations are also robust for several trial values of carrier frequency offset.

The rest of the paper is organized as follows. Section 2 describes the system
model. Section 3 develops the process of timing acquisition. In section 4, the
minimax criterion is proposed. Section 5 provides the simulation results. Section
6 concludes this paper.

2 System Model

We consider a linear cell as shown in Fig. 1. The length of the linear cell is R.
The distributed receive antenna, denoted as RXi, is placed at ai. A MS is at
position x.

The OFDM symbol at the output of the inverse fast fourier transform (IFFT)
transmitted from the MS is given by

x(k) =
1√
N

N−1∑

n=0

Xne
j2πnk/N , −Ng ≤ k ≤ N − 1, (1)

where N is the total number of subcarriers, Xn represents the data symbol
transmitted on the nth subcarrier, and Ng is the length of guard interval, which
is designed longer than the maximum channel delay spread to avoid intersymbol
interference (ISI). The transmit power is E{|x(k)|2} = σ2

s .
We consider a composite channel model, which comprises path loss, shadow

fading, and multipath fading. The channel fading coefficient between the MS
and RXi can then be expressed as [4]

gi =

√
csi
Dα

i

Hi, i = 1, 2, (2)

where c is a constant, si is a log-normal random variable representing shadow
fading, i.e., 10 log10 si is a zero-mean Gaussian random variable with standard
deviation σsh, α is the path loss exponent, Di is the effective distance from the
MS to RXi, which is given by [4]

Di = max{d0, di}, (3)

where di is the distance between the MS and RXi, d0 is the minimum allowable
value of di. Multipath fading Hi can be written as

Hi = [hi(0), hi(1), · · · , hi(li), · · · , hi(Li − 1)], (4)

where hi(li) is the channel tap and Li is the duration of channel impulse response.



Antenna Location Design for DAS Based on Timing Acquisition 75

The signal received by RXi can be represented as

ri(k) = ej2πεik/Nyi(k) + wi(k), (5)

where

yi(k) =

Li−1∑

li=0

√
csi
Dα

i

hi(li)x(k − li − τi), (6)

where εi is the frequency offset normalized to the subcarrier spacing, τi is the
symbol timing offset between the MS and RXi, and wi(k) is complex additive
white Gaussian noise (AWGN) with zero mean and variance σ2

iw .

a a Rx

Fig. 1. Linear cell layout

3 Timing Acquisition

3.1 Training Symbols

In [7], training symbol is specifically designed for OFDM timing acquisition,
which comprise L identical part and have a specific pattern (signs). The identical
structure is desirable as it is robust to possible large carrier frequency offset when
auto-correlation method is applied. Since training symbol structure is not the
major point of this paper and it matters little when cross-correlation approach
is employed, we simply select the polyphase codes introduced by CHU [8] as the
training symbol for its perfect auto-correlation property.

3.2 Cross-Correlation

The cross-correlation method in [9] is employed. The cross-correlation between
the received signal and the training symbol is given by

Ci(m)=

N−1∑

k=0

ri(k +m)s∗(k)

=Pi(m) +Wi(m), m ∈ [0, U −N ], (7)

where

Pi(m) =

N−1∑

k=0

ej2πεik/Nyi(k +m)s∗(k), (8)

Wi(m) =

N−1∑

k=0

wi(k +m)s∗(k), (9)

where U represents the the observation window which is sufficiently long to
accommodate at least two symbols with CP, Wi(m) is AWGN with zero mean
and variance Nσ2

iw as wi(k +m)s∗(k) has the same statistic with wi(k +m).
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3.3 Timing Acquisition

The timing offset estimate can be found by searching the maximum of absolute
value |Ci(m)|, which is given by

τ̂i = argmax
m

|Ci(m)| . (10)

Since we consider the ISI channel, the mean of timing estimate might be delayed
due to the channel dispersion. Fortunately the cyclic prefix (CP) exists, and the
coarse timing estimate can therefore be shifted earlier within the CP range by
some samples λ as [7]

τ̂ic = τ̂i − λ, (11)

where λ need be carefully chosen so that the start point of the DFT window will
not be distorted by the dispersive channel.

4 Minimax Criterion

The minimax approach [10] is applied to design distributed antenna locations
for an unknown MS position. For given distributed antenna locations, there
exists a least favorable MS position which lead to the worst system performance.
The minimax approach offers the optimal upper bound of the worst system
performance by searching for every possible combination of antenna locations.
In this section, we first derive the probability of correct detection, then introduce
the probability of worst case, and finally obtain the optimal antenna locations.

According to [9], at timing instants other than those having path channels,
denoted as mNC , Pi(mNC) can be negligible due to the sharp auto-correlation
property of s∗(k), then Ci(mNC) ≈ Pi(mNC) thus |Ci(mNC)| a Rayleigh variable.
Consider the constant false alarm detection, i.e., the probability of false alarm,
denoted as PFA, is assumed a constant, the threshold of RXi can then be set by
[11]

γi =
√
−2Nσ2

iw lnPFA. (12)

With the threshold derived above and the coarse timing estimate obtained in
(11), the probability of correct detection PDi can be obtained, which means the
maximum of |Ci(m)| must exceed the threshold indicating the signal is coming
and the timing offset estimate must also be dropped in the ISI free area. Thus,
PDi can be presented as

PDi=P {|Ci(τ̂i)| > γi, −Ng + Li ≤ τ̂ic ≤ 0}
=P {|Ci(τ̂i)| > γi}P {−Ng + Li ≤ τ̂ic ≤ 0} , (13)

and the probability that neither receive antenna correctly detects the signal from
the MS, denoted by PN , can be given by

PN =

I∏

i=1

(1− PDi(|x − ai|)) , (14)
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which means a miss or error detection occurs. The probability of correct detection
PDi here is represented as a function of |x − ai| which is the distance between
the MS and RXi as illustrated in Fig. 1.

The worst case happens when the probability PN reaches its maximum in
terms of a specific MS position (usually at the cell edge); its probability can be
expressed as

PWC = max
x

{p(x)PN} , x ∈ [0, R], (15)

where p(x) is the probability density function (PDF) of MS distribution.
Apparently the worst case probability PWC should be made as small as possi-

ble to provide the best system performance overall. Then, the antenna location
design problem becomes an minimax estimation problem [10] and the optimal
antenna location solution can be obtained by

âi = argmin
ai

PWC . (16)

Substituting (15) into (16), we obtain

âi = argmin
ai

{
max
x

{p(x)PN}
}
. (17)

Assuming the MS distribution is uniform, hence p(x) is a constant and can be
dropped without affecting the optimal solution, then (17) becomes

âi = argmin
ai

{
max
x

PN

}
, x, ai ∈ [0, R]. (18)

5 Simulation Results

The proposed method is investigated by computer simulations. The parameters
are depicted in Table. I. The system operates in the ITU-R M.1225 Vehicular
test Channel A model [12] with the maximum Doppler shift of 222 Hz which is
induced by the MS motion of 120 km/h. The receiver input signal-to-noise ratio
(SNR), averaged over multipath fading, is denoted as SNR, which is a random
variable over the shadow fading at a given distance D. The median of SNR,
denoted as ρ, is given by [13]

ρ =
cσ2

s

Dασ2
w

, (19)

where the transmit power σ2
s can be adjust according to ρ. D is set to R/2.

As long as we find out the probability of worst case for every possible set of
antenna locations, the optimal antenna locations can immediately be obtained
by searching for its minimum. Fig. 2 shows the probability of worst case PWC ver-
sus two receive antenna locations with ρ = 5 dB assuming no carrier frequency
offset. The curve has exactly two minimum points indicating the optimal an-
tenna locations. It is obtained that two distributed receive antennas ought to
be located at 170 m and 830 m, respectively, when the search step is set to 5
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Table 1. Simulation Parameters

Parameters Description

FFT size 128

CP length 16

Carrier Frequency (GHz) 2

Sampling Frequency (MHz) 1.5

Linear cell length (m) 1000

Constant c [4] c·100−3.7=−78dB
Minimum distance (m) 20

Noise power (dBm) −100

Shadowing standard deviation (dB) 8

Path loss exponent 3.7

Probability of false alarm 1×10–6

W
C

P

a
a

Fig. 2. Probability of worst case versus two receive antenna locations. ρ = 5 dB, the
search step is 40 m, and carrier frequency offset ε = 0.

m. The curve is also symmetrical about the line a1 + a2 = 1000, which crosses
the two minimum points. Therefore, the distributed antennas should be placed
symmetrically about the linear cell center.

Since we employ the cross-correlation method to implement timing acquisi-
tion, the effect of carrier frequency offset is concerned. Here we assume that each
RXi has same carrier frequency offset for simplicity. The carrier frequency offset
trial values [0, 0.5, 5.6] are evaluated in Fig. 3. The distributed antennas are
located at optimal place obtained in Fig. 2. It shows that the carrier frequency
offset has little affect on the probability PN . Thus optimal antenna locations
obtained for these carrier frequency offset values are much the same. This result
demonstrates robustness to carrier frequency offset as long as which is not very
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Fig. 3. Probability that neither receive antenna correctly detects the signal versus the
MS position. Carrier frequency offset ε = 0, 0.5, 5.6.

x

Fig. 4. The times that worst case happens versus the MS position for all combination
of antenna locations. Carrier frequency offset ε = 0.

large. It is also observed that the probability PN has a floor effect when the MS
is near the antenna location. This is because the effective distance Di defined in
(3) has a minimum value of 20 m.

Fig. 4 investigate the least favorable MS positions where the worst case hap-
pens for all combinations of antenna locations. It shows that the worst case
happens either at the cell edges or in the middle of antennas. Both sides of cell
edge account for an overwhelming proportion. This is because when the MS is at
cell edge, the distance between the MS and the antenna nearest to it, is almost
always larger than the distance corresponding to other MS positions.
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6 Conclusion

We design distributed antenna locations based on timing acquisition for OFDM
systems. With the objective to minimize the probability of worse case among all
the possible combinations of antenna position, which is a minimax estimation
problem, the optimal antenna locations can be obtained in a sense that the
system performs best in the allowed worst case. Simulation results show that the
distributed receive antennas should be located symmetrically about the linear
cell center when the MS distribution is assumed uniform. The optimal locations
are also robust to several trial values of carrier frequency offset. The method
can straightforwardly be applied to certain MS distribution and the circular cell
scenario as well. However, the search time grows exponentially with the antenna
number and some efficient searching algorithms may be required to reduce the
computational complexity.
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