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#### Abstract

Raman-assisted hopping may be used to realize the anyon Hubbard model in one-dimensional optical lattices. We propose a feasible scenario that significantly improves the proposal of T. Keilmann et al. [Nat. Commun. 2, 361 (2011)], allowing as well for an exact realization of the two-body hard-core constraint, and for controllable effective interactions without the need of Feshbach resonances. We show that the combination of anyonic statistics and two-body hard-core constraint leads to a rich ground-state physics, including Mott insulators with attractive interactions, pair superfluids, dimer phases, and multicritical points. Moreover, the anyonic statistics results in a novel two-component superfluid of holon and doublon dimers, characterized by a large but finite compressibility and a multipeaked momentum distribution, which may be easily revealed experimentally.
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Particles are classified as bosons or fermions depending on whether their wave function is symmetric or antisymmetric under exchange. Other types of quantum statistics are, however, possible in lower dimensions. Remarkably, 2D systems allow for the existence of anyons, i.e., particles with fractional statistics interpolating between bosons and fermions [1-3]. Anyons play a fundamental role in key areas of modern physics, as fractional quantum Hall effect [4-7] and topological quantum computing [8]. Fractional statistics is, however, not exclusive of 2D systems [9]. In particular, 1D anyons have attracted a large deal of interest [10-23], although the experimental realization of a 1D anyon gas is still lacking.

Ultracold atoms offer extraordinary possibilities for the analysis of interesting many-body systems [24]. In particular, several ideas have been proposed for the creation and manipulation of anyons in cold gases [25-29]. Particularly interesting is the recent proposal for the realization of the anyon Hubbard model (AHM) using Raman-assisted hopping in 1D optical lattices [30]. In this proposal, the anyonic statistics may be controlled at will, opening the possibility for the observation of statistically induced quantum phase transitions [30], asymmetric momentum distributions [21], and intriguing particle dynamics in the lattice [20,22,23].

In this Letter, we first discuss a scheme for realizing the AHM that, although following Ref. [30], solves crucial drawbacks that would render the original proposal, in general, unfeasible. The scheme also allows for controllable effective interactions without the need of Feshbach resonances, and for an exact two-body hard-core constraint (2BHCC), contrary to the approximate realization of 2BHCC resulting from Zeno projection due to large three-body loss rates [31], where non-negligible losses are typically present. Neither the controllable interactions nor the inherent 2BHCC were considered in Ref. [30], which focused exclusively on statistically induced superfluid (SF)
to Mott-insulator (MI) transitions. We show that the interplay of anyonic statistics, 2BHCC, and controllable interactions, results in a far richer physics for the AHM, including pair superfluid (PSF), a dimer (D) phase, and an exotic partially paired (PP) phase. The latter constitutes, to the best of our knowledge, a novel two-component superfluid characterized by a large, but finite, compressibility and a multipeaked momentum distribution, which may be readily revealed in time-of-flight (TOF) experiments.

Anyon-Hubbard model.-We briefly describe our proposal for the realization of the AHM [32]. We consider atoms, bosons, or fermions, with states $|A\rangle$ and $|B\rangle$, in a deep tilted spin-independent 1D lattice with no direct hopping. For the specific case of ${ }^{87} \mathrm{Rb}$, the choice would be $|A\rangle \equiv\left|F=1, m_{F}=-1\right\rangle$ and $|B\rangle \equiv\left|F=2, m_{F}=-2\right\rangle$. Both states are coupled far from resonance by $D_{1}$ lasers $L_{1,4}$ (with linear polarization) and $L_{2,3}$ (with circular $\sigma_{-}$ polarization) [Fig. 1(a)]. Because of selection rules, $|B\rangle$ is just affected by lasers $L_{1,4}$. In contrast, both $L_{2,3}$ and $L_{1,4}$ couple with $|A\rangle$, but the coupling with $L_{1,4}$ can be made much smaller than that of $L_{2,3}$, and does not affect the main conclusions of this Letter [44]. We hence assume below that $|A\rangle$ is just affected by $L_{1,2}$. These lasers, with
(a)
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FIG. 1 (color online). (a) Raman scheme proposed for the realization of the AHM. (b) Raman-assisted hops (i)-(iv) discussed in the text.
frequencies $\omega_{j=1, \ldots, 4}$, induce four Raman-assisted hops [Fig. 1(b)]: (i) $(A, 0) \rightarrow(0, A)$, given by $L_{2,3}$, such that $\omega_{2}-\omega_{3}=-\Delta$ (with $\Delta$ the lattice tilting), (ii) $(A, A) \rightarrow$ $(0, A B)$, assisted by $L_{2,4}$ with $\omega_{2}-\omega_{4}=-\Delta+U_{A B}+U$, (iii) $(A B, 0) \rightarrow(A, A)$, given by $L_{1,3}$ with $\omega_{1}-\omega_{3}=$ $-\Delta-U_{A B}-U$, and (iv) $(A B, A) \rightarrow(A, A B)$, assisted by $L_{1,4}$, such that $\omega_{1}-\omega_{4}=-\Delta$. The notation $\left(\eta_{L}, \eta_{R}\right)$ denotes the state of neighboring sites $L$ and $R: \eta_{L, R}=0$ (vacuum), $A$ (single $A$ occupation), or $A B$ (an $A$ and a $B$ particle); $U_{A B}$ characterizes the $A B$ interaction. The frequency differences compensate the tilting, avoiding Bloch oscillations; moreover, the detuning $U$ acts as a controllable effective on-site interaction, as shown below.

We assume the width of the Raman resonances, $W$, is small enough such that each Raman process may be addressed independently. If the atoms are fermions, the only undesired process $(A, 0) \rightarrow(0, B)$ (where $B$ denotes a site with a single $B$ atom) may be avoided if $U_{A B} \gg W$. For bosons, $(A, A) \rightarrow(0, A A)$ and $(A B, A) \rightarrow(B, A A)$ (with $A A$ a site with two $A$ atoms) must be also avoided. This demands $U_{A A}-U_{A B}, U_{A A}, U_{A B} \gg W$, where $U_{A A}$ characterizes $A A$ interactions [32].

The laser $L_{j}$ is characterized by a Rabi frequency $\Omega_{j} e^{i \phi_{j}}$, with $\phi_{1}=-\phi$ and $\phi_{j \neq 1}=0$. We impose $\left(\left|\Omega_{1}\right|\left|\Omega_{4}\right| / 4\right)=$ $\left(\left|\Omega_{2}\right|\left|\Omega_{3}\right| / 3\right)=\left(\left|\Omega_{1}\right|\left|\Omega_{3}\right| / 2 \sqrt{3}\right)=\left(\left|\Omega_{2}\right|\left|\Omega_{4}\right| / 2 \sqrt{3}\right)=\Omega^{2}$ (for ${ }^{87} \mathrm{Rb}$, for other species Clebsch-Gordan coefficients may differ [32]). $\left|\Omega_{j}\right|$ is chosen such that they mimic bosonic enhancement, absent otherwise due to the distinguishability between $A$ and $B ; \epsilon=1$ (-1) for bosons (fermions). Under these conditions the system reduces to an effective single-component 1D Bose-Hubbard model [32], with on-site Fock states $\{|0\rangle,|1\rangle \equiv|A\rangle,|2\rangle \equiv|A B\rangle\}$, and an occupation-dependent Peierls phase [30,32]:
$H=-t \sum_{j}\left(b_{j}^{\dagger} e^{i \phi n_{j}} b_{j+1}+\right.$ H.c. $)+\frac{U}{2} \sum_{j} n_{j}\left(n_{j}-1\right)$,



FIG. 2 (color online). Phase diagram of the AHM: (a) dilute limit $(\rho \rightarrow 0)$, (b) incommensurate intermediate fillings (here $\rho=1 / 2$ ), and (c) unit filling ( $\rho=1$ ). The PSF-SF transition lines [boxes or solid line in (a)], extracted from the crossing of two and one particle excitations coincides with the onset of parity order. At incommensurate fillings for small $\phi$, the system exhibits a first order transition from the SF to PSF phase through a forbidden region (FR) (dotted area). For $\phi / \pi \gtrsim 0.6$ we find the PP phase. For unit filling the Isingtype PSF-SF transition and the Kosterlitz-Thouless SF-MI transition lines cross around $\phi / \pi \approx 0.8$ in a multicritical point. For larger values of $\phi$ the system exhibits a dimerized gapped phase D. (d) Grand-canonical phase diagram and lines of constant density $\rho$ for $U=0$ as a function of $\mu$ and $\phi$. Solid lines denote the MI and PP phase; the rest is SF. For $\mu / t<-2(\mu / t>4$ ), the vacuum $\rho=0$ (fully occupied phase, $\rho=2$ ) is realized.

$$
\begin{equation*}
a=\frac{-(1+\cos \phi)}{4(1-\cos \phi)+2 U / t} \tag{3}
\end{equation*}
$$

By comparison to a 1D gas of bosons with mass $m$ one extracts an effective interaction strength, $g=-2 /(a m)$ [49]. Thus, the AHM behaves as a repulsively interacting system for small $\rho$ and $U \rightarrow 0$, since even in that limit $g$ remains finite and positive for any $\phi>0$, approaching Tonks limit as $\phi \rightarrow \pi$. This is consistent with a weak coupling analysis [50], in which the Luttinger liquid parameter $K=\pi /\left[\phi^{2}+(U / 2 \rho t)\right]^{1 / 2}$, showing that $\phi$ has qualitatively the same effect as a repulsive $U>0$. In Fig. 2(a), we depict the phases for $\rho \rightarrow 0$ [51]: a SF phase, and a PSF of bound pairs at $U<0$. Because of the effective repulsion, the SF extends into the $U<0$ region for $\phi>0$.

Incommensurate fillings.-Bose models $(\phi=0)$ with 2BHCC have been recently studied in different scenarios [31,52,53]. A SF to MI transition results for $\rho=1$ and large-enough $U>0$; for $U<0$ a transition to a PSF occurs, which at incommensurate $\rho$ may become first order [54]. This FR occupies the shaded area in Fig. 2(b). At fixed $\rho$ the ground state is characterized by the formation of a macroscopically bound state with a phase separation of doublons and holes. The FR shrinks, however, fast with increasing $\phi$.

For $\phi \gtrsim 0.6 \pi$ a novel gapless phase, henceforth called PP phase, appears between the PSF and SF phases. As depicted in Fig. 3(a), a sharp kink in the $\rho(\mu)$ curve (at $\mu \simeq-t)$ accompanies the onset of the PP phase. Whereas SF (PSF) is characterized by steps of 1 (2) particles in the $\rho(\mu)$ curve, the PP phase exhibits a complex sequence of steps of 2 and 1 particles. Even more relevant is the behavior of the central charge $c$, which we calculated from the conformal expression of the von Neumann entropy, $S_{v N, L}(l)=(c / 3) \ln [(L / \pi) \sin (\pi / L) l]+\gamma$, for a subsystem of length $l$ in a system of $L$ sites, with $\gamma$ a constant [55,56]. As shown in Fig. 3(b), contrary to the SF and PSF phases (with $c=1$ ), the PP phase is a two-component gapless phase characterized by $c=2$.

Nature of the PP phase.-The features of the PP phase may be understood from the following simplified picture. Because of the 2BHCC, the hopping term in Eq. (1) is $J_{1} b_{j}^{\dagger} b_{j+1}+J_{2} b_{j}^{\dagger} n_{j} b_{j+1}$, with $J_{1} / t=1$ and $J_{2} / t=-1+$ $e^{i \phi}$. For $\phi \approx \pi$, correlated hopping dominates, $J_{2}=-2 J_{1}$, and doublons, or more precisely dimers, $|d\rangle_{j}=$ $\alpha|11\rangle_{j, j+1}+\beta|20\rangle_{j, j+1}$, gain a large binding energy $-\sqrt{2} J_{2}$. However, dimer hopping, $J_{1} / \sqrt{2}$, is reduced compared to single particles. For a certain range of small $U$ and $\rho$ it is energetically favorable to occupy both doublon dimers $\mid d>_{j}$ and atomic dimers, $|a\rangle_{j}=$ $\tilde{\alpha}|01\rangle_{j, j+1}+\tilde{\beta}|10\rangle_{j, j+1}$. Neglecting interactions between these two quasiparticles, reasonable for small doublon and atom densities, $\rho_{d}$ and $\rho_{a}$, with $\rho_{a}+\rho_{d} \ll 1$, one arrives at an effective model with two independent hardcore bosons, $H_{a d}=H_{a}+H_{d}$, with (for $U=0$ )

$$
\begin{gather*}
H_{a}=J_{1} \sum_{j}\left(a_{j}^{\dagger} a_{j+1}+\text { H.c. }\right)-J_{1} \sum_{j} a_{j}^{\dagger} a_{j},  \tag{4}\\
H_{d}=-\frac{J_{1}}{\sqrt{2}} e^{i \arg J_{2}} \sum_{j} d_{j}^{\dagger} d_{j+1}-\sqrt{2} J_{2} \sum_{j} d_{j}^{\dagger} d_{j}, \tag{5}
\end{gather*}
$$

where $a_{j}\left(a_{j}^{\dagger}\right)$ and $d_{j}\left(d_{j}^{\dagger}\right)$ are annihilation (creation) operators of hardcore atom and doublon dimers on sites $j, j+1$, and $\rho_{a}+2 \rho_{d}=\rho$. In spite of being a gross oversimplification, $H_{a d}$ captures the qualitative features of the PP phase. For $U \approx 0$, at low $\rho$ the ground state only contains $a$ dimers, whereas for higher $\rho(\gtrsim 0.3$ for $U=0)$ both dimers are present.

The resulting $\rho(\mu)$ curve obtained from $H_{a d}$ (not shown) exhibits an irregular pattern of steps of 2 or 1 particles. The two-component phase extends for values around $U=0$, whereas for $U \gg J_{1}\left(U \ll-J_{1}\right)$ only $a(d)$ dimers are present [57].

The atom and doublon dimerizations, $N_{a}=\sum_{i}\left\langle b_{i}^{\dagger} b_{i+1}\right\rangle$ and $N_{d}=\sum_{i}\left\langle\left(b_{i}^{\dagger}\right)^{2}\left(b_{i+1}\right)^{2}\right\rangle$, approximately measure $\rho_{a}$ and $\rho_{d}$ [Fig. 3(c)]. Whereas the SF and PSF phases are Luttinger liquids of almost hardcore single particles or pairs


FIG. 3 (color online). Phase transitions for $\phi=\pi$. (a) Equation of state, density $\rho$ as function of chemical potential $\mu$ (calculated for $L=48$ sites, $U=0$ ). The inset shows a detailed view on the PP region for $L=240$ sites. (b) Estimation of the central charge for $L=24$ (dashed line) and $L=48$ (solid line) sites and periodic boundary conditions ( $\rho=1 / 2$ ). The inset shows fits to the blockentanglement entropy $S_{v N}$ for (from bottom to top) $U=2,-2,-1.0$. (c) Sum of local single-( $N_{a}$ ) and two-particle correlations $\left(N_{d}\right)$ for $L=60$ sites and $\rho=1 / 2$, see text.
(for $\phi=\pi$ ), in the PP phase both components coexist. Note the existence of many sharp jumps to states with approximately finite doublon density.

The AHM is characterized by a density- and $U$-dependent drift of the quasimomentum distribution [30,50], evident in Fig. 4 for the SF. Interestingly, whereas the SF presents an usual single-peaked distribution, the PP phase shows a multipeaked distribution. This is because the $a$ and $d$ hop with a different Peierls phase, and hence the overall $(a+d)$ momentum distribution presents multiple peaks. For PSF, single-particle correlations decay exponentially, and the peak structure blurs.

Unit filling.-We consider now the special case of $\rho=1$. Tuning $\phi$ may induce a SF to MI transition [30,50]. This is so even for $U<0$ [Fig. 2(c)] due to the effective on-site repulsion discussed above. This Kosterlitz-Thouless transition may be determined as the curve at which $K=2$ [58], which is consistent with the opening of the energy gap. As mentioned above, for $U<0$ an Ising-type transition occurs from SF to PSF. However, in the vicinity of $\phi \approx \pi$, the combination of anyonic statistics and 2BHCC results in a dimerized phase, D . The latter is characterized by a finite dimer-order parameter $O_{D}=\left\langle T_{L / 2}-T_{L / 2+1}\right\rangle$ with $T_{i}=$ $b_{i}^{\dagger} b_{i+1}+$ H.c. The Ising transition line is determined by the crossing of single-and two-particle excitations, and by a sharp peak in the fidelity susceptibility [59]. Interestingly, the phase diagram presents a SF-MI-D-PSF multicritical point.

Probing the anyon-Hubbard model.-A discussion on experimental detection demands a grand-canonical analysis since local density arguments translate the dependence on the chemical potential, $\mu$, into a spatial dependence of the phases in the presence of an overall harmonic confinement. Crucially, the PP phase has a finite extension in both $\phi$ and $\mu$ [Fig. 2(d)]. Hubbard models with correlated hopping (both for fermions [60,61] and bosons [62]) may present a similar (but insulating) phase with coexistent doublons and holons, which is, however, infinitely compressible; i.e., it is a single point as a function of $\mu$. As a result, these phases cannot be observed in trapped experiments, just leading to abrupt density jumps. On the contrary, the novel PP phase, having a finite $\mu$ extension, may be experimentally observable by properly setting the central $\mu$ in the PP region (adjusting the particle number).

Moreover, the multipeaked momentum distribution of the PP phase can be easily probed in TOF measurements. Figure 4(c) shows that TOF images of $A$ and the $B$ may be employed to reveal the PP phase [32].

Summary.-We propose a Raman scheme that realizes the AHM using cold atoms in 1D lattices, overcoming the main limitations of the proposal of Ref. [30]. This scheme results naturally in a 2 BHCC , and allows for tailoring effective on-site interactions without Feshbach resonances. The combination of anyonic character and 2BHCC leads to a rich ground-state physics, including Mott insulators for attractive interactions, a dimerized gapped phase, pair superfluids, and a novel two-component superfluid


FIG. 4 (color online). (a) Quasimomentum distribution $n(k)$ for $\rho=1 / 2$ as a function of $U / t$ for $\phi=0.9 \pi$ ( $L=60$ sites). Dashed lines denote phase transitions between PSF, PP, and SF phases. (b) and (c) show the momentum distribution for $U=2 t$ and $U=0$ for the AHM (solid line) and the components $A$ (dashed line) and $B$ (dotted line) separately (for bosonic atoms). The latter are obtained by direct simulation of the two-component model with Raman-induced hopping (see the Supplemental Material [32] for a discussion of the fermionic case).
(partially paired phase) characterized by a large compressibility and a peculiar multipeaked momentum distribution that may be easily probed experimentally. Finally, we would like to mention that the Raman scheme may be extended to 2D lattices. Although for 2D lattices the bosonanyon mapping is lost, a 2D setup would open the exciting possibility of inducing a density-dependent magnetic field, contrary to the static field created in recent experiments [33,63-65]. This possibility will be investigated in a forthcoming work.
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