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K-Means and Fuzzy C-Means Clustering is a method of analyzing data that 
performs the modeling process without supervision (without supervision) and is a 
method that groups data by partitioning the system. Clusters Clusters and Fuzzy 
C-Means will produce different clusters in the same dataset, cluster validity index 
is a method that can be used to improve the results of clustering generated by the 
clustering method. This study will use the cluster validity index on the kmeans 
clustering algorithm and Fuzzy C-Means by calculating the index of validity of 
each kmeans clustering result with k = 2, ..., kmax (k max determined at the 
beginning) and the results from Fuzzy C-Means with c = 2, ...., cmax (c max is 
specified at the beginning). By using the cluster validity index, the most optimal 
cluster is obtained in the second cluster with the Dbi value = 0.45 in the mean K 
and the second cluster with the Dbi value = 0.5 in the Fuzzy C Mean, and the 
results of the clustering are consistent. 
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1. Introduction  

 

 Clustering works by grouping data objects into a certain number of clusters [1] in two ways, namely 
observations in a cluster that are similar to one another and different from observations in other clusters [2] 
into a number of clusters according to certain characteristics. The basic concept of grouping by surveying a 
grouping algorithm is widely known by means of related or comparison[3] There are many grouping 
algorithms, and it is very difficult to provide a good type of grouping method, but there are several grouping 
methods consisting of partition methods, hierarchical methods, density-based methods, grid-based methods, 
model-based methods [4]. 
 In clustering that uses the partition concept, there are three concepts that can be used, namely classical 
partition, fuzzy partition and probabilistic partition. In classic partition, data is exclusively a member of one 
cluster. In the fuzzy partition, the membership value of a data in a cluster is located at an interval (0,1). The 
degree of membership for each data in all clusters is 1. Whereas for the possibility of partitions, the total 
membership value of data in all clusters does not have to be 1.However, to ensure that the data are members 
of at least one cluster, the membership value is greater than 0 [5] 
 The K-means clustering algorithm is sensitive to initial values, random selection of centroid locations at 
the start of the algorithm, treats variables as unknown numbers and the number of clusters is k, where 
different initial values may cause differences in the results of K-means algorithm grouping making it possible 
to select two or more clusters in a cluster [6] A possible solution is to combine K-means with data extraction 
methods where the results show that the reduction of unsupervised dimensions is closely related to 
unsupervised learning [7]. 
 The fact that an optimal clustering algorithm does not exist for every case is a major drawback of this 
technique. [8] It has been established that different initializations of the same algorithm result in different 
groups in many different environments with different characteristics and no one is best in all cases. Basically, 
the center of this clustering is still inaccurate [9] and the results for the final cluster are not always guaranteed 
[10]. Finally, to solve this problem, a heuristic method is proposed to improve the accuracy and efficiency of 
the k-means cluster algorithm and the fuzzy C-means algorithm. The modified algorithm was then applied for 
grouping the data [9].  
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 Kd Tree K - Means Clustering [11] is an optimization algorithm of the algorithm [12] which uses the 
value of density and distance between points / data in determining the initial position of the midpoint of the k 
means clustering cluster. Kd tree k-means clustering uses a tree data structure with k dimensions in the 
process of initializing the cluster midpoint. Kd tree k means clustering is also a method capable of handling 
data sets that have noise / outliers by eliminating 20 percent of the cluster midpoint candidates with the 
lowest density value [11]. 

The cluster validity index is very important because it is designed with the aim of estimating how well a 
partition fits into the underlying dataset structure [13]. Separation is done by calculating the distance between 
the centers of the cluster used. However, this distance does not always reflect the quality of the partitions 
between clusters and sometimes gives confusing results [14]. In evaluating the clustering algorithm, two 
parameters are used to determine the clustering performance measure [15]. The first is a validation measure. 
Many cluster validation techniques are available [16]. In many indices, the validity of two cluster properties 
is taken into account, namely cohesiveness and separation [3]. The validity index cluster is used to find the 
best data partition. such as, for example Dunn [17], Davies-Bouldin (DB) in [18], [19] Davies-Bouldin index, 
Dunn index and Xie-Beni index, or Silhouette (SIL) [20]. 
 This research will discuss about the application of the validity index on K-Means and Fuzzy C-Means 
in identifying the right number of clusters and the right partitioning technique. The grouping is done based on 
the similarity of its properties. A probabilistic (probability) approach can be useful in partition group analysis 
in order to obtain appropriate clustering strategies including data differences and random similarity 
relationships. 

2. Theoritical basis 

 

A. KD tree 
 K-Dimensional Tree (KD-Tree) is a space partition data structure, and is a special case of a binary space 
partition tree. KD-Tree which aims to arrange the points in space with dimension k. In its implementation, 
KD-Tree is a binary tree where each node in the binary tree is a point with dimensions of k [21] In simple 
terms the properties of the k-d tree data structure can be described as follows [22] 
a) The K-D tree is a binary tree. 
b) The root node holds all elements of the data set. 
c) The data elements at each node are divided into two parts based on certain variants, so that one part 

becomes the left subtree element and the other part becomes the right subtree element. 
d) The left and right divisions will recursively divide again, as long as each node “h” does not satisfy  

a. 1 ≤ h≤ w 
Referring to point (c) above, where the data set is divided into two parts using certain variants [22] used 

the main component as a variant. 
According to Steven in [21], the KD-Tree K-Means Grouping algorithm workflow is as follows: 

a) Build KD-Tree from a data set. The KD-Tree made has one bucket of leaves with a maximum of 20 
data in the leaf bucket. 

b) For each leaf bucket (L1, L2, ... Lj), calculate the density (Pj) for each leaf bucket Lj, and calculate the 
leaf bucket midpoint (Mj) by finding the average value of all the points on the leaf bucket Lj. 

c) Choose the center of the first cluster C1 = Mz, where z = argmax (Pj). 
d) For t = 2,...,K : 

a. For j = 1, ..., q, calculate the leaf bucket ranking value (Gj) with the 

formula:𝐺𝑗 =  𝑚𝑖𝑛𝑘 = 0 …𝑡 𝑑 𝐶𝑘 . 𝑀𝑗    × 𝑃𝑗  (1) 

b. Ct = Mz, where z = arg max (Gj) 
e) Remove 20% of the bucket of leaves with the lowest density value. Return to step 3 and calculate the K 

position of the new cluster center point (c1, c2, ... ck). 
f) Run the K-Means Clustering algorithm by initializing the midpoints (C1, ... Ck) and (c1, c2, ... ck). 
B.  K-Means 

The K-means algorithm is a partitioning algorithm, because K-Means is based on determining the initial 
number of groups by determining the initial centroid value [23]. The following is the flow of the K-Means 
algorithm [24]: 
a) Determine the number of k, where k is the number of clusters to be formed. To determine the number of 

clusters k is done with several considerations such as theoretical and conceptual considerations that 
might be proposed to determine how many clusters. In this research, to determine k, the kd tree 
algorithm will be used 
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b) Determine the center point of the cluster randomly or randomly, the center point of the cluster is often 
referred to as the centroid. 

c) After determining the initial centroid, each data will look for the nearest centroid, namely by calculating 
the distance of each data to each centroid using the correlation formula between two objects, that is 
Euclidean Distance. 𝐷𝑒 =  (𝑥𝑖 − 𝑠𝑖)2 + (𝑦𝑖 − 𝑡𝑖)2    (2) 

Information: 
D𝑒= Euclidean Distance  
 i  = the number of objects,  
(x,y)= are the coordinates of the object, and 
(s,t)= is the coordinates of the centroid (the center of the cluster) 
d) Then allocate each object into the cluster based on the minimum distance. [25] Find the new centroid 

using the following equation 𝑣 𝑖𝑗 =
1𝑁𝑖  𝑥𝑘𝑗𝑁𝑖𝑘=0       (3) 

Information: �̅�     =  centroid / average of the ith cluster for the j-th variable. 
Ni   =  centroid / average of the i-th cluster for the j-th variable. 
k     =  index of the cluster. 
 j     =  Variable index. 𝑥𝑘𝑗 =  the k-th data value in the cluster for the j-variable. 

e) Go back to steps 3, 4, and 5. If in the second iteration there are no cluster members moving to another 
cluster, then the iteration stops, but if there are cluster members moving to another cluster then return to 
steps 3, 4 and 5 Do the next iteration until no cluster members move to another cluster [24] 

C.  Fuzzy C-Means 

 Fuzzy C-Means discusses the concept of similarity in function of adjacent objects and finds the cluster 
center point as a prototype. For some data objects there is no limit to one class only, but the data can be 
grouped based on the degree of membership, namely between 0 and 1 which indicates partial data 
membership [26]. The following is the Fuzzy C-Means algorithm according to [27], that is: 
a) Input data that will be grouped X, in the form of a matrix with size n x p (n = number of data samples, p 

= attribute of each data). Xkj = k-th sample data (𝑘 = 1,2,…, 𝑛), jth attribute (𝑗 = 1,2,3, .., 𝑚). 
specify:  

a. Number of clusters = c 
b. Weight power=m 
c. Maximum iteration  = MaxIter 
d. The smallest error expected = ξ 
e. initial objective function = P0 = 0 
f. first iteration = t = 1 

b) Generates a random or random number (µik ,, i = 1,2, .., c; k = 1,2, .., n), as elements of the initial 

partition U𝑈0 =  µ11
 𝑥1 µ

12
 𝑥2 …

: :

µ
11

 𝑥1 µ
12

 𝑥2 …µ
1𝑐 𝑥𝑐 

:

µ
1𝑐 𝑥𝑐   (4) 

The partition matrix in fuzzy clustering must meet the following conditions: 
µ 𝑖𝑘 =  0,1 ; (1 ≤ 𝑖 ≤ 𝑐; 1 ≤ 𝑘 ≤ 𝑛) 

  µ 𝑖𝑘𝑛
𝑖=1

= 1;  1 ≤ 𝑖 ≤ 𝑐 

 
0 <  µ 𝑖𝑘<𝑐𝑐𝑖=1 ;  1 ≤ 𝑘 ≤ 𝑛 (5) 

 Count the number of each column (attribute) 

 𝑄𝑗 =   µ 𝑖𝑘 𝑐𝑖=1  (6) 

with j=1,2,3,…,m 
then count :  

µ 𝑖𝑘 =
µ𝑖𝑘𝑄𝑗  (7) 

c) Calculatethe cluster to K: Vij, where i = 1,2,3,…, c and j = 1,2,3,…, m 
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𝑉𝑖𝑗 =
  (µ𝑖𝑘 )𝑚 ∗𝑋𝑘𝑗  𝑛𝑘=1  µ𝑖 ,𝑘 𝑚𝑛𝑘=1

 (8) 

𝑉 =  𝑣11 ⋯ 𝑣1𝑚⋮ ⋱ ⋮𝑣𝑐1 ⋯ 𝑣𝑐𝑚   (9) 

d) Calculate the objective function in iteration t, Pt using the following equation: 𝑃𝑡 =       𝑋𝑘𝑗 − 𝑉𝑖𝑗  2𝑚𝑗=1  (µ 𝑖𝑘 )𝑚 𝑐𝑖=1
𝑛𝑘=1  (10) 

Calculate changes in the partition matrix: 

µ 𝑖𝑘 =
  (𝑋𝑘𝑗 −𝑉𝑖𝑗 )2𝑝𝑗=1

 −1𝑝−1

   (𝑋𝑘𝑗 −𝑉𝑖𝑗 )2𝑝𝑗=1
 −1𝑝−1𝑐𝑖=1

 (11) 

e) Check the stop condition if 
a. If (| Pt-pt-1 | <ξ) or (t <maximum iteration) then stop 
b. If not then t = t + 1 then repeat step 4 

D.  Davies Bouldin Index 

 David L. Davies and Donald W. Bouldin introduced a method named after them, the Davies-Bouldin 
Index (DBI) used to evaluate clusters [28]. Evaluation using the Davies Bouldin Index has an internal cluster 
evaluation scheme, where the results of the clusters are good or not seen from the quantity and closeness of 
cluster result data [29]. The stages of calculating the Davies Bouldin Index are as follows:  
The stages of calculating the Davies Bouldin Index are as follows: 
a) Sum of Square Within-cluster (SSW)  
To determine the cohesion in the ith cluster is to calculate the value of the Sum of Square Within-cluster 

(SSW). 𝑆𝑆𝑊𝑖 =
1𝑚 𝑖  𝑑 𝑥𝑗 , 𝑐𝑖 𝑚 𝑖𝑗 =𝑖  (12) 

b) Sum of Square Between-cluster (SSB) 
The calculation of the Sum of Square Between Clusters (SSB) aims to determine the separation between 

clusters. 

                                      𝑆𝑆𝐵𝑖 ,𝑗 = 𝑑 𝑐𝑖 , 𝑐𝑗    (13) 

c) Ratio (Rasio)  
  aims to determine the comparison value between cluster i and cluster j. To calculate the ratio value 

owned by each cluster, the following equation is used [28] 

.                                 𝑆𝑆𝐵𝑖 ,𝑗 =
𝑆𝑆𝑊1+𝑆𝑆𝑊𝐽𝑆𝑆𝐵𝑖 ,𝑗   (14) 

d) Davies Bouldin Index 
  The ratio value obtained from the above equation (14) is used to find the Davies-Bouldin Index 

(DBI) value using the following equation: 

  𝐷𝐵1 =
1𝑘  𝑚𝑎𝑥𝑖=𝑗  𝑅𝑖 ,𝑗 𝑘𝑖=1   (15) 

From this equation, k is the number of clusters. The smaller the DaviesBouldin Index (DBI) value obtained 
(non-negative> = 0), the better the cluster obtained from clustering using the clustering algorithm [29] 

 
3. Metodologi 

 

The first stage is the selection of the dataset to be processed, the dataset to be used in this study is a 
dataset of weekly sales transactions from https://archive.ics.uci.edu/ml/ which contains product sales for 52 
weeks, then the data will be processed using the kd-tree method that will be used as the initial centroid for the 
clustering process uses the K-Means and Fuzzy C-Means algorithms. The next stage of processing results 
using the Kd tree method will be processed using two methods, namely: the K-Means clustering method and 
the Fuzzy C-Means clustering, then the resulting clusters will be validated using the Davies bouldin index 
method, so that it is expected to produce k and optimal c. The data processing process can be seen from the 
flow chart below: 
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Gambar 2.1 Flowchart kerangka kerja yang diusulkan 

4. Result and discussion 

 

Clustering is done by determining the initial centroid using the KD-Tree algorithm. Each class was 
tested using the K-Means and Fuzzy C-Means methods. The clustering process that has been carried out will 
then be validated using the Davies Bouldin index, where according to the provisions the smallest validation 
value is the best clustering result from other classes, the following clustering results can be seen in the 
following table: 

TABLE 1 

The results of clustering with leaf 5 and iteration max 100 
LEAF=5 

IMAX=100 
K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 

1,4
6 1,6 

1,9
6 

2,3
1 

2,5
2 

2,7
5 0,5 

0,6
3 

1,0
6 1,7 

1,2
2 2,5 1,4 

1,4
9 

2,3
6 

2,2
3 

Time 
0,4
8 

0,0
2 

0,0
1 

5,4
3 

0,2
1 

0,0
3 

0,0
2 

0,0
2 

0,2
5 

0,0
2 

11,
6 17 

22,
8 

28,
7 

33,
8 

38,
8 

44,
6 

50,
1 64 

61,
8 

Number of 
Iterasions 7 7 7 9 24 12 14 12 14 12 100 100 100 100 100 100 100 100 100 100 

 
TABLE 2 

The results of clustering with leaf 10 and iteration max 100 
LEAF=10, I 
MAX=100 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 

1,6
4 

2,0
2 

2,2
6 

2,4
1 2,7 

2,8
4 0,5 

0,6
3 

1,0
6 1,7 

2,7
5 

2,6
7 

4,7
1 

3,4
9 

3,1
7 

3,0
7 

Time 
0,2
5 

0,0
1 

0,0
1 

0,0
3 

0,0
1 

0,0
2 

0,0
2 

0,0
3 

0,0
3 

0,0
3 

12,
1 17 

22,
7 

28,
3 

33,
5 

39,
1 

44,
4 51 

55,
5 

61,
3 

Number of 
iterations 7 7 6 21 12 11 13 13 13 20 100 100 100 100 100 100 100 100 100 100 

 

 

 

 

 

 

 

Start

Data set

Data 
preprocessing

KD Tree

Fuzzy C-MeansK-Means

Validity index

K terbaik
C terbaik

Finish
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TABLE 3 

The results of clustering with leaf 15 and iteration max 100 
LEAF=15, I 
MAX=100 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 

2,4
1 0,5 

0,6
3 

1,0
6 

1,4
7 1,2 

3,3
2 

3,2
3 

2,4
2 

1,7
3 

2,2
3 

time 
0,0
1 

0,0
2 

0,0
1 

0,0
3 

0,0
4 

0,0
2 

0,0
3 

0,0
3 

0,0
2 

0,0
4 

11,
6 

17,
1 

23,
1 

28,
2 

33,
4 

39,
2 

44,
9 

51,
2 

56,
2 

61,
7 

Number of 
iterations 7 6 7 6 24 15 14 19 14 24 100 100 100 100 100 100 100 100 100 100 

 
TABLE 4 

The results of clustering with leaf 20 and iteration max 100 
LEAF=20, I 
MAX=100 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 

2,4
1 0,5 

0,6
3 

1,0
6 

1,4
7 1,2 

3,3
2 

3,2
3 

2,4
2 

1,7
3 

2,2
3 

Time 
0,0
1 

0,0
2 

0,0
1 

0,0
1 

0,0
3 

0,0
3 

0,0
2 

0,0
3 

0,0
3 

0,2
6 

11,
6 

17,
2 

22,
8 

27,
8 

33,
5 

39,
2 

45,
2 

50,
3 

56,
1 

61,
8 

number of 
iterations 7 8 7 6 24 15 14 19 14 24 100 100 100 100 100 100 100 100 100 100 

 
The following are the results of clustering with max 200 iterations carried out on data with different number 

of leaf which can be seen in the following table: 
 

TABLE 5 

The results of clustering with leaf 5 and iteration max 200 
LEAF=5, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 

1,4
6 1,6 

1,9
6 

2,3
1 

2,5
2 

2,7
5 0,5 

0,6
3 

1,0
6 1,7 

1,2
2 2,5 1,2 

3,4
9 

2,3
6 

3,9
8 

Time 
0,0
2 

0,2
0 

0,0
2 

0,0
2 

0,0
3 

0,3
1 0,2 

0,0
2 

0,0
2 

0,0
3 

24,
6 

35,
9 

47,
3 

60,
5 67 

77,
9 

94,
7 101 111 123 

number of 
iterations 7 7 6 9 24 12 14 12 14 12 200 200 200 200 200 200 200 200 200 200 

 

TABLE 6 

The results of clustering with leaf 10  and iteration max 200 
LEAF=10, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 

1,6
4 

2,0
2 

2,2
6 

2,4
1 2,7 

2,8
4 0,5 

0,6
3 

1,0
6 1,7 

2,7
5 

2,6
7 

4,7
6 

2,4
2 

3,1
7 

3,0
7 

Time 
0,0
1 

0,1
5 

0,0
2 

0,0
3 

0,0
2 

0,0
2 

0,3
1 

2,6
4 

0,0
3 

0,0
3 

24,
1 36 

48,
4 

56,
5 

66,
7 

77,
9 

94,
9 156 111 123 

number of 
iterations 7 7 6 21 12 11 13 13 13 20 200 200 200 200 200 200 200 200 200 200 

 
TABLE 7 

The results of clustering with leaf 15 and iteration max 200 
LEAF=15, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 2,4 0,5 

0,6
3 

1,0
6 

1,4
6 1,2 

3,1
8 

3,2
3 

2,4
2 

1,7
3 

2,2
3 

Time 
0,0
1 

0,0
6 

0,0
2 

0,0
4 

0,3
1 

0,0
3 

0,0
2 

0,0
3 

0,0
2 

0,0
3 

24,
2 

35,
8 

48,
1 56 

66,
9 

78,
5 

95,
5 101 112 123 

number of 
iterations 7 8 7 6 24 15 14 19 14 24 200 200 200 200 200 200 200 200 200 200 

 
TABLE 8 

The results of clustering with leaf 20 and iteration max 200 
LEAF=20, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 

2,4
1 0,5 

0,6
3 

1,0
6 

1,4
6 1,2 

3,1
8 

3,2
3 

2,4
2 

1,7
3 

2,2
3 

Time 
0,0
2 

0.1
5 

0,0
2 

0,0
2 

0,0
2 

0,0
3 

0,0
2 

0,0
6 

0,0
3 

0,2
4 

24,
3 

35,
9 

48,
2 

26,
2 

67,
5 

78,
3 

95,
2 101 112 113 

number of 
iterations 7 8 7 6 24 15 14 19 14 24 200 200 200 200 200 200 200 200 200 200 
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The following are the results of clustering with max 300 iterations carried out on data with different number 

of leaf which can be seen in the following table: 
 

TABLE 9 

The results of clustering with leaf 5 and iteration max 300 
LEAF=5, I 
MAX=300 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 1,6 1,6 

1,9
6 

2,3
1 

2,5
2 

2,7
5 0,5 

0,6
3 

1,0
6 1,7 

1,2
2 2,5 1,2 

1,4
9 

2,3
6 

3,9
8 

Time 
0,0
2 

0,0
4 

0,0
2 

0,0
2 

0,0
3 

0,0
2 

0,0
2 

0,0
3 

0,0
2 

0,0
2 

35,
1 55 

74,
3 

93,
1 104 

12
1 

13
9 156 174 191 

number of 
iterations 7 7 6 9 24 12 14 12 14 12 300 300 300 300 300 

30
0 

30
0 300 300 300 

 
TABLE 10 

The results of clustering with leaf 10 and iteration max 300 
LEAF=10, I 
MAX=300 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,7
9 

1,4
8 

1,6
4 

2,0
2 

2,2
6 

2,4
1 2,7 

2,8
4 0,5 

0,6
3 

1,0
6 1,7 

2,7
5 

2,6
7 

4,7
6 

3,4
9 

3,1
7 

3,0
7 

Time 
0,0
2 

0,2
3 

0,0
2 

0,0
3 

0,0
2 

0,0
2 

0,0
2 

0,0
3 

0,0
2 

0,0
3 

35,
2 

50,
7 

67,
1 84 

99,
5 117 133 158 173 190 

number of 
iterations 7 7 6 21 12 11 13 13 13 20 300 300 300 

30
0 300 300 300 300 300 300 

 
TABLE 11 

The results of clustering with leaf 15 and iteration max 300 
LEAF=15, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 

2,4
1 0,5 

0,6
3 

1,0
6 

1,4
6 1,2 

3,1
8 

3,2
3 

2,4
2 1,73 

2,2
3 

Time 
0,0
2 

0,0
6 

0,0
2 

0,0
2 

0,0
3 

0,0
2 

0,0
3 

0,0
3 

0,0
2 

0,0
3 

35,
2 50 

74,
5 

90,
4 

10
4 122 140 156 

f173,5
6 191 

number of 
iterations 7 8 7 6 24 15 14 19 14 24 300 300 300 300 

30
0 300 300 300 300 300 

 

TABLE 12 

The results of clustering with leaf 5 and iteration max 300 
LEAF=20, I 
MAX=200 

K MEANS Fuzzy C-Means 

Class 
2 3 4 5 6 7 8 9 10 11 2 3 4 5 6 7 8 9 10 11 

DBI  
0,4
5 

0,6
3 

0,8
6 

0,9
2 

1,4
6 1,6 1,7 

1,9
6 

2,2
6 

2,4
1 0,5 

0,6
3 

1,0
6 

1,4
6 1,2 

3,1
8 

3,2
3 

2,4
2 

1,7
3 

2,2
3 

Time 
0,0
2 

0,0
2 

0,0
2 

0,0
2 

0,0
3 

0,0
3 

0,0
3 

0,0
2 

0,0
2 

0,0
3 

34,
5 

50,
7 

67,
1 

83,
7 

10
1 117 144 156 174 191 

number of 
iterations 7 8 7 6 24 15 14 19 14 24 300 300 300 300 

30
0 300 300 300 300 300 

 
Based on the test results that we can see in the table above, optimal k is at k = 2 and optimal c is at c = 2, the 
full results can be seen in the table below: 

TABLE 13 

The best number of cluster members with different leaves and iterations 

iterasi 

5 10 15 20 

k means fuzzy c means k means fuzzy c means k means fuzzy c means k means fuzzy c means 

100 
665 146 647 164 665 146 647 164 665 146 647 164 665 146 647 164 

200 
665 146 647 164 665 146 647 164 665 146 647 164 665 146 647 164 

300 
665 146 647 164 665 146 647 164 665 146 647 164 665 146 647 164 

 
 The results of the analysis based on the table above can be seen that the overall number of members of 
the cluster 2 with the number of different leaves and the maximum iteration produces the same number of 
members for the different number of leaves, while for k means the index method 0 = 665 and index 1 = 146 
while for the fuzzy c method means index 0 = 647 and index 1 = 164. Overall, the selection of the initial 
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centroid using the kd tree makes the initial cluster center consistent so that the data grouping is stable, both 
the results of clustering using the k means algorithm and the Fuzzy C means algorithm. 
The analysis obtained is based on the test results above, that is: 
a) The clustering results obtained tend to have almost the same dbi value, both from the results of K-

Means and Fuzzy C-Means clustering. 
b) The amount of data on the leaf in determining the initial centroid using the KD tree algorithm affects 

the validation results and the number of iterations. 
c) The results of the tests conducted show that the maximum iteration also affects the validation results 

and the clustering process time for the Fuzzy C-Means method. 
 

5. Conclusion 

 

a) Based on the test results using the K means algorithm and Fuzzy C Means algorithm, with the 
determination of the initial centroid using the kd tree, similar results were obtained between the two 
algorithms, where the optimal K and C were obtained for sales transaction data, a weekly dataset from 2 
clusters, with the Davies Bouldin index. (Dbi) K means = 0.45 while Dbi Fuzzy C means = 0.5. 

b) The results of clustering tend to be the same, where the best number of cluster members is cluster 
2(two).With different number of leaves and different maximum iterations produce the same number of 
members, where for the k method means index 0 = 665 members and index 1 = 146 members while for 
the fuzzy method c means index 0 = 647 members and index 1 = 164. Overall, the selection of the initial 
centroid using the kd tree algorithm makes the initial cluster center consistent so that the data grouping 
is stable, both the results of clustering using the k means algorithm and the fuzzy c means algorithm 
even though the max iteration is different. 
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