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Application of FDS to Under-Ventilated Enclosure 

Fires with External Flaming 

Abstract 

Numerical simulations are conducted to investigate the accuracy of the Fire Dynamics Simulator 

(FDS 6.0.1) for under-ventilated enclosure fires with external flaming. The accuracy of is 

discussed first in terms of mass balance at the steady-state stage for the enclosure volume. The 

required fineness of the grid is determined by analyzing the mass balance using two non-

dimensional length scales. The first considers the ratio of the ventilation factor to the grid cell size, 

and the second considers the ratio of the hydraulic diameter of the opening to the grid cell size. 

When these two length scales are larger than 10, the corresponding mass balance error as obtained 

from post-processing the output is lower than 4%. The simulation results, including flow through 

the vertical opening, heat release rate inside the enclosure, gas temperature inside the enclosure, 

neutral plane height, and external flame height are compared with experimental data and empirical 

correlations. The air inflow rate through the opening is found to correlate linearly to the ventilation 

factor as HAm  41.0 . For the heat release rate inside the enclosure, the predictions follow the 

empirical correlation inQ HA1131 . This is directly related to the air inflow rate and incomplete 

combustion with the inflowing oxygen. Time-averaged gas temperatures inside the enclosure are 

under-predicted by maximum 13.1% compared with experimental data at the corner near the 

opening. Neutral plane height values at the opening, determined from the velocity profile of the 

vent flow, show good agreement with empirical estimations ( HZ f  4.0 ). Two methods are 

employed to determine the external flame height, namely a temperature based method and a 

volume heat release rate based method. The trends are captured correctly. 

Keywords 

Under-ventilated fire; FDS; ventilation factor; external flaming; numerical 

simulations 

Nomenclature 

A  Area of the opening (m
2
) 

W    Width of the opening (m) 

H  Height of the opening (m) 

HN  Height of the neutral plane (m) 

Q  Total heat release rate of fire (kW) 

inQ  Heat release rate inside the enclosure (kW) 

extQ  Heat release rate burning outside the enclosure (kW) 
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f
Z  Mean flame height from location of the neutral plane height (m) 

1   Length scale ratio based on the opening geometry (-) 

cp  Specific heat (kJ/(kg.K)) 

T  Ambient temperature (K) 

g   Gravitational acceleration (m/s
2
) 

gT  Gas temperature (K) 

*
1   Length scale ratio based on the opening geometry and the simulation grid 

size(-) 

*
2   Length scale ratio based on the hydraulic diameter and the simulation grid 

size(-) 

inm  Mass inflow rate through the opening (kg/s) 

outm  Mass outflow rate through the opening (kg/s) 

fuelm  Mass supply rate of the fire source (kg/s) 

hD  Hydraulic diameter of the opening (m) 

 

Greek 

airH  Heat of combustion per kg air consumed (kJ/kg) 

   Density of gas (kg/ m
3
) 

  Mass balance error (-) 

x     Simulation grid size (m) 

1 Introduction 

In recent years, fire safety of high-rise building fires has attracted extensive 

attention, especially in cases where flames are ejected from an enclosure and 

attached to building’s façade. The ejected flames can potentially cause secondary 

fires which might spread from the original floor to upper floors, as well as to 

adjacent buildings. Therefore, it is necessary to understand the physics involved 

and provide reliable predictions of the fire dynamics in such scenarios. 

The main heat transfer mechanisms involved are radiation and convection. 

Their contributions are affected mainly by the ejected flame height and its 

temperature profile. The extent of external flaming depends on the excess fuel, i.e., 

fuel that is not burned inside the enclosure as a consequence of limited ventilation 

[1, 2]. The latter depends on the opening size (i.e., ventilation factor). 
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In an under-ventilated fire, the combustion inside the enclosure is limited by 

the mass flow rate of air that can enter through the openings. Part of these 

openings is occupied by hot gases leaving the enclosure. If the air inflow is 

insufficient for all combustible gases to burn inside the enclosure, flames extend 

out of the enclosure and combustion takes place where the hot unburned gases 

mix with air outside. Understandably, a lot of effort has been devoted to study this 

subject by means of theoretical analysis, experimental investigation and numerical 

modelling [e.g.,1-12].  

The air inflow through the enclosure is governed by the pressure differences 

between the two sides of the opening. As a result, the flows at the opening are bi-

directional with cool air inflow in the lower part and hot smoke outflow in the 

upper part. Based on Bernoulli’s equation, the air inflow rate airm , is found to be, 

in well-mixed conditions, proportional to the ventilation factor HA  [1, 20-22]:  

HACmair   in kg/s                         (1) 

where A  (m
2
) and H (m) are respectively the area and height of the opening, 

and C is a constant determined by the opening discharge coefficient and 

gravitational acceleration constant. Different values for C have been reported in 

the literature (e.g. [22, 23, 26]. Thomas and Heselden [23] estimate the value of 

this constant at 0.5 2/5/ mskg  , which is the value most commonly found in the 

literature. Computational Fluid Dynamics (CFD) techniques have also been 

applied to simulate the doorway flow induced by an enclosure fire, using various 

CFD codes [19, 23-24, 27-28]. FDS has been developed and is maintained by the 

National Institute of Standards and Technology (NIST) [14-15]. In [27], a value of 

0.47 for C was derived from FDS (version 3.0.1) simulation while the 

experimental value was 0.46, which indicates that FDS is capable of predicting 

the mass flow rate through the ventilation opening. 

The upper limit for the HRR inside the enclosure can be determined, 

assuming that all the incoming air through the vent is consumed in the combustion. 

Indeed, the maximum heat release rate (HRR) inside the enclosure is found by 

multiplying the air inflow rate with the heat of combustion per unit mass of air 

( kJ/kg3000airH ): 

HAHCQ airin    in kW                  (2) 
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Taking 2/5/5.0 mskgC  , Eq. (2) becomes HAQ
in

1500 . It should be noted 

that in cases with external flaming, the exact HRR inside the enclosure cannot be 

determined directly in experiments. Indeed, in most experiments, the heat release 

rates are measured based on two methods: either from the mass loss rate of the 

burner, or by means of oxygen consumption method collecting gases. Neither of 

these methods provides the exact HRR generated inside the enclosure since part of 

the combustion occurs outside the enclosure. In [6-7] a plateau in the evolution of 

the total heat release rate equal to HA1500 was observed for several 

configurations with under-ventilated conditions prior to external flaming. This 

plateau value provides an estimate for the HRR inside the enclosure, although it is 

not guaranteed that the value does not change during the external flaming period, 

since it is not guaranteed that the same amount of oxygen is consumed per unit 

time inside the enclosure, given changes in e.g. the flow field.  

As a merit of CFD techniques, the heat release rate in a predefined domain 

can be determined by integrating the Heat Release Rate per Unit Volume 

(HRRPUV) over that domain (Such post-post-processing is readily available in 

FDS which is used in the present paper (version 6.0.1)). This enables us to 

numerically study the relationship between the heat release rate and the opening 

size. 

Several methods have also been developed, based on experimental data and 

theoretical analysis, for predicting temperatures in enclosure fires during the fully 

developed fire stage [29]. Babrauskas [12, 13] proposed a method based on the 

energy balance in the enclosure system, which involves terms take heat released 

per unit time within the enclosure, heat losses through openings by radiation and 

convection and conduction into the walls, floor and ceiling. This method is 

summarized by Walton and Thomas in [29]. 

Moreover, numerical methods have also been used to predict the gas 

temperature. It should be noted that a prerequisite for accurately predicting the gas 

temperature is accurate modeling of the combustion in under-ventilated fires. This, 

however, is still a challenge for the fire safety community, although progress is 

made through several studies, dedicated to develop models or theoretical analysis 

for incomplete combustion and flame extinction (e.g., [38, 39, 43, 47]). 

Charge Coupled Device (CCD) cameras are commonly used for recording 

the external flaming. Using a probabilistic based method to post-process the video 
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footage [45], the flame height value can be determined. This method was 

employed in previous experimental studies (e.g., [6, 7, 39]). The key parameters 

in the prediction of the flame shape are the amount of excess heat release rate, the 

opening geometry, and the atmospheric conditions (e.g., wind). Some theoretical 

models (e.g., [41, 42，44]) and correlations [6, 7] have been developed，based 

on experimental data. Only few attempts [40, 46] can be found in the literature to 

numerically study the height of the flame ejected from the opening of an under-

ventilated enclosure fire.  

 This paper aims to assess simulation results obtained with of FDS (version 

6.0.1) for the under-ventilated enclosure fire and external flaming based on a set 

of experimental data [6, 7]. Various opening geometries and a single inert façade 

wall are considered. The discussion of simulation results includes the vent flows 

through the opening, time-averaged gas temperature, HRR inside the enclosure, 

neutral plane height, and external flame height. 

2 Numerical simulations  

2.1 Brief description of the simulation settings 

As is mentioned in previous section, FDS is employed in this work. Whereas 

details are found in [15], a brief description of the settings is described here. In 

FDS (version 6.0.1), the Navier-Stokes equations are solved using a second order 

finite difference numerical scheme with a low-Mach number formulation. The 

turbulence model is based on Large Eddy Simulation (LES). Four models can be 

chosen for the subgrid-scale turbulent viscosity, with the ‘modified Deardorff’ as 

default model. FDS uses a combustion model based on the mixing-limited, 

infinitely fast reaction of lumped species. Lumped species are reacting scalar 

quantities that represent a mixture of species. A simple extinction model has been 

implemented in FDS, which is based on a critical flame temperature value (TLFL). 

In cells where the temperature drops below this TLFL value, combustion does not 

continue since the released energy cannot raise the temperature above the value 

for combustion to occur. A critical flame temperature 1427 °C has been used in 

the present study with a propane burner, according to [15]. The Radiative Transfer 

Equation (RTE) is solved using the Finite Volume Method (FVM). A radiation 

fraction of 0.35 is prescribed as a lower bound in order to limit the uncertainties in 

the radiation calculation induced by uncertainties in the temperature field.  
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Heat losses to the walls are calculated by solving the 1-D Fourier’s equation 

for conduction. In the present study, the default models and constants in FDS are 

applied. The reader is referred to [15] for more detail. 

2.2 Simulation details 

The set-up in the modelling corresponds to the experiments reported in [6, 7]. 

The enclosure dimensions are 0.5m×0.5m×0.5m. A fiberboard plate serves as 

external façade wall, as shown in Fig.1. By setting various widths and heights of 

the opening, under-ventilated conditions has been obtained. A 0.1 m×0.2 m 

propane burner provides a fire source with a specific theoretical heat release rate 

inside the enclosure. The burner is located at the center of the enclosure. All walls, 

including the façade wall, consist of fiberboard with the following properties: the 

thickness is 0.025m, the density is 350 kg/m
3
, the thermal conductivity is 

0.3 KmW / , the emissivity is 0.9, and the heat capacity is 1700 KkgJ / . A more 

detailed description of this experimental work can be found in [6] and [7]. 

 

(a)Top view of the enclosure            (b) Side view of the enclosure 

Figure 1. Sketch of the experimental set-up. 

Four different opening geometries are considered: 0.1m×0.2m, 0.2m×0.2m, 

0.2m×0.3m, and 0.3m×0.3m. The computational domain has been extended by 50 

cm outside the enclosure, as shown in Fig.2 (a), in order to limit the influence of 

the ‘open’ boundary condition on the flow field. As shown in Fig.2 (b), two 

meshes are used within the simulation domain. The first mesh contains the entire 

enclosure and the lower part of the outdoor domain, and the second mesh covers 

the rest of the domain. The obstructions in the FDS model are made thick (at least 

one grid cell thick).  
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(a) Global view of simulation domain            (b) Two meshes in the domain 

Figure 2. Snapshots of the simulation domain and meshes. 

As shown in previous studies [31-35], FDS simulation results are sensitive to 

grid size. Smaller grid cells are generally preferred for more accurate simulations. 

However, such simulations will also be more expensive in terms of computational 

cost and storage requirement. Therefore, it is necessary to discuss the required 

grid resolution for the present study.  

In case of enclosure fires with external flaming, both the fire source and the 

vent flow need careful consideration. For the fire source, a characteristic length 

scale *
D is related to the total heat release rate Q  by the following relation [31]: 

5/2

*














 gTC

Q
D




                       (3) 

In Eq. (3), Q ,  , C , T , and g are respectively the total heat release rate 

( kW ), the density at atmosphere gas ( 3/ mkg ), the specific heat of air ( KkgkJ / ), 

the atmosphere temperature ( K ), and the gravity acceleration ( 2/ sm ). McGrattan 

[30] suggested a cell size of 10 % of the plume characteristic length D* as 

adequate resolution, based on careful comparisons with plume correlations. Based 

on this ‘10% criterion’, the required cell size for a HRR between 30 kW and 90 

kW, is in the range of 2.3cm to 3.6cm.  

Besides the length scale concerning the fire source, it is also necessary to 

examine other length scales, concerning the accurate simulation of the flow 

through the opening. However, this length scale has not been considered 

systematically in previous numerical studies. The discussion is presented in 

section 3.1. 



9 

In this study, cell sizes of 1cm, 2 cm and 4 cm are used for each opening 

geometry. In order to get under-ventilated conditions, all the heat release rates of 

the burner are set to be larger than the value of HA1500 . Table 1 shows a list of 

all 32 simulations. 

Table 1. List of simulations.  

In case 27, for example, each cell has dimensions of 0.01 m x 0.01 m x 0.01 

m, and the total number of cells in the computational domain is (102 x 60 x 

54)+(50 x 60 x 100) = 630,000. The time step is 0.00112s, set automatically 

during the FDS calculation by dividing the mesh size by the characteristic velocity 

of the flow. The total simulation duration is set to 20 minutes, as steady state 

conditions are reached after 8 minutes (see later). For these two meshes of the 

simulation domain, two computing processors (2.6 GHz CPU with 32 GB RAM) 

were used. This computation takes about 144 hours. The simulation results 

discussed in the following sections are mean values, averaged during the period 

from 500s to 1200s. 

2.3 Measurement devices 

The mass inflow and outflow rates through the opening have been 

determined in FDS by setting two measurement devices at the level of the 

doorway called “Mass Flow +” and “Mass Flow -”. The actual heat release rate 

inside the enclosure has been determined by integrating the heat release rate per 

unit volume “HRRPUV”. Gas temperature inside the enclosure has been 

determined in two opposite corners (see Fig.1) at several heights from floor level 

(Z=0.04, 0.09, 0.14, 0.19, 0.24, 0.29, 0.34, 0.39, 0.44, and 0.49 m). In this work, 

two different methods have been considered to determine the flame height. The 

first method uses a temperature reference value to define the flame tip in the 

Opening geometry 
inQ (Eq.(2))  

(kW) 

Fire source 

HRR Q  (kW) 
Grid size 

(cm) 
Case No. 

W (m) H (m) 

0.1 0.2 13.42 30 4,2,1 1-3 

0.1 0.2 13.42 40 4,2,1 4-6 

0.2 0.2 26.83 50 4,2,1 7-9 

0.2 0.2 26.83 60 4,2,1 10-12 

0.2 0.2 26.83 70 4,2,1 13-15 

0.2 0.3 49.30 60 4,2,1 16-18 

0.2 0.3 49.30 70 4,2,1 19-21 

0.2 0.3 49.30 80 4,2,1 22-24 

0.3 0.3 73.94 80 4,2,1 25-27 

0.3 0.3 73.94 90 4,2,1 28-30 

0.2 0.2 26.83 30,40 1 31,32 
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center plane (y=0). The flame tip position is taken as the highest location outside 

the room volume where the time-averaged mean temperature is T = 520 °C (i.e., 

ΔT = 500 °C compared to ambient) [16].The reference level for the definition of 

the flame height is taken as the neutral plane height (see Fig.3), as indicated in [6, 

7]. In the second method, the flame tip is determined from the heat release rate per 

unit volume (HRRPUV) of the flame.  

 

Figure 3. Time-averaged temperature contour plot showing the flame tip position and neutral plane 

height.  

3 Simulation results and discussion 

 

Figure 4. Snapshot showing a typical external flaming in the simulation. 
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Since the mass flow rate of air entering the enclosure is not sufficient for 

complete combustion of the imposed total HRR, the combustible gases leave the 

compartment. They find fresh air and react outside the enclosure. Fig.4 provides a 

typical snapshot showing external flaming in the simulation.  

Fig.5 shows the time evolution of mass flow rates through the ventilation 

opening for case 27. The outflow rate, inflow rate, fuel flow rate, and net flow 

(the difference between the outflow and inflow), as obtained from post-processing, 

are approximately constant during most of the time after the ignition, with an 

average value of 0.0222 kg/s, 0.0201 kg/s, 0.0017 kg/s, and 0.0020 kg/s 

respectively. The difference between the net mass flow rate and the fuel mass 

flow rate is discussed in detail in section 3.1.   

 

Figure 5. Temporal evolution of mass flow rate through the ventilation opening for case 27 (see 

Table 1). 

Fig.6 shows the temporal evolution of temperatures at several heights for 

case 27 (see Table 1). These temperatures were recorded by the back corner 

thermocouple tree (see Fig.1 (a)). It is seen that a quasi-steady state condition has 

been obtained in the simulation roughly from 500s to 1200s. The other cases show 

a similar trend.  
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Figure 6. Temporal evolution of temperatures at the back corner for case 27 (see Table 1). 

The dependence of CFD simulation results on the grid size is studied first, 

focusing on the flow through the opening. Figures 7 , 8, 9, 10 show, respectively, 

the steady state horizontal velocity and temperature along the vertical centerline 

of the opening for cases 22, 23, 24 (cell sizes 4 cm, 2 cm and 1 cm) and cases 25, 

26, 27 (cell sizes 4 cm, 2 cm and 1 cm). Similar trends were observed for the other 

cases. A 2 cm cell size or finer is sufficient to ensure the grid insensitivity of the 

simulation results.                                                                             

 

Figure 7. Cell size effect on horizontal velocity along the centerline of the opening for cases 22 – 

24 (see Table 1). 
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Figure 8. Cell size effect on horizontal velocity along the centerline of the opening for cases 25 – 

27 (see Table 1). 

 

Figure 9. Cell size effect on temperature along the centerline of the opening for cases 22 – 24 (see 

Table 1). 
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Figure 10. Cell size effect on temperature along the centerline of the opening for cases 25 - 27 (see 

Table 1). 

At a certain height at the opening, the horizontal velocity is zero. This height 

is called the ‘neutral plane height’. The neutral plane height value is determined as 

the position where the horizontal velocity profile crosses the dashed line (Fig.7 

and Fig.8) for all cases. 

3.1 Flow through the opening 

First, the mass inflow rate of air through the opening is discussed. The mass 

inflow rates for cases with 1 cm grid size for the four different ventilation factors 

are presented in Fig.11. Not surprisingly, a linear correlation is observed between 

the mass inflow rate and ventilation factor: HACm  . The constant coefficient 

C is roughly 0.41. This is at the lower end of the range 0.4 - 0.61 found in the 

literature [22].                                                                             

 

Figure 11. The correlation between mass inflow rate and the ventilation factor for 1 cm grid size 

results. 

  The prediction of the air mass flow rate through the opening in under-

ventilated conditions is of great importance, because it determines the extent of 

burning inside and outside the enclosure. The required fineness of the grid was 

already illustrated in Fig.7 and 8. In addition hereto, we discuss grid convergence 

in terms of a mass balance ‘error’ (Eq. (7)), based on post-processing of output 

data, using two length scales ratios. The first one considers the ratio of the 

ventilation factor to the grid cell size:  

xx HA  /)(/ 5/2
1

*
1                         (4) 
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This length scale ratio varies from 3.78 to 40 for the cases considered 

according to the value of the grid size and the opening geometry. 

The second one considers the ratio of the hydraulic diameter of the opening to 

the grid cell size:  

               xxh HWHWD  /))/(2(/
*

2                    (5) 

This length scale ratio varies from 3.33 to 40 for the cases considered 

according to the value of the grid size and the opening geometry. 

At steady-state conditions, the mass balance applied to the enclosure volume 

reads: 

fuelinout mmm                              (6) 

where outm  is the total air mass outflow rate through the opening (kg/s), inm  is 

the total air mass inflow rate through the opening (kg/s), fuelm is the mass supply 

rate of the fire source (kg/s). Here a mass balance ‘error’ is defined as the 

following: 

%1001 



out

fuelin

m

mm




                       (7) 

It is stressed that this is not a real ‘error’ at the level of implementation. The 

discussion of Figs. 12 and 13 is based output values as obtained from post-

processing. The implementation in FDS at the level of discretization differs from 

what is delivered as output. This is discussed in more detail below, but the reader 

must beware of this issue already now, since true errors in mass balance of more 

than 1% would already be unacceptable. 

Fig. 12 shows that ε varies from 1.4% to 15.0%. It is almost inversely 

proportional to *
1 . Like the 10% criterion when choosing cell size for fire plume, 

a value of 10 is chosen for *
1 . For 10

*
1  , ε reduces to values below 4%. Such an 

approach can be used to estimate opening uncertainties associated with the grid 

size in the prediction of flows through. In the following sections, only the cases 

with 10
*

1  are used for the analyses. The cell sizes used in these cases are 

smaller than or equal to 2 cm. 
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Figure 12. Mass balance ‘error’ ε (Eq. (7)) based on post-processing of output data for all the cases 

analyzed using length scale *
1 . 

Figure 13 presents ε using *
2 . Similarly as in Fig. 10, ε is almost inversely 

proportional to *
2 , and for 10

*
2  , the mass balance error reduces to values 

below 4%. 

 

Figure 13. Mass balance ‘error’ ε (Eq. (7)) based on post-processing of output data for all the cases 

analyzed using length scale *
2  

As mentioned, it is stressed that Figs 12 and 13 refer to post-processing of 

output data. In the output, FDS uses a simple method to define the mass flux, 

which differs from what is implemented in the discretization of the mass 

conservation equation. The output quantities 'MASS FLOW +' and 'MASS FLOW 

-' are calculated as follows:  

                      dAum                           (10) 

The velocity ( u ) is the component of velocity in the specified direction. 

The u- component of the velocity is defined directly in the measurement plane. 

*
2
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The density (  ) is the average of the densities at each side of the measurement 

plane. The area ( A ) is the sum of the areas of the cell faces. This form of the mass 

flow is thus approximate, because the mass transport equation uses a flux limiter 

to define the mass advection. Thus, the output 'MASS FLOW' is not exact, which 

is the reason why the non-zero mass balance error is obtained. 

However, considering this issue, the method as described is still useful as 

criterion or indicator to determine the required grid resolution in simulations 

where flows through opening are crucial. In other words, the *
1  or *

2 criterion 

must be checked in addition to the D* criterion. 

Table 2 illustrates (for case 24) once more that ε is not a true error in mass 

balance at the level of implementation. Indeed, reducing ‘velocity_tolerance’ 

(which refers to possible errors at mesh interfaces) and increasing the maximum 

number of calls to the pressure solver (max_pressure_iterations) in the FDS input 

file, does not modify ε significantly.  

Table 2. The effect of ‘velocity tolerance’ and ‘max pressure iterations’ on the mass 

balance error for case 24. 

Finally, note that the discussion of the grid convergence based on the mass 

balance ‘error’ is more informative than examining inflow or outflow rates 

directly. Indeed, the absolute values of such quantities depend on, e.g., the heat 

release rate and opening size (Fig. 11). Consequently, relative deviations are not 

directly visible and moreover, in contrast to what has been presented in Figs. 12 

and 13, only 3 values for the length scale ratios can be used per case (since 3 

levels of grid refinement have been used for each case). 

3.2 Heat release rate inside the enclosure 

The averaged heat release rate inside the enclosure is presented in Fig. 14. 

Four groups of data are observed, each of them corresponding to one value of the 

ventilation factor ( HA ). As indicated in Fig 14, the predicted HRR inside the 

enclosure (HRRin) shows a linear correlation with the ventilation factor. The linear 

regression coefficient is 1130.7 kW/m
5/2

. 

No. Velocity tolerance /(m/s) Max pressure iterations (-) ε (%) 

1(default) - 10 2.7308 

2 0.001 100 2.7294 

3 0.0001 1000 2.7280 
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Figure 14. Linear correlation between the ventilation factor and predicted HRR inside the 

enclosure HRRin. 

This is approximately 25% below the value 1500 kW/m
5/2

 mentioned above in 

the empirical correlation. The deviation is mainly related to the air inflow rate and 

the completeness of the use of oxygen for combustion inside the enclosure. Note 

that the constant coefficient C derived from the simulation is 0.41, which is lower 

than 0.5 (which correspond to 1500 kW/m
5/2

). This should already result in an 

18% lower HRR inside. The remainder can be attributed to completeness of 

combustion.  

Indeed, not all oxygen entering the compartment is entirely consumed by the 

combustion. Some air is immediately entrained into the exiting flow and does not 

participate in the combustion. In order to illustrate this, the net mass flow rate of 

oxygen through the opening for case 24 is outputted and shown in Fig 15. The 

average value between 500s and 1200s is 0.002528 kg/s. At the same time, the 

average mass flow rate for air entering the compartment is 0.013910kg/s. Oxygen 

mass fraction in ambient air is 0.2323. Based on this, the maximum oxygen inflow 

rate is calculated to be 0.003231kg/s. This is higher than the actual value 

0.002528 kg/s of net oxygen flow rate. This difference implies that there is some 

oxygen flowing out of the compartment without participating in the combustion 

inside the enclosure. 
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Figure 15. Temporal evolution of mass flow rate of oxygen through the opening for case 24 (see 

Table 1). 

3.3 Gas temperature inside the enclosure  

In Fig.16, the vertical temperature distributions are presented, obtained from 

two thermocouples trees at two corners of the enclosure for different opening 

geometries. The temperatures at two opposite corners are similar, but not identical, 

revealing deviations from the perfectly mixed situation. Similar observation has 

been made before in [48]. However, deviations are not very large, so that it is 

meaningful to define an average temperature inside the enclosure.  

 

Figure 16. Temperature distribution inside the enclosure obtained from front and back corner 

thermocouple trees for four different opening geometries. Case numbers: see Table 1. Closed 

symbols refer to simulation results in the back corner, while open symbols refer to results obtained 

in the front corner (see Fig. 1). 
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Higher temperatures are observed in Fig. 17 for higher ventilation factors, as 

less excess fuel leaves the compartment and HRRin increases (Fig. 14). 

Babrauskas’ correlation [12, 13] can be used to compare with the simulation 

results of the average temperature inside the enclosure:  

54321

* )(    TTTT
g

                    (11) 

In Eq. (11), *
T  is an empirical constant, set equal to 1725 K, and five factors 

account for different physical phenomena: the burning rate stoichiometry (θ1), the 

wall steady-state losses (θ2), the wall transient losses (θ3), the opening height 

effect (θ4), and the combustion efficiency (θ5). 

The five factors in correlation (11) can be determined from the material 

properties and the other parameters used in the simulation. Fig. 17 shows the 

comparison between the predicted average temperatures and correlation (11). The 

relative differences are below 10% for all scenarios. 

 

Figure 17. Comparison of average temperatures obtained with FDS to correlation (11) [12, 13]. 

In Table 3, the time-averaged gas temperatures at the front corner are 

compared with experimental data for cases 8, 11, 31 and 32, which correspond to 

an opening size of 0.2 m×0.2 m. As indicated in Fig. 18, the gas temperatures at 

heights of 10 cm or more above the floor are approximately uniform. Their 

average values are present in table 3. The deviations from the average value are 

presented in this table as well. 

 In general, the simulation results under-predict temperature, but deviations 

are less than 13.1%. This is not surprising, taking into account the possible under 

prediction of heat release rate inside the enclosure as mentioned above. Also this 

could be related to the fact that no radiation correction has been performed on the 

experimental data.  
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Table 3. Comparisons of gas temperatures in simulations and experiments for opening size of 

0.2m x 0.2m. 

 

 

Figure 18. Comparison of average temperatures obtained with FDS to experimental data for cases 

8, 11, 31, and 32 (see Table 1). 

3.4 Flame heights outside the enclosure  

 

Figure 19. Comparison of neutral plane height as obtained from the simulation to the neutral 

plane height from empirical estimations (0.4 H) [9] 

In [11], the neutral plane height is estimated to be at a distance H4.0 from the 

bottom of the opening, with H the opening height. Fig.19 presents the comparison 

Case No. 
HRRTotal 

/kW 

Tav-exp 

(°C ) 

Tav-sim  

(°C ) 

(Tav-exp-Tav-sim)/Tav-exp 

 (%) 

11 60 967±16.4 842.1±12.6 12.9 

8 50 946±19.0 823.1±11.6 13.0 

31 40 928±6.6 805.7±11.7 13.1 

32 30 900±5.9 799.9±3.4 12.0 
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of the neutral plane heights obtained from the simulation to the value from 

empirical estimations (0.4H). Agreement is clearly good (deviations less than 5%).  

As mentioned in section 2.3, two different methods have been used in the 

post-processing of the simulation results to determine the flame height. The first 

one is used on a temperature reference value (520 °C [16]) to define the flame tip. 

The second method is based on the heat release rate per unit volume (HRRPUV) 

of the flame. In this work, two reference values of HRRPUV are considered, 

namely 0.5 MW/m
3
 [36] and 1.2 MW/m

3 
[37]. In other words, as long as the 

HRRPUV exceeds 0.5 MW/m
3
 or 1.2 MW/m

3
, a flame is supposed to be present. 

Results for cases 8, 11, 31, and 32 are presented in Table 4. Note that the flame 

height is calculated from the neutral plane height. 

For the same ventilation factor, the amount of fuel consumed inside the 

enclosure should remain approximately the same. For a higher total HRR, more 

excess fuel will burn outside, and a higher flame height value is expected. This is 

confirmed in the results: regardless of the method used, the flame height value 

increases with the fire HRR. And the obtained results using 0.5 MW/m
3 

are higher 

the using 1.2 MW/m
3
. When using temperature based method, FDS over-predicts 

the external flame height with a maximum relative deviation of about 17.85%. 

When using HRRPUV based method (e.g., taking 1.2 MW/m
3 
as reference value), 

FDS over-predicts the external flame height with a maximum relative deviation of 

about 24.51%. However, it is more important that trends are captured correctly. 

Indeed, there are important uncertainties when comparing flame heights: 

sensitivity on the exact choice of critical temperature or HRRPUV, as well as 

uncertainty on the correctness at the level of HRR inside the enclosure. Presuming 

some under-prediction of the latter (see above), over-predictions of external flame 

heights are to be expected due to a higher fuel excess factor. As such, the 

deviations observed seem reasonable, in the authors’ opinion. 
Table 4. Comparison of flame height between simulation and experiment for opening size of 

0.2m x 0.2m. 

 

Case 

No. 

HRRTotal 

/kW 

Zf-exp 

/ m 

Zf-hrrpuv 

(1.2MW/m
3
 ) 

/m 

Zf-hrrpuv 

(0.5 MW/m
3
  ) 

/m 

Zf-tem 

(520 °C)   

/m 

( Zf-hrrpuv (1.2)- 

Zf-exp )/ Zf-exp 

/% 

( Zf-hrrpuv (0.5)- 

Zf-exp )/ Zf-exp 

/% 

( Zf-tem - Zf-

exp )/ Zf-exp 

/% 

11 60 0.70 0.87 1.09 0.81 24.51 56.00 15.71 

8 50 0.56 0.67 0.77 0.66 20.52 38.51 17.85 

31 40 0.40 0.45 0.58 0.46 12.74 45.30 15.00 

32 30 0.34 0.37 0.49 0.37 9.38 44.85 8.82 
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Considering that the height of the flame ejected is mainly determined by two 

factors, namely the amount of excess fuel and the opening geometry of the 

enclosure, Lee proposed the following expression for external flame height
f

Z  in 

[6] [7]: 














 HAgTC

Q
fcn

HA

Z

P

extf





5/2)(
                  (12) 

where extQ is the external HRR, calculated as inext QQQ   . The external flame 

height was recorded in [6, 7] by a CCD camera facing the façade. The flame tip 

was defined as the height where the flame presence probability is 50%. The flame 

height was measured from the neutral plane level at the opening, which is located 

at an approximate distance of H4.0 from the bottom of the opening [11]. 

Eq. 12 and length scale 5/2)( HA  are used to analyze the flame height values 

obtained from FDS. In Figure 20, the crosses denote the experimental data, while 

the black dots represent the predicted simulation data. The trend line for all the 

simulation data, shown as a solid line, has a slope of 2/3 in this logarithmic scale 

plot: the power dependence for flame heights on the excess heat release rate is 2/3, 

which is similar to what is observed for wall fires [17, 18]. For large flame heights, 

the predictions show good agreement with the experimental data, while some 

under-prediction is observed for smaller flame heights. 

   

Figure 20. Comparion of flame heights obtained with FDS based on the temperature reference 

(520°C) method to experimental data using correlation (12). 

4 Conclusion 

Numerical simulations of under-ventilated enclosure fires with external 

flaming have been discussed. FDS, version 6.0.1, has been applied with the 

default settings. Four different opening geometries are considered: 0.1m×0.2m, 
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0.2m×0.2m, 0.2m×0.3m, and 0.3m×0.3m. There are 32 simulations in total. The 

accuracy of the results obtained has been discussed, comparing to experimental 

data [6, 7] and empirical correlations.  

Due to the importance of the flow through the opening, the required fineness 

of the grid has been discussed by analyzing the mass balance ‘error’ based on 

post-processing of the output data. Two length scale ratios have been formulated, 

in addition to the classical D* criterion for the fire source. The first ratio is the 

ventilation factor to the grid cell size (   xHA /
5/2

1  ), while the second is the ratio 

of the hydraulic diameter of the opening to the grid cell size (
xhD /*

2  ). When 

these two length scales are larger than 10, the corresponding mass balance error is 

lower than 4%. The results in terms of velocities through the door opening and 

temperature in the door opening are then grid insensitive 

The air inflow rate through the opening is found to correlate linearly to the 

ventilation factor as HACm  . The obtained C value is 0.41 which is at the low 

end of the range 0.4 - 0.6 found in the literature [22] .The heat release rate inside 

the enclosure obtained from FDS show a linear relationship with the ventilation 

factor. The linear regression coefficient is 1130.7 kW/m
2.5

, which is lower than 

the ‘classical’ value 1500 kW/m
2.5 

value. This has been explained through the 

lower mass flow rate of incoming air and incomplete consumption of oxygen 

flowing into the compartment. There is also some uncertainty at the level of the 

experimental data, since the HRR inside the enclosure could not be measured 

directly. 

The temperature predictions show that: (1) the temperature at back and front 

opposite corners are not identical, but a meaningful average temperature inside the 

enclosure can be defined, (2) the such obtained average gas temperatures inside 

the enclosure deviate less than 10% from Babrauskas’ correlation [12, 13] for the 

different opening geometries. 

FDS has been shown to accurately reproduce the neutral plane height for the 

various configurations. Two methods, namely a temperature based method and a 

volumetric heat release rate based method, were employed to define the flame 

height. The external flame height is over-predicted, which is in line with the 

presumed under-prediction of the heat release rate inside the enclosure (i.e., there 

is relatively more excess fuel, leading to combustion outside the enclosure). 

Moreover, there is sensitivity of the quantitative results on the choice of limit 
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temperature and heat release rate per unit volume. Yet, the trends are captured 

correctly. The flame height value increases with the fire HRR. The power 

dependence of the flame height on excess heat release rate is 2/3. 
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