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In today’s complex and ever-changing world, concerns about the lack of enough data have been replaced by concerns about too
much data for supply chain management (SCM).(e volume of data generated from all parts of the supply chain has changed the
nature of SCM analysis. By increasing the volume of data, the efficiency and effectiveness of the traditional methods have
decreased. Limitations of these methods in analyzing and interpreting a large amount of data have led scholars to generate some
methods that have high capability to analyze and interpret big data. (erefore, the main purpose of this paper is to identify the
applications of machine learning (ML) in SCM as one of the most well-known artificial intelligence (AI) techniques. By developing
a conceptual framework, this paper identifies the contributions ofML techniques in selecting and segmenting suppliers, predicting
supply chain risks, and estimating demand and sales, production, inventory management, transportation and distribution,
sustainable development (SD), and circular economy (CE). Finally, the implications of the study on the main limitations and
challenges are discussed, and then managerial insights and future research directions are given.

1. Introduction

In today’s competitive environment, the advent of the in-
formation technology revolution, economic globalization,
and high customer expectations has caused various changes
in companies’ supply chain management (SCM), high-
lighting the importance of competition among supply chains
rather than companies [1–3]. SCM is the active integration of
supply chain activities from original suppliers through end-
users that provides services, products, and information that
maximize customer value and achieve sustainable compet-
itive advantage [4]. In the era of big data, a large amount of
interactive data are routinely created, collected, and archived
in different process industries, and these data are really an
important asset in process operation, control, and design.

Intelligent use of these data and the extraction of infor-
mation and knowledge of them have a great potential to
benefit. Explosive growth in the volume of data from various
parts of SCM has forced companies to develop and im-
plement new technologies which are able to rapidly and
intelligently interpret a large amount of data [5, 6] as the
traditional decision support system cannot face big data
satisfactorily. Hence, in the big data era, supply chain
professionals are seeking to handle big data to reach smart
supply chains.

Artificial intelligence (AI) methods are the most ap-
propriate methods to cope with this big data-related chal-
lenge. Machine learning (ML) techniques can be considered
as the popular subdisciplines in AI which identify and ex-
tract automatically the patterns among variables using large
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datasets [7]. ML algorithms can detect unknown patterns
among data, generate new insights, and direct researchers
towards suitable destinations. ML techniques can be used in
a different context, including manufacturing, operations,
healthcare, and housing [8]. Moreover, ML is widely used in
managing different areas and aspects of the supply chain.
Recently, ML algorithms and their applications in managing
the supply chain have gained interest among researchers.
Weaknesses of traditional methods in analyzing big data
have led scholars to utilize ML methods that have high
capabilities to analyze and interpret large volumes of data.
(ere are many reasons to replace traditional methods with
ML techniques. First, traditional methods cannot handle
nonlinear problems that are widespread in real-world supply
chains. ML techniques can solve this nonlinear problem
satisfactorily. Second, traditional methods are incapable of
dealing with large and unstructured data that come from
different areas of the supply chain, where ML techniques
precisely have been developed to deal with big and un-
structured data. (ird, ML techniques are far stronger than
traditional statistical methods in recognizing and predicting
the most effective factors on supply chain performance.
(us, ML can be considered as an important tool to help
companies to analyze the big data in their SCM.

Seeking new information and knowledge using big data
analytics can help to predict future trends, which can lead to
informed decisions in various parts of SCM, making a
worthy paradigm for companies. Emerging technologies
such as the Internet of things (IoT), blockchain, and ad-
vanced deep learning (ADL) techniques can equip supply
chains with a self-aware mechanism in which different
operating objects are connected simultaneously. SCM is
really in need of such a self-adaptive smart system to manage
the fluctuations in customer demand. Increasing the
transparency and connectivity of the supply chain via IoT
and blockchain technologies can be a good sign to face the
customers’ ever-changing demands. (is can provide a
stream of real-time data and information between various
parts of supply chains anywhere in the world.

(ere is a strong need in the literature to investigate
various applications of ML techniques in different parts of
supply chains as the majority of the works have considered
one, two, or limited areas of the supply chain. For instance,
Piramuthu [9] applied ML techniques to design an auto-
mated SCM framework. Cavalcante et al. [10] proposed a
supervisedML technique for resilient supplier selection. Zhu
et al. [11] used China’s SME to implement ML techniques in
predicting financial risks in supply chains. Priore et al. [12]
applied ML techniques to find appropriate replenishment
policies in SCM. Baryannis et al. [13] employed ML to
predict supply chain risks. Darvazeh et al. [5] conducted a
review on ML in SCM. Bai et al. [14] used a multicriteria
decision-making (MCDM) and ML hybrid approach to
segment suppliers based on environmental factors. How-
ever, there is less attention to accomplish a comprehensive
study to considerML applications in different related aspects
of the supply chain, which can affect the understanding of
how these valuable techniques can be effectively used in
managing different aspects of SCM. (erefore, this paper

develops a framework in which the most commonly used
ML algorithms in managing different areas of the supply
chain will be discussed. (e main contributions of the paper
are outlined as follows:

(i) By comparing the efficiency of traditional and AI
methods in facing big data

(ii) By reviewing, summarizing, and classifying the
most frequently used AI methods in SCM

(iii) By providing a detailed framework to explain the
outputs of the application of ML techniques in
supplier selection and segmentation, predicting
supply chain risks, and estimating demand and
sales, production, inventory management, trans-
portation and distribution, sustainable development
(SD), and circular economy (CE)

In this regard, Section 2illustrates a review of ML
techniques. (e applications of ML techniques in different
parts of supply chain are presented in Section 3. Finally,
conclusions, managerial insights, and future directions are
presented in Section 4.

2. Machine Learning

ML techniques are used to teach machines how to auto-
matically handle a large volume of data more efficiently.
Sometimes the extraction of patterns or information from
the large volume of data and interpreting them are im-
possible by traditional techniques [15]. (e abundance of
datasets available has caused a rising demand for ML
techniques. ML techniques are widely applied in different
industries from medicine to the military to discover and
extract knowledge and information from the data. Many
studies have been done by mathematicians and program-
mers that resulted in the development of various ML al-
gorithms [16]. In this paper, a review of the application of
machine learning in SCM was considered. Several studies
have mentioned advantages of application of ML techniques
in demand and sales estimation [17–19], transportation and
distribution [20–22], production [23–25], inventory control
[22, 26], supplier selection and segmentation [27–30], and so
on. Some of the most famous learning algorithms with a
brief description are shown in Table 1.

3. Machine Learning in Supply
Chain Management

Despite a large number of publications in the field of ML and
SCM separately, the number of publications that have paid
to the applications of ML algorithms in managing a supply
chain is not adequate [38]. On the other hand, there is no
enough connection between researchers and practitioners in
this field. It might be caused by inadequate knowledge of
practitioners about the power and advantages of ML algo-
rithms in solving SCM problems. In this section, a review of
the application of the most famous ML algorithms in
managing supply chain-related issues including supplier
selection, supplier segmentation, supply chain risk
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prediction, demand and sales estimation, production, in-
ventory management, and transportation is provided.

3.1. Application of Machine Learning Algorithms in Supplier
Selection. Supplier selection can be considered as the main
activity in the purchasing function [39]. Due to the im-
portant role of suppliers on time, cost, and quality, supply
chain managers have put much effort into the supplier
selection process. (e selection process can be covered by
MCDM techniques which include different conflicting
factors. (erefore, finding the right balance between those
factors is an important task for purchasing managers.
MCDM techniques support the decision-makers in
evaluating a set of alternatives [27]. (e MCDM tech-
niques support decision-makers in evaluating and
selecting a set of alternatives. In some cases, the number of
potential suppliers and the number of criteria are sig-
nificantly larger than those that MCDM techniques can
cope with them satisfactorily. On the other hand, MCDM
methods are categorized into descriptive and static
methods like most of the other traditional methods, while
in today’s competitive marketplace, predictive analytics
methods are definitely more useful than descriptive
methods. In such an era, ML algorithms have much better
performance than the mentioned methods. Among the
ML techniques, DT and SVM technique as a supervised
learning technique and the Q-learning technique as a

reinforcement learning (RL) technique have been applied
many times by researchers to solve the supplier selection
problem. In the following, how to apply some of the ML
techniques to solve the supplier selection problem is
discussed.

3.1.1. Supplier Selection Using DT and P-SVM Combined
Technique. DT is one of the ML techniques that is used in
classification problems where the dataset is not large and can
be modeled by a similar model. Moreover, this classifier can
be used when only a few features are available or a model is
needed that can be visualized and explained in simpler. DT
provides an effective and rapid method of classifying
datasets. Recently, DT has been applied in various domains
[40–42]. In addition, DTs can be used as alternatives to find
solutions for a multiclass problem that has binary predictors
as it has a hierarchical structure [27]. (e hierarchical
structure includes ramifications and nodes.

Baryannis et al. [13] compared the outputs of SVM and
DT techniques in the supply chain area. (e results of their
study showed that SVM prediction models analyze data for
classification and regression analysis. Considering the lower
result for different metrics, SVM models achieve good re-
sults across various metrics. (e results also indicate how
accuracy can be a misleading metric in different scenarios. In
the case of DT results, it can be seen that the outcomes were
quite similar when it was solved via SVM.

Table 1: Frequently used ML algorithms.

Type of learning Algorithm Description

Supervised learning

Decision tree
Using related values, decision trees (DTs) will categorize attributes in different groups

which can be applied for classification purposes [31].
Näıve Bayes Naı̈ve Bayes can be best applied to cluster and classify objects [32].

Support vector machine
Working on the margin calculations, support vector machine (SVM) can be best

applied for classification purposes [33].

K-nearest neighbor

InK-nearest neighbor (KNN), the learner usually uses the training data.When the test
data are introduced to the learner, it compares both the data. Here, Kmost correlated
data are taken from a training set. (e majority of K is taken which serves as the new

class for the test data [34].

Supervised neural network
Using supervised neural network (SNN), the predicted output and actual output will
be compared, and according to the identified error, the parameters will be modified

and considered as the input into the neural network again [15].

Unsupervised
learning

K-means clustering
Using similarity of the clusters of data,K-means (KM) clustering algorithm definesK

clusters in which the center of the clusters is the mean of the values [35].
Principal component

analysis
Principal component analysis (PCA) can provide faster and easier computations as it

reduces the dimension of the data [34].

Unsupervised neural
network

Unsupervised neural network (UNN) categorizes data based on their similarities.
Since the output is unknown, UNN considers the correlations between different

inputs and categorizes them into different groups [15].

Semisupervised
learning

Self-training
Self-training first classifies using labeled data, and then unlabeled data are used as

inputs [15].

Transductive support vector
machine

Being an extension of SVM, transductive support vector machine (TSVM) considers
both labeled and unlabeled data to make sure the margin is maximized between them

[15].

Ensemble learning
Boosting

Boosting uses two sorts of variables, namely, weak learners and strong learners. By
grouping weak learners and converting them to strong learners, it aims to decrease

bias and variances [36].

Bagging
Bagging is another tool which can be applied to decrease variances and increase the

accuracy and stability of ML [37].
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In this subsection, the potential support vector machine
(P-SVM) is introduced as a novel approach to the original
SVM proposed by Hochreiter and Obermayer [43], which is
combined with DT to solve the supplier selection problem.
P-SVM can be used to construct binary classifiers and select
various features at the same time. (e hybrid technique
developed by Guo et al. [27] (based on P-SVM and DT)
evaluates and selects a supplier based on three steps:

Step 1. Using training samples, it generates DT via the
adapted Kruskal algorithm (for more information
about the Kruskal algorithm, refer to Guo, Yuan, Tian
[27], page 6984)

Step 2. P-SVM is used to construct the binary classifiers
and select the features of related nodes

Step 3. Using the values of new samples as input to
binary classifiers, P-SVM evaluates the suppliers and
selects the best one based on DT

In the procedure of DT and P-SVM combined tech-
niques as shown in Figure 1, at the nodes of A, B, and C, the
binary classifiers are defined using the selected features. For
instance, class 2 samples are separated from classes 1, 3, and
4 samples which are classified at nodes B and C. (erefore,
new samples only should be defined at each of the nodes as
a subset of the initial features. Moreover, to form a hier-
archical system, some subsets are achieved using P-SVM.
For instance, class 2 samples should be defined with a
subset signed with A when they are separated from classes
1, 3, and 4 samples. Furthermore, the samples from class 3
should be described with a subset of features marked with B
when they are separated from samples from classes 1 and 4.
(us, at each of the related nodes, those subsets signed with
A, B, and C shape a hierarchical system that can be used to
classify samples [27].

As mentioned, the supplier selection problem is an
MCDM problem in which suppliers must be evaluated with
respect to many criteria. (e number of criteria makes it
hard for decision-makers to accomplish consistent com-
pression in order to determine the weights of criteria and
then makes it too complex to evaluate the performance of
each potential supplier with respect to each weighted
criteria by the traditional method. (e P-SVM-DT com-
bined technique leads to much better results than tradi-
tional MCDM and original SVM methods in solving the
supplier selection problem because of the three following
reasons [27]:

(I) Introducing the hierarchical structure of the
P-SVM-DT combined technique reduces the
number of binary classifiers

(II) Combined with the Kruskal algorithm, the hier-
archical structure of P-SVM-DT is designed to
increase the accuracy and decrease the computation
time in different classifications

(III) To promote the generalization performance,
P-SVM selects the most ‘‘informative” features to
develop classifiers

3.1.2. Supplier Selection Using Reinforcement Learning.
RL, in contrast to other ML methods, does not need a model
of the environment and is capable of online learning. In this
subsection, Q-learning technique as one of the most widely
pursued RL techniques is introduced to solve the supplier
selection problem. Valluri and Croson [28] have proposed a
modified Q-learning technique to evaluate and select sup-
pliers. Q-learning is a model-free RL algorithm that rewards
actions with positive outcomes and penalizes actions with
negative outcomes. In this regard, Qt(ai)indicates the
supplier’s value at a quality level ai, at time t. Supplier’s value
at a quality level ai, at the time t + 1, is updated with the
following equation:

Qt+1 ai( ) � Qt ai( ) + α Pt+1 ai( ) + Qt ai( )[ ]. (1)

(e Q-learning equation is illustrated by equation (1)
where the assumption of discount factor is 1 and between
periods is assumed to be 1. Here, Pt+1(ai)is the suppliers’
profits at the quality level of ai. Various states of Markov
decision process include different levels of quality which
suppliers can achieve. Considering the increment of 0.1,
suppliers can produce the level of quality level ranging from
0 to 1. (e modified Q-learning algorithms have been used
to obtain faster convergence. In the initial algorithm, if
supplier agents meet the requirement to reach “Grade I
goods,” the level of quality aiwill be selected to be rewarded;
however, in the modified algorithm, all levels of quality
higher than the chosen level will be rewarded and the ones
lower than the chosen level of quality will be penalized (as in
Figure 2(a), the 0.5 is the specific level of quality and all other
levels higher than 0.5 will be rewarded). (is is illustrated in
Figure 2(b), where 0.5 is the chosen level of quality, and it
can be seen that all other levels of quality lower than 0.5 are
penalized.

(e logic behind using penalty or reward actions is
related to the supplier’s ability to meet the requirements
defined at the chosen level of quality. (is means that if
suppliers reach the chosen level of quality, it is highly likely

{j, k} Set of classes

Selected features at a node

Class m represented as leave
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Figure 1: Structure of P-SVM and DT combined technique [27].
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to reach a higher level in the next periods, which can be
rewarded bymore profits. However, if suppliers fail to satisfy
the requirement at the chosen level of quality, it is highly
possible that the suppliers fail in the lower level of quality.

3.2. Application of Machine Learning Algorithms in Supplier
Segmentation. Supplier segmentation is one of the strategic
activities of any organization through which suppliers are
categorized into groups based on their similarities. Con-
tracts, managing, and handling suppliers’ affairs are similar
within each group and different from the suppliers in other
groups. Supplier segmentation promotes the efficiency and
effectiveness of relationships with suppliers and leads to the
development and improvement of the organization’s per-
formance [29, 44]. A review of the literature on segmen-
tation shows that supplier segmentation has received little
attention in comparison to customer segmentation and is
still in its initial stages. While customer segmentation is one
of the targets of the market demand side, supplier seg-
mentation focuses on the objectives of the market supply
side [30].

Generally, market segmentation can be divided into
three categories as follows:

(a) Segmentation of customers or end consumers

(b) Segmentation of industrial customers or demand
side of B2B2 market

(c) Segmentation of suppliers or supplied side of B2B
market

While the research literature is relatively rich for the first
two cases, the third case—supplier segmentation—has rather
been neglected, and few studies have been conducted in
order to provide a practical tool that can be applied and
implemented in real-world conditions [45]. A review on
supplier segmentation indicates that in most of the research
studies in this area, MCDMmethods under fuzzy conditions
have been used to evaluate and segment the suppliers. Some
of these studies are presented in Table 2.

Most of the MCDM methods that are mentioned in
Table 2are expert-based and/or pairwise comparison-based
methods. An important disadvantage of these methods is
that the weaknesses in dealing with big data. (erefore,
researchers have drawn attention to the use of ML methods
in evaluating and managing suppliers [51–53] which are
even more efficient than traditional methods. In this section,

the application of ML in supplier segmentation has been
considered. Bai et al. [14] proposed an MCDM-ML method
to evaluate and segment the suppliers. In the following, the
steps of MCDM-ML proposed to evaluate and segment the
suppliers are presented:

Step 1. Identify a set of criteria to evaluate suppliers

Step 2. Evaluate and score the suppliers with respect to
each of the weighted criteria using an outranking
MCDM method (e.g., Entropy, PROMETHEE, and
TOPSIS (Technique for order of preference by simi-
larity to ideal solution (TOPSIS)))

Step 3. Determine the importance/weight of each cri-
terion using a weighted MCDMmethod (e.g., Entropy,
AHP, and BWM)

Step 4. Segment the suppliers based on their score using
a supervised/unsupervised ML method (e.g., K-means,
fuzzy C-means, SVM, and DT)

3.3. Application ofMachine LearningAlgorithms inManaging
Supply ChainRisks. Supply chain risk management (SCRM)
refers to the coordinated and collaborative efforts of all
parties involved in a supply chain to assess, identify,
monitor, and mitigate risks aiming at increasing robustness
and resilience, reducing the vulnerability of the supply chain,
and guaranteeing continuity and profitability [54, 55].
SCRM encompasses a wide range of actions and decisions
that have resulted in an equally wide spectrum of solutions
pursued by many scholars.

(1) Multiplecriteria Decision Analysis (MCDA). (is
category encompasses well-established approaches
to assess various risk-related criteria that affect
supply chain performance, as well as the efficacy of
potential solutions, such as a hybrid AHP, PROM-
ETHEE approach [56], and an integrated fuzzy
TOPSIS-CRITIC approach [57, 58].

(2) Mathematical Modeling and Optimization. (is
category is by far the most common one and en-
compasses approaches based on fuzzy programming
or stochastic and robust optimization [51, 54, 59, 60].

(3) AI techniques have received relatively little attention
in the field of SCRM or typically supply chain re-
search [61]. Recently, because of the availability of
large amounts of data and increased computing
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Figure 2: RL under the modified learning algorithm [28].
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power, as well as the success of ML techniques, AI
has been a resurgence. It has also led to apply the
potential of AI techniques in SCRM by researchers in
processes such as prediction, risk identification,
assessment, and response [62–69].

A data-driven framework for managing supply chain
risks includes two general phases:

(i) Risk Identification. Risk identification is the first
activity in SCRM. Different researchers have used
different algorithms and methods to identify risks.
Classification and clustering techniques such as
SVM and DT are widely employed techniques to
identify risks. After identifying SCR, it is the time to
assess the risks and propose some appropriate ac-
tivities to mitigate the risks.

(ii) Risk Assessment and Response. ML and big data
analytics have also been utilized to deal with risk
assessment. Artificial neural networks (ANNs) and
Bayesian networks are the two most used ML
techniques that have shown acceptable potential in
modeling for risk assessment [70, 71].

In the following, a framework to integrate AI techniques
within the SCRM process has been proposed that can en-
hance supply chain risk prediction. (e aim of this two-way
framework is the creation of synergy and interactivity be-
tween AI and supply chain experts: any decision that should
be made by the AI experts always depends on the specific
inputs by the supply chain, while the developed models and
produced results have to be interpretable so that decision-
making is based on them or they can affect SCRM decision-
making. Figure 3represents the flow of the framework’s
process. On the left-hand side of the figure, the focal point is
on the major tasks involved in a data-driven AI method-
ology. (e right-hand side contains the traditional tasks that
are involved in a standard SCRM process. As can be per-
ceived, this framework is built upon effective synergies
between a team of experts of data-driven AI and a team of
experts of risk management within a supply chain.

3.4. Application of Machine Learning Algorithms in Demand/
Sales Estimation. In SCM, planning is based on sales/

demand estimation. By introducing nonlinear analyses, ML
techniques have been used to accurately predict and forecast
demand, sales, and inventory, leading to optimization of
supply chain performance. An intelligent forecasting system
leads to optimize performance, reduce costs, and increase
sales and profit. In this case, it is required to relate the
parameters associated with multiple explanatory variables to
their dependent variables in a highly nonlinear manner.
Being different from those traditional methods like expo-
nential smoothing, moving average, time-series method, and
Box–Jenkins method, ML techniques usually do not heavily
rely on the accuracy of historical data so that ML techniques
have been promoted as great alternatives for demand
forecasting and planning in SCM [72]. For instance, (o-
massey [73] proposed a forecasting model by advanced
methods such as data mining and fuzzy logic for sale. (eir
model performance is more reliable than traditional models.
(is model worked well under situations such as strong
seasonality of sales, volatile demand, and a wide number of
items with a short life cycle or the lack of historical data
background. Figure 4indicates the principles of a fuzzy
forecasting system.(is systemmakes it possible to generate
a model which automatically recreates the expert approach
when they carry out intuitive predictions with respect to
explanatory variables. (ree stages are needed to implement
this fuzzy forecasting system as follows:

(1) Removing the impact of explanatory variables from
historical sales

(2) Using the baseline sales as a resulting data to forecast
the baseline of the next year, for example, applying a
basic forecasting technique according to the sea-
sonality average

(3) Adding the impact of explanatory variables re-
garding the next year to this baseline forecast

3.5. Application ofMachine Learning Algorithms in Inventory
Management. Storage incurs important costs in SCM. For
instance, the annual costs of storage in supply chains are
about 15%–35% of their total business value [74]. Supply
chain inventory management seeks to decrease costs,
increase product variety, and improve customer service as
well. However, precisely estimating, predicting, and

Table 2: (e widely used methods in supplier segmentation.

Authors Method used for supplier segmentation

Rezaei and Ortt [46] Supplier segmentation using two general criteria of suppliers’ capability and willingness using fuzzy logic
Rezaei and Ortt [45] Supplier segmentation using two general criteria of suppliers’ capability and willingness using fuzzy AHP3

Rezaei et al. [47]
Supplier segmentation using two general criteria of suppliers’ capability and willingness, using BWM(Best-

worst method (BWM)) technique

Segura and Maroto [48]
Supplier segmentation using two strategic and vital dimensions using MAUT (Multi-attribute utility theory
(MAUT)) and PROMETHEE (Preference ranking organization method for enrichment of evaluations

(PROMETHEE)) techniques

Rezaei et al. [44]
Supplier segmentation based on environmental criteria using ELECTRE (Elimination and choice translating

reality (ELECTRE)) TRI-rC techniques

Rezaei and Fallah lajimi [49]
Supplier segmentation based on the hybrid approach of PPM (Purchasing portfolio matrix (PPM)) and SPP

(Supplier potential matrix (SPM)) matrices using BWM technique

Parkouhi et al. [50]
Selection and segmentation of suppliers based on their resilience using DEMATEL (Decision-making trial
and evaluation laboratory (DEMATEL)) and gray SAW (Simple additive weighting (SAW)) techniques
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accessing the concerned information of all these goals by
traditional decision rules are hard because this infor-
mation usually is high according to the experience and
judgment of inventory managers themselves. Hence, the
inventory input is an uncertain parameter. In recent years,
the inefficiency of traditional methods in facing uncer-
tainty has led researchers to apply AI. ML tools can ex-
plore quick input comparable patterns on warehouse
datasets. Gumus et al. [26] applied neural networks to

lead-time forecasting. (ey employed neuro-fuzzy de-
mand in a multi-echelon supply chain. (e results showed
that their proposed model efficiently improved the in-
ventory management performance. Furthermore, ML has
demonstrated an efficient performance for in-house de-
livery or automating inspecting the damage inside lo-
gistics hubs. As a result, the ML tools are able to find the
hidden inventory patterns that have never been unfolded
in decreasing and saving costs.

Data-driven artificial intelligence Supply chain

Internal and external
data collection

Data preprocessing

Feature selection

Metric (s) selection

Algorithm (s) selection

Algorithm 1

Prediction models

Prediction results

Supply chain risks
management decision-making

Prediction priorities

Risk prediction goals

Supply chain risk
management planning

Algorithm N

Figure 3: Data-driven risk prediction framework [54].
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3.6. Application of Machine Learning Algorithms in Trans-
portation and Distribution. Vehicle routing problems
(VRPs) are categorized as one of the most applicable issues
in SCM [75–80]. Solving VRPs is one of the high and well-
known applications of ML in SCM. (e optimal route for
transporting vehicles is an important issue in SCM to deliver
products and services on time to customers; in most cases,
routing is beyond the ability of a human brain. ML tools
have excellent performance for analyzing large and diverse
datasets and accurate forecasting of parameters. Ćirović et al.
[81] developed a model for the routing of light delivery
vehicles through logistics operators in which an adaptive
neural network was trained by a simulated annealing al-
gorithm. (is model assesses the performance of the dis-
tribution network routes. ML algorithms are able to generate
better delivery routes by objectively and timely exploring the
pattern of transportation, consumers’ behavior, infrastruc-
tures, and vehicles.

3.7. Application of Machine Learning Algorithms in
Production. ML tools will improve the production planning
and factory scheduling accuracy by taking into account
multiple constraints. ML tools will also make it possible to
balance the constraints more effectively than those that were
manually done in the past, particularly for manufacturers
who rely on build-to-order and make-to-stock production
workflows. Manufacturers can apply ML tools to reduce
supply chain latency for components and parts used in their
most heavily customized products. For example, faced with
the different production regulations and customization re-
quirements of each country, Chen et al. [82] applied NNs to
group similar customization needs. (en, they used the
existing inventory information to select the parts for pro-
duction managers, which hugely reduced the cost during the
supply chain compared with human decision. As a whole,
the ML tools can yield the lead-time prediction in pro-
duction with a shorter response time.

3.8. Application of Machine Learning Algorithms in Sus-
tainable Development. In different industries, the emergence
of decentralization in the level of organizational structure
restricts the SCM scope whereas concentrating on sustainable
performance [83–87]. In terms of quantity and time, ML has
real-time capability inputs related to activities and resources
[88]. Accordingly,ML gathers and employs the data, conducts
analysis, and renders the required inputs to decide on coping
with the dealt affairs. ML permits industries to minimize
human intervention and maximize the effectiveness and ef-
ficiency of work processes simultaneously.

Focusing on customer demand and production planning
in traditional SCM is not an effective way, and that is why the
concept of sustainable SCM is brought up [89]. Furthermore,
the lack of objectivity in human experts limits the research
works on the data analysis on demand forecast in the tra-
ditional SCM. In fact, the SCM literature shows that analysis
in the traditional supply chain is highly affected by the biases
of decision-makers and unreasonable market conjectures.
Due to this, the inclusion of ML is the best choice. For ex-
ample, ML provides better production planning since it helps
managers identify consumers’ requirements and their pur-
chase patterns under different scenarios. On the other hand,
for a sustainable SCM, ML can play a vital role due to its high
potential to tackle the uncertainty and conserve industries for
efficiently encountering the approaching challenges. As a real
case, Sharma et al. [89] performed a comprehensive review on
the application of ML techniques in sustainable agriculture
SCM, where 93 papers were surveyed.

3.9. Application of Machine Learning Algorithms in Circular
Economy. A CE is a systemic procedure that contributes to
maintain the activities related to reverse flows in supply chains
including resource usage, recovery, recycling, reuse, repair,
remanufacturing, and refurbishment [90]. It motivates
the perpetual reuse of materials to reduce waste, as well as
directing demand toward natural resource consumption
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Figure 4: Fuzzy forecasting system [73].
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[86]. AI and ML algorithms can serve as efficient plat-
forms for a quick transformation to the CE. (ere are
three key factors of CE where ML techniques can be
applied as follows:

(i) Design Circular Materials, Components, and Prod-
ucts. It is obvious that ML tools can facilitate the
development of newmaterials and products, such as
rapid ML-driven prototyping and testing
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adequacy of the outputs of ML
application in SCM
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Figure 5: Conceptual framework for ML application in SCM.
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(ii) Operate Circular Business Models. ML can improve
product circulation through intelligent demand
prediction, pricing, inventory management, pre-
dictive maintenance, and so on

(iii) Optimize Circular Infrastructure. ML can enhance
components remanufacturing, products sorting and
disassembling, and materials recycling which can
provide the reverse logistics infrastructure

As a recent study, Wilts et al. [91] investigated the ap-
plication of AI in sorting of municipal solid waste (MSW)
according to the CE principles. ML was discussed as one of
the most efficient technologies for automatic waste sorting.

4. A Framework for ML Application in SCM

In the previous sections, the application of ML techniques in
different areas of SCM was discussed. In this section, a
conceptual framework was presented to give a broad
overview of the outputs of the application of ML in each area
of SCM, which cannot be achieved by applying traditional
methods. Moreover, some useful information about the
necessary and sufficient conditions to use ML in SCM ef-
fectively was provided. As it is clear in Figure 5, one of the
most important outputs of applying ML techniques such as
SVM in supplier evaluation is to extract some seminal
features which could have a significant effect on supplier
selection and segmentation processes. Moreover, using ML
techniques can reduce the time of evaluating suppliers based
on criteria by reducing the number of features applied to
classification. (e outputs of applying ML in SCRM are
predicting, assessing, and mitigating risks intelligently.
Furthermore, applying ML in SCRM can make it possible
to cultivate a robust and resilient supply chain and ensure
the continuity and profitability of the organization. One of
the outputs of applying ML in demand and sales estimation
is to predict demand and sales more accurately than tra-
ditional methods, and this leads to lower inventory costs by
an accurate required inventory estimation. ML techniques
can recognize the hidden inventory patterns that have a
significant impact on reducing costs. Using AI makes it
possible to establish an automated inspecting system to
mitigate the damage inside logistics hubs or in-house
delivery. Transportation and distribution is an important
activity in SCM that loads heavy costs on organizations.
(e results of applying ML in transportation and distri-
bution systems can lead to timely delivery of a product to
the corresponding customers by generating better delivery
routes and exploring the consumer behavior. (e other
activity in SCM that has faced multiple constraints is
production planning. An appropriate production planning
system should be dealt with these constraints effectively.
ML techniques can balance the constraints in build-to-
order and make-to-stock production workflows and ef-
fectively improve the accuracy of scheduling and pro-
duction planning.

As mentioned earlier, traditional methods are weak in
dealing with big data problems. (erefore, recently, re-
searchers have drawn attention to the use of ML techniques

in managing the supply chain [13, 14, 52, 53] which are even
more efficient than traditional techniques in dealing with a
large number of data. On the other hand, there are two
criticisms about ML methods as follows:

(I) (e nature of most of the AI-based techniques is
learning historical data, and then they make a
decision about new samples. (ese techniques are
not capable of dealing with big changes and
revolutions in problem situations. For example,
the COVID-19 outbreak has made large and
unpredictable changes in the business environ-
ments that ML techniques could not have ac-
ceptable performance in dealing with. In such a
condition that the problem situation is under-
going big and unpredictable changes, AI is faced
with a condition that has no resemblance to what
it has learned and faced in the past, and the ef-
fectiveness and efficiency of AI methods could be
dramatically reduced.

(II) (ere is a doubt about the validity and fairness of
ML techniques in some cases. At the heart of the
problem is the fact that ML techniques calculate
optimal models from the data they are given.
Meaning they can end up replicating the problems
they are meant to correct [92].

(erefore, as mentioned at the bottom of Figure 5, the
outputs of ML techniques in SCM must be monitored,
evaluated, and controlled based on their logical desirability
and cultural feasibility. In other words, the outputs of AI-
based methods must be evaluated by the human agent (SCM
expert) to ensure that the outputs and gained strategies from
them are logically desirable and culturally feasible or not, or
the outputs of ML application in SCM are effective, efficient,
and adequate.

5. Conclusion and Managerial Implication and
Future Research Direction

(is paper aimed to provide an overview of the application
of ML techniques in different areas of the supply chain. In
this regard, after a brief review of widely used supervised,
unsupervised, and semisupervised ML techniques, the ap-
plication of each one in managing different areas of the
supply chain was presented. Accordingly, supplier selection,
supplier segmentation, supply chain risk prediction, demand
estimation, inventory management, transportation, sus-
tainable development, and circular economy in SCM were
discussed as the most significant areas. In the section on
supplier selection, two different machine learning methods
were explained. First, how the use of DT and P-SVM
combined method in evaluating and selecting suppliers was
explained. Second, the Q-learning technique as an RL
technique was introduced in order to solve the supplier
selection problem. In the next section, the procedure of
supplier segmentation using an MCDM-FCM combined
method and based on environmental criteria was described.
(ird, the stages of designing a data-driven framework for
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predicting supply chain risks were introduced. Fourth, the
application of a fuzzy forecasting system as one of the widely
used machine learning techniques in demand/sales esti-
mation was explained. Finally, a summary of ML algorithms’
applications in inventory management, transportation, and
production was introduced. Although the main goal of this
paper was addressed as expected and the advantages of
applying ML in managing supply chains were concluded,
there are some limitations. For instance, considering the
target audience of this paper (beginners and industry
managers), providing the details of ML algorithms was not
possible and just general explanation and sometimes
drawing some flowcharts to acquaint the beginners and
managers with the process of implementing and utilizing the
power of ML algorithms in the SCM area were provided. In
this paper, without any concentration on a specific industry,
the application of ML generally in different SCs was con-
sidered; it is obvious that the nature of the industry and the
type and the volume of data have a significant effect on
selecting a suitable algorithm. (erefore, it is suggested that
managers should be careful in using different algorithms and
consider the suitability of the selected algorithm with the
nature of the data and its interpretability for the industry.
(ere are some industries that are in the early stages of using
ML techniques to improve their various supply chain
processes. For example, there is a great space in the re-
newable energy supply chain to cover and fruitful research
contents to see in this domain in the future. (ere is also a
great gap in leveraging the power of the mathematical op-
timizing model and machine learning in order to design and
optimize SC, which can be considered in future research
studies. Furthermore, the presented framework can be tested
using structural equation modeling in some industries in
future research studies. Despite the presence of AI for the
last half-century and its recent emergence in the SCM area,
there is still a lack of research regarding the specific topics of
artificial intelligence for different areas of the supply chain.
Based on projected AI research trends, we suggest further
exploration in the application of RL techniques in real-time
pricing. Most AI techniques applications in the SCM area
remain limited to relatively well-structured (well-defined),
operational, and tactical SCM problems. Future research can
address the application of AI techniques (especially agent-
based systems) to solve a variety of soft but strategic SCM
issues. (e main reason is that providing efficient solutions
for SCM problem is either too expensive or difficult due to
the inherent complexity and ill-structured nature of the
problem, such as outsourcing relationships, supplier rela-
tionship management, supply chain coordination, and
strategic alliances among supply chain partners.
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