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Abstract 

This paper describes how neural networks and fuzzy logic have 
been applied to consumer products. First, the background behind 
why both technologies have been applied to this field is described. 
Second, briefly overview of the fusion technology of neural net-
works and fuzzy logic is given. As a good example of the R&D 
process, the application of neural nets to the design and tuning of 
fuzzy syst.em is introduced. In Sections 4 and 5, a.pplications of 
both technologies are categorized into four cases. They are: (1) 
neural networks being used to automate the task of designing and 
fine-tuning the membership functions of fuzzy systems, (2) both 
fuzzy inference and neural network learning capabilities provided 
separa.tely, (3) neural networks work as correcting mechanisms for 
fuzzy system, (4) neural networks cascaded (serially) with fuzzy 
systems, and (5) neural networks used to customize the standard 
syst.em according to each user's preferences and individual needs. 
Fiually, the new trend that aims at the realization of adaptive 
systems for the user is discussed. As examples of the trend, four 
consumer products that apply learning capability of neural net-
works for the user are introduced. 

1 Introduction 

1.1 Background: Applying Fuzzy Logic 

The use of fuzzy technologj• has rapidly spread in the realm of 
consumer product design in order to satisfy the following require-
me11ts: (I) t.o develop control systems with nonlinear chara.cteris-
tics and decision-making systems for controllers, {2} to cope with 
an increasing number of sensors and exploit the larger quantity of 
informa.tion, (3) to reduce development time, (4) to reduce costs邸

soci11t.ed wiしhincorpora.t.ing the tech11ology into the product. Fuzzy 
technology can satisfy these requirements for the following reasons. 

Nonlinear characteristics are realized in fuzzy logic by partition-
ing t.he rule space, by weight.ing the rules, and by the nonlinear 
membership functions. Rule-based syst.ems compute their output 
by combining results from different parts of the partition, each part 
being governed by separate rules. In fuzzy reasoning, the bound-
ru・ies of these parts overlap, a.nd the local results紅 ecombined by 
weighting them appropriately. That is why the out.put of a fuzzy 
system is a smooth, nonlinear function. 

In decision-making systems, the target of modeling is not a con-
trol surface but the person whose decision-making is to be emu-
lated. This kind of modeling is out.side the realm of conventional 
control theory. Fuzzy reasoning can tackle this easily since it can 
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handle qualitative knowledge (e.g. linguistic terms like'big'and 
'fast', and rules of thumb) directly. In most applications to con-
sumer products, fuzzy systems do not directly control the actu-
ators, but determine the parameters to be used for control. For 
example, they may determine washing time in washing machines, 
or if it is is the hand or the image I.hat is shaking in a camcoder, or 
they compute which object is supposed to be the focus in an auto-
focus system, or they determine the contrast optimal for watching 
television. 

A fuzzy system encodes knowledge a.t two levels : knowledge 
which incorporates fuzzy heuristics, and the knowledge that defines 
the terms being used in the former level. Due to this separation 
of meaning, it is possible to directly encode linguistic rules a.nd 
heuristics. This reduces the development time since the expert's 
knowledge can be directly built in. 

Although the developed fuzzy system may have complex input-
output characteristics, as long as the mapping is static during the 
operation of the device, the mapping can be discretized and im-
plemented as a. memory lookup on simple hardware. This reduces 
the costs involved in incorpora.ting the knowledge into the device. 

1.2 Back round: Combination with Neural 

Networks 

One reason for incorporating neura.l networks into t.he above pro-
cess isしhatthe Japanese consumer strongly requires more intelli-
gent and more sensitive appliances with finer capabilities .. Manu-
facturers address this by increasing ¥,he number of sensors a.nd t.he 
amount of information available to the device. So fuzzy technology 
is a natural choice for solving this problem. 

However, this increase in information leads to a. higher com-
plexity of design that ca.nnot be fully tackled by fuzzy reasoJ1ing. 
Neura.l net.works are being introduced to Rpeecl up the develop-
ment of a. complex rulebased system. Also, knowledge that cannot 
be made explicit ca.n be handled by these nets. The first product. 
whose development used neural net.works apperu・ed on the mar-
ket in December 1990. Moreover、thereis a. further need to have 
adaptive systems which can be tailored to t.he user's needs and 
preferences. Neura.l networks a.re expected lo be one wa.y to rea.1-
ize this learning capability. This is why both the methodologies of 
neural nets and fuzzy logic have been combined recently. 

2 Status of Fusion Research of 
Neural Networks and即 zzyLop;ic 

2.1 Overview 

The earliest research in fusing neural networks and fuzzy logic 
started in 1974. The main thrust of this research was to use fuzzy 
logic in nemophysiology. Fuzzy languages, fuzzy entropy, and 
fuzzy automat.a were used to model neurons and bea1・ing-vestibul紅



nerves and to analyze the nervous system. This has been largely 
abandoned now. 

In the late eighties, especially in 1988, the fusion of neural nets 
and fuzzy logic began anew. Research has increased dramatically 
during the nineties. Some of the issues addressed in this research 
are automatic design and tuning of membership functions, know!-
edge紅 quisitionand representation, fuzzy cognitive maps, cluster-
ing, pattern recognition etc. [2). From the viewpoint of pr邸 tical
relevance and the quantity of research, the first of these issues is 
the major one. 

2.2 DesiJ?;n Support of Fuzzy Systems 

In this section, we discuss the developmental path from research 
in design support to concrete products. 

One of the features of fuzzy logic is that it separates the logic 
from the fuzziness of the terms used. The logic is usually expressed 
by if-then type of rules, and the fuzziness is captured by defining 
suitable membership functions for the terms used. Therefore, it 
is easy to t.a.ckle knowledge or skills which can be expressed as 
rules using qualitative (or linguistic) terms. On the other hand, 
designing t.he membership functions (t.he meaning of the terms) 
remained difficult and had to be done by trial and error in order 
to opt.imize performance. The first research that addressed this 
difficulty was "NN-driven Fuzzy Reasoning" [3) [4). 

First, NN-driven fuzzy reasoning determines the number of rules 
by clustering the data for designing fuzzy systems. Using this 
clustered data, a neural network deddes on a multidimensional, 
nonlinear membership function, and this network is then used as 
a general.or of the membership function. One contribution of this 
research w邸 tointroduce neural networks into the design process 
of fuzzy systems. Secondly, this membership function is designed 
completely a.t. one stroke, rather than separately along each input 
axis. 

NN-driven fuzzy reasoning can acquire the skill from a human 
expert aut.omat.ica.lly. This was demonstrat.ed by the swing-up 
pole-balancing system designed using this a.pproa.cl1 [5). First, a 
hu1111111 manually cont.rolled the cart so t.ha.t t.he pole was swung up 
a.n<l kept. balanced. The <lemonstrat.ion data so collected implicitly 
included the knowledge of the expert. Extracting this knowledge is 
diffirnlt from the conventional knowledge engineering sta.ndpoint. 
NN-<lriven fuzzy reaso11ing automa.tica.lly acquired the knowledge, 
and result.ed in a fuzzy system which could duplicat.e the skill. 
From a practical viewpoint, this ,v邸 animport.ant achievement 
becnuse it reduced the design time of a fuzzy system by using 
neural networks. 

For practica.l feasibility, the next step is to further reduce the 
dewlopment time. Since designing membership functions is the 
cent.ral theme of the idea and t.akes the most time, a simplification 
was proposed to reduce this time [6). Here, the earlier multidi-
mensional function was decomposed into several one-dimensional 
functions, which were much easier to design. The error beしween
the designed fuzzy system and the actual data depends on the 
parameters which define these one-dimensional membership func-
tions. The.5e parameters can then be tuned to minimize the error, 
in a manner similar to backpropagation learning of weights in a 
neural network. 

The fuzzy system designed as above w邸 appliedto the opera-
tion of a washing machine, which appeared on the market in early 
1991. Following this, similar ideas were used for other kinds of 
equipment. Details of such techniques and products are presented 
in Section 4. 

air conditioner 
washing machine 
vacuum cleaner 

Matsushita rice cooker 
Electric kernsene fan heater 

electric thermo pot 
m． icrowave oven 
induction heating cooker 
washing machine 
cloth drier 
microwave oven 

Sanyo desk type electric heater 
electric ca.rpet 
electric fan 
kerosene fan heater 
rice cooker 
rice cooker 

Hitachi kerosene fan heater 
washing machine 
vacuum cleaner 
refrigerator 
washing ma.chine 

Sharp rice cooker 
kerosene fan heater 
forced-flue kerosene fan heater 

Mitsubishi kerosene fan heater 
induction heating cooker 

Toshiba kerosene fan heater 
washing machine 

Fujitsu General kerosene fan heater 
Corona. kerosene fan hea.ter 
Toyotomi kerosene fan healer 

Table 1: Consumer products in .Japan using Neural Networks tech-
nology (as of September 20, 1991) 

3 Overview of Applications of Neural 
Networks and Fuzzy Logic 

In t.he cont.ext. of consumer pro<luct.s, neural networks and fuzzy 
logic have been put to use in the following ways. 

1. Neural Nets as Development. Tools for Fuzzy Systems 

2. Independent Use of Neural Nets and Fuzzy Logic 

3. Neural Nets as Correcting l'vff'chanisms for Fuzzy System 

4. Cascade Combination of Neural Nets and Fuzzy System 

5. Lea.ming User Preferences. 

The last wa.y above is a recent trend which uses neural net.s to 
customize the standard system according to each user's preferences 
and individual needs. The learning capability is being used for 
adaptation here. 

As of September 1991, there were 14 consumer products using 
neural net.works and fuzzy logic in the Japanese ma、rket.These are 
listed in Ta.ble 1. 

Besides Ja.pan, Korean companies have a.lso been applying these 
t.ec:hnologies in some of their products. The Korean exhibit.ion 
[7] displayed an air-conditioner (by Gol<lsta.r), washing machines 
(by Goldstar, Samsun and Daewoo), a kerosene fan heater (by 
Samsun), and a11 electric microwave oven range (by Goldsta.r). 
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Figure 1: A neural net determines membership functions. 

4 Non-Consumer-Trainable 
Applications 

4.1 Development Tools 

Fuzzy logic can encode expert knowledge directly using rules. This 
uses linguistic (qualitative) labels. However, the precise (quanti-
tath・e) definitions of these linguistic labels are difficult to obtain, 
and are often tuned manually, depending on performance. Neural 
net work technology can automate this process of determining the 
membership function parameters, and can substantially reduce de-
veloprnent time while inc.reasing performance. Initial research [3) 
[4) to this end used partitioning in multi-dimensional spaces. Alter-
natively, one can use simple-shapes (e.g. triangles) for membership 
functions, and partition each dimension separately [6). The latter 
trades off performance in exchange for faster training. 

Consider the inferenc.e system in a washing mac.hine, which is 
shown in Figure I. It. uses three inputs, so a fuzzy pa.rtitioning 
of each of the three one-dimensional input spa.ces has to be clone, 
and triangular shapes are used to do this. For example, the input 
variable Clothes-Mass can takeしhevalues light., medium and heavy. 
So three triangles are used to partition the one-dimensional space 
for t.his input variable. A similar process is used on the other 
inputs. 

Performance will depend on how this part.it.ioning is done. In 
other words, the shape and positions of these triangles will affect 
the output of the system. The partitioning is completely specified 
byしhecenters of the triangles and their widths (they are sym-
met.ric about their centers). Since performance depends on the 
parameters of the partitioning, an optimization method is used 
to determine these so that performance is maximized. Both the 
fuzzy inference and the optimization process is similar to the way 
a nemal net operates. 

Such an approach is being applied to the development of con-
sumer products by the companies of the Matsushita Electric 
Group. 

4.2 Independent Type 

This appro邸 happlies boし）1 neural neしworksand fuzzy logic, hut 
in an unrelated fashion. 

One cha.ra.cterization of bodily comfort is that the heat produced 
by our bodies is absorbed by the surroundings at the same rate, 
soしhatwe do not accumulate heat or feel cold. The International 
Sta11dard Organization defines PMV (Predictive Mean Vote) [8] in 
ISO-7730 as an index of comfort. This is a maしhematicalfunction 
of six input variables, shown on the right side in Figme 4.2. If 
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Figure 2: Non-linear mapping from 6-D space to 6-D space . 

we can compute this function's value, thenvヽecan control the air-
conditioning so as to achieve maximum comfort levels. 

However, some of these 6 input variables such as metabolic rate 
and the thermal resistance of the user's clothing, are difficult to 
detect by using sensors. Moreover, it would be extremely user一

unfriendly to ask the user to input these values periodic.a.lly. In 
cont.rast, the variables shown on the left of Figure 4.2 are easy to 
calcula.te using sensors. 

If we can discover and implement the mapping from the 6 vari-
ables on the left to the 6 on the right (a. six-dimension to six-
dimension mapping), we can estimate the Yalue f of the PMV 
index using sensor inputs only. This mapping introduces some er-
ror since the 6 variables on the left, do not completely capture the 
information provided by the right-hand-side variables. As long邸

this error in J is wiしhinthe tolerances allowed for it, we can still 
use this mapping as a practical method. 

The problem now is to discover and calculate this nonlinear rela-
tionship between t.he two sets of variables. Neural nets can handle 
such a task、,,ell,if they a.re provided vヽithI-raining data (samples 
of input-output. pairs). The input. data is the vector of 6 variables 
on f.11e le「tand is sensed. The values of t.he six on the right are 
calculated ma.nua.lly (this is the desired out.put corresponding to 
the input da.ta.). Then the room environment is cha.nged to get 
another sample (this yields another input-output data. pair). Sev-
era) such samples are used to train the netヽvork,which learns the 
relationship between one set of variables and the other. Now we 
have a way of finding the value or the PMV index (output of the 
neural neし），andthis is used to control the air-conclit.ioner (9). This 
is a. nice application of the nets'mapping ability, and is being used 
in the air-conditioners marketed by Matsushita. Electric Company. 

4.3 Corrector Type 

The application of fuzzy systems technology to Ja.panese consumer 
products began in 1990. The next phase involved incorporating 
more sensor data. so as to make ¥.he control smoother, sensitive 
and more accurate. This complicates the task as the input space 
increases in dimension. In this approach, the neuraJ net. handles 
the larger set of sensor inputs and correct.s the out.put of the fuzzy 
system (which was designed earli<"r for the old set. of inputs). A 
complete redesigning of the fuzzy system is thus a,・oided. This 
causes a substantial saving in development. time (and cost)、as
redesigning the membership funct.ions becomes more difficult as 
the number of inputs increases. 

Figure 3 shows the schematic underlying the Hitachi washing 
machine [IO]. The fuzzy syst.em shown in the upper part w邸 part
of the first model. Later, an improved model incorporated extra 
information by using a neural net as shown. The neural net pro-
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Figure 3: A neural net corrects the output of a fuzzy system 

vicled corrections to the values output by the fuzzy controller. The 
additional input (fed only to the net) is Electrical Conductivity, 
which is used to measure the opacity /transparency of the water. 
To train the neural net, the desired correction is used. This value 
is the difference between the desired output and what the fuzzy 
sysl.em outputs. Sanyo uses a similar approach in its washing ma-
chine, although some of the inputs/outputs are different [11]. 

Sanyo has also applied similar methods in the design of its 
conventional-cum-microwave oven [12]. In the older model, the 
fuzzy system used the temperature and quantity of the food, and 
the user-set heater temperature, to compute the heating time, 
power level to be used, and the boiling point of the food. The 
newer version eliminates the variation in heating due to changes 
in the temperature outside the oven, since seasonal changes in tem-
pernture do affect the final food tempera.Lure slightly. The extra 
input can be incorporated using a correcting neural network. 

4.4 Cascade Combination Type 

Another wa.y lo combine the two technologies is to connect them 
up serially, where one does a part of the task and then passes its 
result to the other. In the Sanyo elect.ric fan [13), the fan must 
rotate towards where the user is, and this requires cakulating the 
direct.ion of the remote controller. 

Three infrared sensors in the fan's body detect the strengths of 
the signal from the remote controller. This information is to be 
used to compute the direction of the remote cont.rol. First, the 
dist.ance to the ren:iote is calculated by a fuzzy system; then this 
disl.ance figure and the ratios of sensor outputs are used by a neural 
network to compute the required direction. The latter calculation 
is clone by a neural net because neither mathematical models nor 
fuzzy reasoning were successful for doing this computation. The 
final product has an error of士4°asopposed to the士10°errorof 
stalisticaJ regression methods [14). 

5 Consu1ner-Trainable Neural 
Networks 

In t.lie examples given in the previous section, all t,he neural net-
works were trained during the design phase. They were then im-
plemented and built into the product, such t.hat. the user did not 
have the option to train them any more. Now we consider prod-
ucts in which the end-user cau exploit t.he trainability of these nets. 
Of the four products described below, information about the last 
two may be incomplete because their news rele邸 esdid not reveal 
detailed technical information regarding the learning capability. 
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Figure 4: A user-trained network modifies a sta.i1dard control 

5.1 Reducing Pre-Heating Time 

A product known as a kerosene fan heater is used extensively in 
Japan to heat the house. The burner burns vaporized oil and 
this requires pre-heating the burner before it can start heating its 
surroundings. This pre-heating phase takes considerable time. It 
would be advantageous if the heater could predict when it was go-
ing to be turned on, soしhatit could start pre-heating a.ccordingly. 
This prediction depends ou the usage pattern which varies from 
one home to another. Sanyo uses a. neural network to learn this 
usage pattern [15). 

Earlier models of this device used a strong, separate heater (600 
Watts) to speed up the pre-heating. The model usi11g the neural 
network to learn the user's pattern took the same time to pre-
heat, but reduced the energy consumption to a ha.If, because of its 
predictive ability. 

The on/off switching of the pre-heating is controlled by a con-
ventional 3-layer feed-forward neural network with 5 hidden units. 
The three inputs to it are current time (CT), the time elapsed 
since switching it on (△ T), and the previous day's lowest temper-
ature (LT). CT is required to distinguish usage variation between 
mornings and evenings. △ T a.ffects heating power required in the 
future. Seasonal vai・ia.lion is captmed by LT. 

Since users ca.n t,ra.in the network, they may misuse it, causing 
dangerous a.ccident.s. Therefore珈 manufacturermust. pay special 
attention t.o consumer safet.y in the face of misuse. This applies 
especially to producl.s like the fan heater, ヽ,・hichuses com bust ion. 
Sanyo has avoided this risk by let.ting the neura.l net control only 
the pre-heating, but not the firing. In the worst case, bad training 
samples may ca.use higher energy consumption or inconvenience 
(longer hea.t.ing time), but there、,・illbe no dangerous consequences 
of bad training. 

This Sanyo heater a.Jso uses a. fuzzy cont.roller for regulating 
temperature, and another fuzzy rulebase to estimate the room size, 

5.2 Correction Accordin to Personal Prefer-
ence 

The air-conditioner described in Section 4.2 has been augment.eel 
by a neural network to further fine-tune the equipment to t.he 
user's personal preferences. In tlte older version、oneneura.l 11et, 
computed the nonlinear ma.pping as <le.scribed before, hut this ma.y 
not be the same as t.he optimal value for that user. This output is 
now corrected by a signal produced by the second network, which 
h邸 beenl,ra.ined by the user. The correct.eel value is I.hen used 
in the control of the air-conditioner. The second (user-trained) 
net uses four inputs from sensors - room t.empera.ture, outdoor 
temperature, tempera.Lure setting, and running time of the air-
conditioner. Ju a.<ldit.io11, the usf'r pushes + /-buttons on the 
remote control to make adjustments for personal comfort. These 
are an indica.t.ion of his/her preferences and act as desired out put 
values in supervised t.ra.ining. The output, is a correction applied 
to the out.put of the first network. See Figure 4 for the schema.tic 
diagram. 



Standard learning algorithms such as backpropaga.tion are time-
consuming and may use too much memory, so the above product 
uses newer and more simplified methods for learning (16). Cur一

rent and future trends require the development of new and simpler 
models to suit the product specifications. 

5.3 Ad・ustin the Control Pro ram to the 
User's Environment 

In t.he case of the fan beater, the characteristics of the space to 
be heated up, such as size and material (wood or concrete) af-
feet the time needed to heat it up. Ordinarily, the user sets a 
firing time, keepi1ig in mind the time to warm up. But in the new 
Sh11rp hea.t.er, the user just has to specify when the room should 
be warm. The manufacturer cannot set a. predesignated time to 
start pre-heating or firing, since that would depend on the room 
being warmed up. The factory sets some a¥・erage standard time 
only, which is modified by a neural net. Since such equipment 
(once bought) is generally used in the same room, t.he neural net 
learns the heat.ing time by observing it the first few times, and 
then controls the switching accordingly (17]. So differences in the 
temperature curve due to room material and size are compensated 
for. 

5.4 Predicting Pre-Cooling Time 

Another instance of learning usage pat.terns is found in a refrig-
erat.or marketed by Sharp (18). A higher frequency of door open-
ing/closing of the refrigerator door causes a.n increase in tempera-
ture inside au<l causes a degradat.ion in t.he quality of frozen food, 
which must. be kept below -18°C. The food st.ill remains frozen, 
so it is hard to detect t.l1e degradation in quality. The refriger-
ator therefore tries to predict the time when the user increases 
frequency of door openings, and compensates by pre-cooling the 
i11sicles. Doth nemal nets and fuzzy technology are used to solve 
this problem. 

6 Requirement for Future Systems 

The int.roduction of fuzzy a.nd neural t.echnology int.o consumer 
products from 1990 onwards has led to the introduction of user-
trainable networks. The trend is evolving towards more user-
friendly and int.elligent equipment. The adaptive ability of neural 
nel-¥¥'orks makes them invalua.ble for this pmpose. 

Having learning functionality in the product is a major improve-
ment., but it alone is not sufficient. Consumer products are ta.r-
get.eel towards a wide range of non-specia.lize<l users, so incorrect 
training by them may lea.cl t.o deterioration in performance, and in 
t.l1e worst. case, may be dangerous. Therefore, bet.ter safety precau-
tions also need to be built in. One way to handle this requirement 
is t.o let the logic ensure strict safety, and let the neural network 
optimize performance、vithinthese safe limits. 

One of the realization is to use both implicit and explicit know!-
edge. It is easy for explicit knowledge to describe rules for the 
safety of system. The implicit knowledge of neural netヽvorkscan 
handle I.he adapt.a.bilit.y for I.he user. Future ach・ances would in-
voh・e combining this wiしhhigh-level cognitive proressing, lea.cling 
to flexible knoヽvledgeprocessing involving fuzzy logic, neural nets, 
and co1wentio11al AI, paving the paしhto truly intelligent systems. 
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