
Progress of Theoretical Physics, Vol. 53, No. 5, May 1975 

Application of the Gutzwiller Method 
to Antiferromagnetism 

Fumihiko T AKANQ:I' and Mamoru UCHINAMI 

Department of Physics, Tokyo University of Education, Tokyo 
and 

*Department of Physics, University of Tsukuba, 
Academy Town,, Ibaraki 

(Received November 8, 1974) 

1267 

The method of Gutzwiller in the problem of electron correlation in the Hubbard model 
/ is extended to the antiferromagnetic state. It is shown that the transition from the para­

magnetic to the antiferromagnetic state occurs at a certain value of U (intraatomic Coulomb 
energy) for a fixed value of the electron concentration. In contrast to the result in the 
Hartree-Fock approximation, this ~alue of U does not vanish even in the case when the 
magnetic zone boundary coincides with the Fermi surface. For extremely large values of 
U, the critical electron concentration is shown to approach to 1/2. 

Special care is taken in the case of the half-filled band, and our ground state energy is 
compared with that in the Hartree-Fock approximation. It is shown that for large value of 
U the Hartree-Fock energy is lower, but that for intermediate value of U our energy be­
comes lower for the special band structure. 

§ 1. Introduction 

The effect of the electron correlation in a narrow band has often been in­
vestigated by using the Hubbard model_l> Various methods have been employed 
to discuss the ferro- or antiferromagnetic ordering and the metal-nonmetal transi­
tion in this model. 

While the , ferromagnetic ordering has been discussed by many authors,2> 
however, the antiferromagnetic phase has been discussed by only a few authors8>' 4> 
beyond the Hartree-Fock approximation. Caron and Kemeny8> have used the 
perturbation technique up to second order, and Bernasconi'> has used the method 
of , cluster expansion. Both treated only the case of half-filled band, and they 
obtained different results in some respect. Thus, it is desirable to investigate 
the antiferromagnetic ordering in this model more thoroughly by using a different 
method and without the restriction of the half~:filled band. 

The method used in ,this paper is the extension of that of Gutzwiller,5> who 
takes the correlation effect into account by putting the special Ansatz for the 
form of the density matrix. This method has been applied to the problem of 
the metal-nonmetal transition6> and extended to the case of the degenerate band.7> 

We extend the method of Gutzwiller to the antiferromagnetic (AF) phase 
and discuss the instability of the paramagnetic and AF phases. The boundary 
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1268 F. Takano and M. Uchinami 

curve between two phases is drawn on the- phase plane of the electron concentra­

tion and the energy parameter. Special care will be paid to the case of the half­

filled band and the result will be compared with those of other approximations. 

Recently, Ogawa et al. 8l have made the similar investigation, but their ex­

tension of the method of Gutzwiller is based on the different idea from ours. 

Their result is qualitatively the same as ours in some respect but is different 

in other respect. 

In § 2, the reformulation of the Gutzwiller -method in the paramagnetic 

state is given in order to make its extension easy. The extension to the more 

general state is made in § 3, and the discussion of the AF state is given in § 4. 

In § 5, our result is compared with others. 

§ 2. Reformulation of the Gutzwiller method 

The Hubbard model is expressed by the Hamiltonian 

H = I; I; lt, 1at.a Ja + U I; nttni• , 
i, j ~ i 

(2·1) 

where at. (aia) is the creation (annihilation) operator of an electron at the i-th 

lattice site with spin <J, and nia = ataaia is the number operator. 

fer integral whose Fourier component is written as fk, 

; = ""' t eik·(Rt-RJ) 
ck ..:.,_, i,J • 

j 

ti, 1 is the trans-

(2·2) 

The last term in the Hamiltonian (2 ·1) is the intraatomic Coulomb energy. 

We define the density matrix in the ground state 11f) as 

(2·3) 

and express the ground state energy as 

E= I; t;,i(Pt,o(i:j) +Po,t (i: j)) + U I; Pt,t(i; i: i; i). (2·4) 
i,j ' 

Thus, we need p1, 0, p0, 1 and p1, 1 for the calculation of E, and Gutzwiller assumes 

the form for the density matrices p,., 0 (p 0,,.) and p,.,t in the following form: 

(2·5) 

and 

(2·6) 

In Eqs. (2 · 5) and (2 · 6), (!Ci- j) I x1 • • ·x,.) is the determinant whose (i, j) el· 
Yt···y,. 
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Application of the Gutzwiller Method to Antiferromagnetism 1269 

ement IS given by f(xi-Yi), and wa(i-j) is defined by 

( . ') _ 1. "\;' ik·(Rt-RJ) Wa z-; -- LJe , 
L <ka) 

(2·7) 

L being the total number of lattice sites, and the summation (krJ) being taken 
over the occupied Bloch states with spin rJ. The similar expression is also as­
sumed for the density matrices with the down spin. 

The density matrix satisfies the following recurrence formula: 

I:; Pn+l,m(hl" ·hng; P1· "Pm:fl" fng; ql·' ·qm) 
g 

where Na is the total number of electrons with spin rJ. 
The function Wa given by Eq. (2 · 7) has the following properties: 

( . ') N~ w z-z ·=-· 
a L ' 

(2·8) 

(2·9) 

If we use the above properties of Wa (i-j), it is easy to show that the deter­

mina~t ( w (i -j) I~:: J: ) satisfies the same recurrence formula as Eq. (2 · 8). 

Then, in .order that the assumed forms of the density matrices, Eqs. (2 · 5) and 
(2 · 6), may satisfy the relation (2 · 8), Cn and Cn' in Eqs. (2 · 5) and (2 · 6) must 
be independent of n. 

Gutzwiller has determined the value of Cn or Cn; in the following way: 
Because Cn is independent of n, we have only to consider the case n = N 1 in 
Eq. (2 · 5). The value of C Nt depends on the number of lattice sites involved 
in pN1, and is taken to be proportional to the number of all possible configura­
tions of down spin electrons with the weight r/+•', where 1J is a variational pa­
rameter, v is the number of doubly occupied sites of hh h2, .. ·, hN1 in each con­
figuration, and v' is the corresponding number of f1>f2, · · ·,fN1' 

For example, the coefficient C of the diagonal density matrix, (i.e., when 
h1=f1,h2=f2. ... ,hN1=fNt in Eq. (2·5)) is taken as 

C=Co I:; 1J2"(Nr) (L-Nr). 
· • v Nl-v 

(2 ·10) 

When h1#=fh h2=f2, .:., hN1=fNp on the other hand, the coefficient C' is taken as 

C' =Co I:; 1J2<•+1) r. . r { (N -1) (L-N -2) 
• v Nl-v-2 
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1270 F. T akano and M. Uchinami 

+ 2772.+ 1 (N;-1:) (L-N;-2) + 772• ·(N;-1) (L-N;-2)}. 
v N 1 - v - 1 v N 1 - v 

(2·11) 

In both Eqs. (2 ·10) and (2 ·11) C0 is assumed to be the same, and can be d~-
termined from the normalization condition 

Po=1. (2 ·12) 

Each summation in Eqs. (2 ·10) and (2 ·11) can be replaced by the maximum 

term, and we can obtain the necessary density matrix for the calculation of the 

ground state energy (2 · 4) as follows: 

( .. ) c· .) N; P1,o z: z =w; z-z =y, 

PI,o(i:j) =q;w;(i-j) for i~j: 

In Eq. (2·14), % is given by 

_N;-v [L-N;-N1+ v + n(N1 - v) J2 
qi---. -=---'-----------' 

N; (L-N;) (L-N;-N1+v) 

where the value of v is determined from the equation 

172 (N;-v) (N1-v) = 1 . 

v (L-N;-N1 + v) 

(2·13) 

(2·14) 

(2·15) 

(2·16) 

The similar expressions for Po, I (i: i) and Po; I (i: j) is obtained by interchanging 

the suffix i and ~-

The two-particle density matrix p1, 1(i;i:i;i), Eq.(2·6), can be calculated 

in the similar way, and the result is 

( • • • ") J) 
PI, I z; z: z; z = L . (2 ·17) 

The value of v is the same as the one given by Eq. (2·16). 

Using Eqs. (2,14) and (2·17), the ground state energy, Eq. (2·4), is ex­

pressed as 

(2·18) 

This energy is to be minimized with respect to '17· 

Using the above expression for E, Gutzwiller"l discussed the possibility of 

ferromagnetic ground state. Brinkman· and Rice,6l on the other hand, discussed 

the metal-insulator transitio.n in the paramagnetic state (N;=N1). They assumed 

that the state with qr = q1 = 0 corresponds to the insulator, and the state with, 

qr = q1 oFO to the metal. The reason for this is that the disco,ntinuity of the oc­

cupation number at the Fermi surface in the k space is given by qa. 

The magnetic ordering, especially AF ordering, however, plays an 'important 

role in the metal-insulator transition. Thus, in the next section, we extend the 
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Applir;alion of the Gutzwiller Method to Antiferromagnetism 1271 

method of Gutzwiller to the AF state and discuss the phase boundary between 

the AF and paramagnetic states. 

§ 3. Extension of the Gutzw!ller method to more general state 

The formulation given in the previous section can be applied only to the 

para- and ferromagnetic states' in which lattice sit.es are all equivalent. In the 

AF state, howev-er, we have two sublattices A and B, and we must change some 

of the previous arguments. · 

First we assume the· expression for the density matrix corresponding to Eqs. 

(2 · 5) and (2 · 6) in the following form: 

(3·1) 

(3·2) 

In the above equations, n1 and n/ are the numbers of A sites involved in (h1• .. hn) 

and Cf1· .. fn), respectively, and ag denotes the type of sublattice to which g be­

longs, 

au= A , if g f A , 

=B, if g f B. 

The function w~ (i-j) is given i!y 

Wa (i- j) = 1_ I:; eik·<R,-R,lpkiPkJ , 
· L (ka) 

where we have assumed the form of the Bloch state m the AF state as 

and P:ki is given by 

if if A, 

if ifB, 

and uk•, vk" are the variational parameters with the condition 

(3·3) 

(3·4) 

(3 ·5) 

(3·6) 

(u;:Y+(vk"Y=1. '(3·7) 

The density matrix should satisfy the recurrence relation, Eq. (2 · 8). In 

order that our assumed forms, Eqs. (3 ·1) and (3 · 2), may satisfy this relation 

we neglect· the k-dependenee of Uk" and Vk", and the coefficients Cn (nh n/) and 

Cn' (nh n/; ay) in Eqs. (3 ·1) and {3 · 2) should satisfy the following recurrence 
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1272 F. Takano and M. Uchinami 

relations: 

Cn' (n1o n/; au) = (u 1 /C~+l (n1 + 1, n/ + 1; au) + ( v 1 /C~+l (n1o n/; au). 

(3·8) 

These relations have been obtained by separating the summation over g in 
Eq. (2 · 8) into two sublattices and by using the properties of w~ (i -j) 

(3 ·9) 

(3 ·10) 

which are valid if uk" and vk" are independent of k. 
The values of the coefficient Cn (n1o n/) or Cn' (n1, n/; au) can be determined 

in a similar way to that in the previous section. First we consider the diagonal 
density matrix Pn,o(h1···hn: h1···hn). In this case, n1 =n/ and we simply denote 
Cn (n1) instead of Cn (n1o n1). The recurrence relation for Cn (n1) can be written 
as 

(3 ·11) 

Repeated use of Eq. (3 ·11) gives the expression for Cn (n1) as 

(3 ·12) 

In the paramagnetic state, we have u1 = v 1 =I/ ..)2, and it is shown that the above 
equation has a solution Cn = C Nt which is the result in § 2 that Cn is independent 
of n. 

Here, we assume that CN1 (m1) is proportional to the number of configura­
tions of down spin electrons with the weight r/"r;'2"' xm1 , where r;, r;' and x are 
variational parameters and v (v') is the number of doubly occupied sites in the 
A (B) sublattice in each configuration. m• is the number of down spin electrons 
on the B sublattice in each configuration. Then, C Nt (m1) can be expressed as 

(3 ·13) 

The value of the proportional constant C 0 is to be determined from the condition 

C0 (0) =1. 
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Application of the Gutzwiller Method to Antiferromagnetism 1273 

Next we consider the density matrix which is diagonal except one element, 

and write 

(3 ·14) 

where n1 is the number of A sites in hh h2o .. ·, hn, and a" is defined in Eq. (3 · 3). 

From the recurrence formula for Cn+I (n1 ; a", a1), we obtain 

The value of C Nt (m1 ; an, a 1) can be determined in the same way as before and 

is shown to be written as 

[. '.(N-m7)((L/2)-N7+m7-1) 
X r/ ~ 1/12

" 1 1 

•' , v m1- v -1 

( N 7-m7) ( (L/2) -N7+mr-1)J + "' "/112v' 
~'I I I ' 

•' v . m•- v 

[ ( N.-m.-1·)((L/2)-N.+m.-1). (N7-m7-1) 
X 1112 ~ 1jl2v' ' ' ~ ' + 2r;l ~ 1jl2v' I 

•' V1 
· m• -v -2 •' v 

( 
(L/2) -N1+ m7-1) 12,, (N7-m7-1) ( (L/2) -N1+ m7-1)J 

X I +~r; I I ' 

m.-v -1 •' v m.-v 
(3·16) 

where the constant 'Co is taken to be the same as in Eq. (3 ·13). 

If we substitute Eq. (3 ·13) into Eq. (3 · 12), or Eq. (3 ·16) into Eq. (3 ·15), 
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1274 F. Takano and M. Uchinami 

the expression of C,.(n1) or C,.(n1; a1., a1) contains four summations, each of which 
can be replaced by the maximum term. Then, if we write for Eq. (3 ·13) 

Eq. (3 ·16) becomes 

CN1(mt-1; A, A) =Co L; x"'IQQ' (mt-ll)-
"'1 ·mt 

~ - [(L/2) -mt+ (-q-1) (N~-m.-v)]l , 
((L/2) -mt) ((L/2) -mt- (N.-m.-v))' 

CN,(mt-1; A, B) =CN1 (mt-1; B, A) 

=CoL; x"'IQQI (mt-v)-· ( (L/2) -mt+ (-q-1) (N• -m• -v)) 
-- "'I mt (L/2) -mt- (N• -m. -v) _ 

(3·11) 

X (CL/2)- (Nt-mr) + (-q 1 -1)(m• -V1
)) ( 3 ·18) 

- (L/2) - (Nt- mt) ' 

x [(L/2)- (Nt-mt)+ (-q1 -1) (ni, -v1
)]2 

((L/2)- (Nt-mt)) ((L/2)- (Nt-mt-V 1
) -m.)' 

where Q or Q1 is the maximum term of the summation over v or ))1 in Eq. (3 ·13). 
The values of v, V1 are determined from 

and 

-qz= v[(L/2) -mt- (N.-m.) +v] , 
Cmt-ll) (N.-m~+v) 

12_ V1 [(L/2)- (Nt-mt) -m.+v1
] 

'q - I I " (Nt-mt-V) (m• -v) 

Putting Eq. (3 ·17) into Eq. (3 ·12), w~ have 

Co(O) =Co(vtYN' L; L; -(ut)_zmt x"'l ( Nt )QQI 
"'I "'I vt mt 

(3·19) 

(3·20) 

(3·21) 

Replacing the .summations over mt and m• by their maximum terms and us­
ing the normalization condition C0 (0) = 1, Eq. (3· 21) can be simplified as 
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Application of the Gutzwiller Method to Antiferromagnetism 1275 

C1(1) = mr ._1_ 
· N 1 (u1Y' 

C (0) = Nr-mr ._1_ (3·22) 
1 N 1 (v1Y' 

where' the values 'of m 1 and m, corresponding to the maximum term is given by 

( u1) 2 _ (m1-v) ((L/2) -m1) ((L/2) -N1+m1-m.+v') 
. v 1 · - (N1-m1-v') ( (L/2) -N1+ m 1) ( (L/2) -m1-N• + m, + v) ' 

x = -~( m___,_l -----'-v--"')'--(,_,('--L-'=/~2<-) _-_m--:1'---_N____._, _:_+_m_,.,_+'-'v'--')---,--
(N• -m. -v) ((L/2) -N1+m1-m, +v') 

(3 ·23) 

Thus, we have 

1
..!!!.1_ 

. . L/2 
P1,o(z: z) = 

· N 1-mt 

L/2 

for if A, 

(3. 24) 

for if B, 

which is the expected result. 

In the similar manner, we can obtain the expression for the density matrix 

P1,o (i: j) as 

(3 ·24') 

·where qa1 is given by 

1 _ m1-v [(L/2) -m1+ (-q -1) (N•- ml -v)J qA __ _ 

· N 1 ((L/2) -m.1) ((L/2) -m1-Nl+m.+v)' 

1 _ N 1-m1-v' [ (L/2) -N1+ m 1+ (-q' -1) (m•- v'H qB - . ·---------
N! ( (L/2) -N1+ m 1) ( (L/2) -N1+ m 1- ml + v') 

(3·25) 

The expression for the density matrix of down spin is similar to Eq. (3 · 24') 

(3. 24") 

and qa• is obtained by interchanging the suffices t and ~' (7;, v) and (-q', v'). 
In order to obtain the form of the two-body density matrix, we assume the ' 

form of Pn,1 as 

Pn,1(h1···hn-19; g: h1·"hn-1g; g) 

=Cn(m;·au) (w1(i- j) I h 1 
.. ·hn_1g) ·w.(g-g), 

h1· · ·hn-19 
(3,·26) 

where m is the number of A sites in hh .. ·, hn-l· Then, the recurrence relation 
(2·8) requires the following relation for Cn(m; au); 

Cn(m; au)'= (u 1 YCn+l(~ + 1; ag) + (v1YCn+1 (~;au), 
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1276 F. Takano and M. Uchinami 

from which we obtain for the coefficient of p1, 1 (g; g: g; g) 

(3 ·27) 

CN1 (m1;au) can be calculated in the similar manner to Eqs. (3·17) and (3·18), 
and the result is 

CN1 (mr-1; A) =Co :E xm1 QQ' ~, 
mj m) 

(3·28) 

where Q, Q' is defined in the same way as before and the equations for v and 

v' are the same as Eq. (3 ·19). 

Using Eq. (3 · 28) in Eq. (3 · 27) and taking the maximum term, we obtain 

1 ll 
Cl(O·A)=~-

, (u1Y N 1 ' 

and the expression for p1, 1 becomes 

1 v' 
Cl(O·B)=~-

, (v1Y N 1 ' 

for g fA, 

for g f B. 

(3 ·29) 

Using the expressions for density matrices, Eqs. (3 · 24'), (3 · 24") and (3 · 29), 
it is easy to calculate the ground state energy, Eq. (2 · 4), and the result is 

E = N) { ( .J q,/ + .J qB1Yi1 + ( .J qA1- .J qB1Yi'1} 
2 

+ ~· { ( .J qA• + /qj;yf_• + ( .J qA•- .J IJjYf.'•} 

+ U (v + v') , (3. 30) 

where ?.15 and f.~u are defined as 

(3 ·31) 

and we have assumed t;,;=O which means :Ekfk=O. The vector K is the wave 
number satisfying relation 

for jf A, 

for j f B. 
(3 ·32) 

The expression for the occupation number in the momentum space is similarly 

calculated and is given by 
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Application of the Gutzwiller Method to Antiferromagnetism 1277 

(3 ·33) 

In the case of para- or ferromagnetic state, it is easily seen that the expres­

sions (3 · 30) and (3 · 33) coincide with those given by Gutzwiller. 

The energy is to. be minimized with respect to r;, r;', x and (u1jv1). It is, 

however, more convenient to consider the energy as a function of v, v', m1 and 

m•, because x and (u1jv1) do not appear in Eq. (3·30).*l This is carried out 

in the next section. 

§ 4. Energy in the AF state 

The expression for the ground state energy derived in the previous section 

is general in the sense that it is applicable to both the ferro and AF states (ac­

cordingly to the ferrimagnetic state, too). In this section we confine our discus­

sion to the AF state only and we put 

Then, we can expect the relations 

r;=r;', v=v', m,=m.=m 

hold m the ground state, and we have 

;_ •- m-v [(L/2) -N+v+r;(N--m-vH _ 
qA -qB - ----y:;-·(Ji/2) -m)( (L/2) -N + V) -q' 

;_ ._ N-m-v [(L/2) -N+v+r;(m-vH =q', 
q B - q A - • ---'=-'---'- ~~--:--:---:-::::-'-:-'--:--·--:-::-='----:-

N .((L/2) -N+m) ((L/2) -N+v) 

from Eqs. ( 4 ·1) and (3 · 25), and 

112= v((L/2) -N+v) 

(m-v) (N-m-v) 

from Eq. (3 ·19). The expression (3 · 30) for the energy becomes 

(4·1) 

(4·2) 

(4·3) 

E=N{ c vfi+ vq'i"E+ c vfi- RY"E'} + 2uv. (4·4) 

First we consider the stability of the paramagnetic phase. For this purpose, 

i• is convenient to use the reduced quantities defined as 

L -=z, 
N 

2v _ 
-=).), 
N 

(4·5) 

*> Equation (3·23) is not symmetric with respect to the spin variables, but Eqs. (3·30). and 

(3·33) are symmetric. This is another reason why we take m1 and m1 as independent variables 

instead of x and (u1jvf). 
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1278 F. Takano and M. Uchinami 

where o=/=0 corresponds to the AF state. In terms of these quantities, Eqs. ( 4. 2) 
and ( 4 · 3) are rewritten as 

q= 1-D+o [z-2+ v+n(1-v-o)J, 
2 (z-2+v) (z-1-o) 

q' = 1-v-o [z-2+ v + 17 (1-v+ o)J 
2 (z-2+P) (z-1+o) 

(4·6) 

and 

'172= D(z-2+P) 
(1-v+o) (1-P-o) 

(4·7) 

Substituting these expressions into Eq. ( 4 · 4) and expanding it in powers 
of o, we obtain 

where q0 IS the value of q, q' at o = 0 and is given by 

1-D [z-2+'v+no(1-v)J qo = -- --'~------'-'---'----'--='---

and '17o IS given by 

2 (z-2+D) (z-1) 

'Qo= .J D(z-2+ D) . 
(1-P) 

The parameters a and (3 in Eq. ( 4 · 8) are defined as 

_ 1 1 2no a- - - -+ -- --- - , 
z-1 1-D A 

(]= ('17o __ :!:_ __ ) ('17o __ 1 -~--), 
A z-1 ·A z-1 1-iJ 

A=z-2+ v+no(1-D). 

(4·8) 

(4·9) 

( 4 ·10) 

( 4 ·11) 

From Eq. ( 4 · 8), we can see that the phase boundary between para- and 
antiferromagnetic states is given by 

(4·12) 

It is to be noted that the value of iJ is determined so as to minimize the energy 
of the paramagnetic state. That is, iJ .is determined from the equation 

i.[4qoE'+ Uv] =0. 
aD - (4·13) 

We can solve Eq. ( 4 ·12) numerically, and get the relation between z and 
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Application of the Gutzwiller Method to Antiferromagnetism 1279 

the energy parameter. To do so, we assume the relation 

( 4 ·14) 

which is valid for the simple cubic lattice or the body-centered cubic lattice with 

only the n.earest neighbour transfer. From Eq. ( 4 ·14), we have 

and Eq. ( 4 · 12) becomes 

- _, 
f= -f' ( 4 ·15) 

Special care is needed in the case of the half-filled band, z = 2. In this case, 

Eqs. (4·9) and (4·10) become very simple as 

and Eq. (4·11) becomes 

qo=2v(1-v), 

j;i 

'flo=~-, 

1-v 

a=1, 

(3= (1-2v) (2-3v) . 

4(1-vY 

Then, the solution of Eq. ( 4 ·16) is shown to be given by 

The value of v which is determined from Eq. ( 4 · 13) IS 

for 
u ->8 
lfl ' 

for u <8 
Til' 

as was obtained by Brinkman and Rice. 

(4·17) 

(4·18) 

(4·19) 

(4·20) 

It is, however, noted that E is proportional to v when z=2. Thus, the 

difference between the paramagnetic and AF states vanishes .when U /kl >B. 

In order to investigate the case z = 2 more carefully, we must use the full 

expression for the energy. Due to Eq. (4·15), Eq. (4·4) becomes 

E =4.J qq' l+ Uv 
N 

(4·21) 

First we minimize EjN with respect to o, and introduce a new variable 
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1280 F Takano and M. Uchinami 

1 

In terms of y, Eq. (4·21) can be written as 

E =4vf(y)E+ Uv, 
N 

where f(y) IS given by 

f(y) = (1-ii)y+ v'1-ii(2-J.J)y2• 

(4·22) 

( 4. 23) 

(4·24) 

Because f is negative, the minimum of EjN corresponds to the maximum of 
f(y). The solution Yo of the equation f' (y0) = 0 IS given by 

1-li 
Yo = ~V-;=li=( 2=-=li )c=o (4·25) 

From the definition of y, Eq. ( 4 · 22), we have a condition 

1< < 1 
_y v'J.J(2-J.J) ' 

(4·26) 

which corresponds to 

0<0'<1-li. (4·27) 

It is easily seen that the maximum of f(y) occurs in the above range if and 
only if 

(4·28) 

When the condition ( 4 · 28) IS fulfilled, the maximum value of f(y) is given by 

1 
f(Yo)= VJ.J(2 -J.J), 

and otherwise the maximum is given by 

by 

f(1) = 2 (1-li). 

From the above argument, we can see that the ground state energy is given 

E=4E I li +Uv, 
N -V2-v 

for 

=8fii(1-ii) + Uv, for 

- 1 O<J.J<1--
- v'2' 

1 -1--<).J .vz- , 

(4·29a) 

(4·29b) 

and the former case corresponds to the AF state (O'=FO) and the latter to the 
paramagnetic state (6' = 0). " 

It is shown that the minimum of this energy, Eqs. (4·29a) and (4·29b), is 
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Application of the Gutzwiller Method to Antiferromagnetism 12S1 

given by*l 

E~-4-j~+U.---f. __ J.lo, 

N 2-Do 
when 41€1< v'2+1 

u 2 ' 

= -2lll.(l-. u.)2, when 4lll> v'2+ 1 
Sill .U 2 ' 

where Do in Eq; ( 4 · 30) is given by the solution of 

. Do(2-DoY= (4lli/UY. 

We can summarize the ·above result as follows: 

(AF state) 

(4·30) 

(paramagnetic state) 

(4·31) 

(1) When (U/ki)<S(v'2-1), the minimum of the ground state energy occurs 

at 

D0 =-.l (1-_Q_) Oo=O 
2 Sill ' 

(4· 32) 

and the energy is given by 

Eo= -2lll (1-J£_) 2. 
N Sill 

(4· 33) 

(2) When (U/IEI)>S(v'2-1), the minimum of the energy occurs at Do and o0 

which are given by 

Do(2-DoY= (4lli/UY, 

1 1-Do 

Yo= v1-oo2 VDo(2-Do) ' 
(4· 34) 

Oo= [1- Do(2-Po:]i;2' 
(1- Po) 

and the energy is given ·by 

E 0=4lj Po +UP0 • 

N 2-Do 
( 4. 35) 

We can obtain the phase· boundary between the paramagnetic and AF states, 

by using Eq, (4·16) and the value of (U/IEI) =S(v'2-1) at z=2. Equation 

( 4 ·1q) is calculated numerically and the result is shown in Fig. 1, in which the 

result in the Hartree-Fock approximation is also shown. 

§ 5. Comparison with other approximations and discussion 

As is seen from Fig. 1, our result differs from that of H-F approximation 

mainly in two respects. The first is the behaviour of the phase boundary in the 

*> The result in the paramagnetic state is nothing but that obtained by Brinkman and Rice. 
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u 
iii 

30 

20 

10 

·~·-·-·~·-·~·-·-·-·-·---------- ---...... 

0.35 0~ 0.45 

nl=!l 
JE 

Fig. 1. Phase boundary between para- and 
antiferromagnetic state. Full line: Present 
result, Chained line: Result of H-F ap-

limit of large U, and the second is the 

finite value of U//E'/ at z=2. 
The value of 1/z on the phase bound­

ary .in the H-F approximation decreases 

monotonically as U increases, but in our 

curve 1/z reaches a minimum value and 
then increases again up to 1/2 as U tends 

to infinity. As was pointed out by Ogawa 
et al., the physical reason ofthis increase 

may be as follows: When U is very 

large, the effective exchange energy be­
tween nearest neighbours, becomes of the 

order of - t 2 jU, •where t is the transfer 

integral b~tween near.est neighbours. Be­
cause this. effective exchange energy be­

comes smaller, the AF state becomes 

unstable as. U increases. 

As for the second difference, it is 
to be noted that the results of two meth­
ods8l'4l beyond the H-F approximation are 

different with each other. Both treated 
only the half-filled band, and Caron and 

Kemeny8l have obtained the first order 
proximation (assuming the constant den­
sity of states). 

transition between AF and paramagnetic 
states at some value of U//f/, whereas Bernasconi4l has shown that the AF state 
is always stable for any value of U=i=O when f= -f'. We cannot give any def­
inite conclusion about this point. The similar phase boundary to ours has also 
been obtained by Ogawa et al.8l Their transition, however, is of :first order. 
The reason of this first order transition is obvious: They have failed to obtain 
the AF state with the energy lower than the paramagnetic state in extending 
the method of Gutzwiller. Therefore, they have compared the energy of the 
paramagnetic state in the Gutzwiller method with that of the AF state in the 
H-F approximation. Thus, their transition has been obtained by comparing the 
results in two different approximatiol)s and becomes of :first order. 

Finally, our energy is compared with that in the H-F approximation. Though , 
our method does not satisfy the variation priciple strictly, we have chosen the 
values of· parameters to minimize the energy. Thus, it is interesting to compare 
the energy obtained with other results. Because we have neglected the k-de­
pendence of uk(J, Vk(J, our energy is not necessarily lower than the H-F energy. 

In order to compare the energy in both approximations, we take, the form 
of the density of states as 
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Applicfltion of the Gutzwiller Method to Antiferromagnetism 1283 

- - r bo+akl, 
p(E) = l 

0 ' 

which is normalized such as 

/fJ<D, 

kl>D, 

PoD+! aD2=t. 

The H-F energy is expressed as 

(5·1) 

(5·2) 

(5·3) 

where n=N1/L=N.fL= (1/z) and (J is the difference of the average numbers 
of electrons in two sublattices and is determined by the equation 

(5·4) 

For the sake of simplicity, we restrict the discussion to the case of thehalf­
:filled band. In this case, by using the density of states given, by Eq. (5 ·1), 
Eqs. (5 · 3) _and (5 · 4) can be rewritten as 

(E) [ --- a2 ../D2+a2 +D ]· 2 0 H-F -po. D../D2+a2 +-. log -- a[(D2+a2Yj2_as] 
L . 2 ../D2 +a2 -D 3 

+l_U+l_ a2 
4 u ' 

l__l_ lo ../D2+ a2 +D +a (../JY+a2 -a), 
U - 2 Po g .j D 2 + a2 - D 

where we have put 

l_ U?J=a. 
2 

(5·5) 

(5·6) 

(5·7) 

On the other hand, our energy has been given by Eqs. (4·33) and (4·35), -in 
which in the same situation as above, f is expressed as 

- ( 1 D 1 D2\D f = - 2 Po + 3 a ) · (5·8) 

First, we can easily see that' Eq. ( 4 · 33) gives lower energy than Eq. (5. 3) 
for the small value of U. In fact, for small U, Eq. (5 · 5) becomes 

(5·9) 

while Eq. ( 4 · 33) gives 

Eo=l_ U+E- U2 (1+1_ aD2) 
L 4 32D 3 ' 

(5·9') 
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1284 F. T akano and M. Uchinami 

which IS certainly lower than Eq. (5 · 9). 

In the opposite limit, i.e., when U is very large, Eq. (5 · 5) becomes 

(5·10) 

and Eq. ( 4 · 35) becomes 

(5 ·10') 

Our energy, Eq. (5 ·10') is always higher than EH-F, Eq. (5 ·10) because we 
have the restrjction 

(5·11) 

which is obtained from the conditions p (0) >0 and p (-D) >0. 

From the above argument, we can expect that our energy, Eq. (4 · 33) and 
Eq. (4·35) is lower than the H-F energy, Eq. (5·5) for small value of U,and 
both energies become equal at a certain value of U, and then the H-F energy 
becomes lower. If this critical value of U is smaller than our critical value, 

U/[E"[=8(v'2-1), our energy in the AF state is always higher than the H-F 
energy. From the numerical calculation, the condition that our energy is lower 
than the H-F energy at U/[E"[=8(v'2-1) is given by 

(5-12) 

In other words, our approximation gives lower energy than the H-F approxima­

tion in the AF state for some values of U if the condition (5 ·12) is fulfilled. 
As mentioned before, however, our procedure does not strictly satisfy the varia­
tion principle, and the above argument is only for comparison. · We believe that 

our result in the AF state has the meaning even if the condition (5 ·12) is not 

fulfilled. 

As for the metal-insulator transition, our result seems to indicate that the 

transition predicted by Brinkman and Rice does not appear because we have 
always nonzero value of q or q'. It is, however, not certain that the insulator 
corresponds to the state with q and q' = 0 only. Strictly speaking, we must cal­

culate the excitation energy and check the existence of the energy gap. The 
extension of the Gutzwiller method to excited states is an interesting problem 
in this sense and will be our future problem. 
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