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Abstract

Following a survey of 2D IR principles this Feature Article describes recent experiments on the
hydrogen-bond dynamics of small ions, amide-I modes, nitrile probes, peptides, reverse transcriptase
inhibitors, and amyloid fibrils.

1. INTRODUCTION

Ultrafast laser methods continue to enable new discoveries on isolated molecules, interfaces,
liquids, new materials, and biological structures even as the technology presses toward the
attosecond and ultrafast x-ray regimes.1 The past two decades have seen significant advances
in femtosecond infrared pulse generation and control which have culminated in approaches
that permit visualization of time-dependent structure changes and fundamental physical
processes in complex materials and biological systems. One of these developments is two-
dimensional IR echo spectroscopy (2D IR) which forms the topic of this article. The possible
applications of 2D IR range from liquids and aqueous solutions to proteins, large biological
assemblies, and macroscopic fibrils. This Feature Article intends to discuss a number of typical
experiments, mainly from this laboratory, that use the 2D IR method to expose structural
dynamics through the molecular vibrations. The vibrational transitions and their frequencies
are very sensitive to the fluctuations in local solvent structure, so they are potentially delicate
probes of the rapidly exchanging environments of specific chemical bonds even in
macromolecular systems.

The dynamics of protein backbone vibrations have now had intensive study. Because the
polypeptide backbone consists of repeats of amide units their vibrational spectra are highly
degenerate. These amide modes have predictable spectra, excitonic character, and secondary
structure sensitivity, all of which arise from their large transition dipoles and the dominance
of the carbonyl group transition charges in determining the mode frequencies.2–5 These same
sensitivities cause the modes of different amide units to be distributed in frequency even in the
absence of excitation exchange interactions.6–8 The 2D IR spectra display the coupling
between modes and their frequency distributions. These frequency distributions are often
completely or partially averaged on picosecond time scales as a result of the fluctuating fields
from the motions of backbone and solvent atoms. The theory,9–14 FTIR,15 and the 2D IR16,
17 all indicate that the structure marker amide-I modes are usually delocalized in dipeptides,
tripeptides, and polypeptides in various solutions and in transmembrane environments.

The 2D IR experiment involves acquiring the vibrational spectra of molecules that are
responding to pairs of frequencies having well-defined phase relationships. The intrinsic

*To whom correspondence should be addressed: hochstra@sas.upenn.edu, Tel: 215-898-8410, Fax: 215-898-0590.

NIH Public Access
Author Manuscript
J Phys Chem B. Author manuscript; available in PMC 2010 June 18.

Published in final edited form as:
J Phys Chem B. 2009 June 18; 113(24): 8231–8251. doi:10.1021/jp8113978.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



molecular responses can be ultrafast, on the time scale of vibrational dynamics, so femtosecond
infrared laser pulses are needed to measure them. A variety of approaches were developed to
generate these spectra including pump/probe configurations5 and vibrational three-pulse
photon echo spectra.18 Some very recent technical advances include acousto-optic pulse
shaping,19 up-conversion methods,20 and three-pulse echoes in pump/probe configurations,
21 all of which contribute to improving the versatility of the experiment. The essential
advantages of 2D IR are its ability to identify the different dynamic contributions to the spectral
shapes and their intrinsic time resolution. For example, a linear spectrum composed of a
distribution of homogeneous bands displays only the homogeneous parts in one of the
dimensions of 2D IR. Such decomposition is not possible in the linear spectrum without
assuming the functional forms of the contributions. Furthermore, the 2D IR spectrum exposes
directly not only the frequencies but the anharmonicities of vibrational modes. This additional
information demands a more quantitative interpretation of the vibrational spectrum. The 2D
IR also exposes the time dependence of the vibrational frequency distribution because the time
interval between measurements of the frequencies in the two dimensions can be varied. This
evolution cannot be deduced from linear spectra, yet it is the essential ingredient to probing
the dynamics of the environment of the vibrator.

Research on the theoretical description and experiments on the population dynamics of
molecular vibrations in various condensed phases has been underway for many decades, even
though many of the direct experiments on vibrational dynamics are relatively recent. Since this
Special Feature celebrates a Century of the Division of Physical Chemistry of the ACS, we
very briefly touch on some background of the field of vibrational dynamics and related topics
beginning somewhat arbitrarily around thirty years ago, which was a watershed period for
ultrafast nonlinear molecular spectroscopy especially of vibrations and for the beginnings of
its applications to biophysical chemistry. The previous decade had seen the development of
picosecond22 then subpicosecond23 lasers and their preliminary applications to a wide range
of topics in condensed-phase dynamics had been demonstrated by chemists and physicists. The
theoretical description of vibrational energy transport and its experimental determination
remain as important challenges because the dynamics associated with vibrational excitations
in complex systems are the essential enablers of reaction and conformational dynamics in the
condensed phase.24

In 1978 Kaiser and Laubereau25 surveyed their pioneering work on the picosecond coherent
and incoherent vibrational dynamics of liquids. These and other experimental and
theoretical26 contributions on vibrational coherence relaxation, established the relationships
between time- and frequency-domain vibrational responses and basic properties of coherent
vibrational states in linear and nonlinear vibrational spectroscopy. The experiments used
mainly optical picosecond pulses to drive the vibrational coherences. During this same period,
methods of picosecond electronic spectroscopy were improved to expose wider bandwidth and
more subtle responses than had been possible previously, such as the effects on transient spectra
of molecular heating and the small spectral shifts needed to expose protein dynamics.27

Pioneering experiments on the ultrafast response to light of bacteriorhodopsin28 using a mode-
locked CW dye laser and the complete transient optical spectra of the nascent protein states of
myoglobin and hemoglobin after photodeligation also appeared that year.29 These experiments
and others on reaction centers of photosynthetic bacteria from around the same time have led
to sub-fields of biophysical chemistry that are still flourishing.

In 1978 the knowledge of vibrational relaxation came mainly from experiments in liquids,
where the processes were usually on the picosecond time scale, or from matrix-isolated
diatomic molecule electronic spectra at low temperatures30 where the vibrational lifetimes
were six orders slower and often stretched to the millisecond time scale. One important
characteristic of the coherent Raman method was that it allowed access to vibrational modes
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without the need for tunable infrared pulses. But that laser technology was not useful for
experiments on the relaxation of molecular vibrations in dilute or aqueous solutions or in
molecular solids. Intramolecular vibrational and electronic-vibrational relaxation processes
were nevertheless well appreciated from experiments on isolated molecules.31 Although
statistical mechanics theory had much earlier formulated energy relaxations in terms of
autocorrelation functions of force fluctuations32 the molecular dynamics methods for
examining fluctuating forces needed for condensed-phase simulations were not yet widely
available and interpretations were often based on pair collisional dynamics ideas borrowed
from gas-phase research.

The availability of tunable lasers allowed more versatile vibrational coherence experiments to
be carried out and experimental information began to be sought for a much wider choice of
polyatomic molecules where the relaxation pathways corresponding to different internal mode
couplings could be exposed. The lower frequency modes of large aromatic molecules were
found to have longer relaxation times than anticipated: for example CARS measurements on
a 1385 cm−1 mode of the rather large molecule naphthalene exposed a relaxation time of 88
ps.33,34 The CARS technique was particularly suitable for measurements of population
dynamics of crystal vibrations because on cooling, the pure dephasing contributions to the
coherence decay could become negligible. Furthermore, the rapid delocalization of the
vibrational energy caused motional narrowing of the spectral lines allowing ultrahigh
resolution spectroscopy or multicolor time-resolved coherence experiments with relatively
long pulses to be used to determine population relaxation times. There were many surprises:
for example, the discovery that the lifetime of a 604 cm−1 mode of benzene35 was 2.65 ns
rather than the “expected” picosecond result for a polyatomic molecule. Other measurements
began to confirm that couplings to specific modes having particular energy gaps from the
relaxing state were usually the key factors in determining the relaxation times which could
range from picosecond to second time scales.36

The introduction of the colliding-pulse mode-locked laser37 and its many successful
applications to molecular dynamics through electronic spectroscopy38 forecasted the advances
that might be made by the availability of a tunable, high repetition-rate source of femtosecond
infrared pulses that could be used to excite many different types of vibrations of molecules or
proteins in dilute solutions where the coherent methods were not appropriate for the
measurement of T1 times or transient spectra. Furthermore, to probe vibrational dynamics in
systems that were anharmonic it was recognized that broad band width or multiple-frequency
IR sources would be needed.

The methods of nonlinear electronic spectroscopy, especially the four-wave methods of pump/
probe spectroscopy, dynamic Kerr effects, transient gratings, and photon echoes were all
significantly refined in the 80’s.39 But ultrafast vibrational infrared spectroscopy took longer
to get underway, particularly in applications to protein dynamics. To achieve the femtosecond
time resolution and tunability in the fundamental region of the vibrational spectrum and to
enable the study of dilute solutions, we had introduced the idea of using the femtosecond pulses
of a mode-locked dye laser to up-convert a tunable diode laser probe into the visible. The
transient spectra recorded by this technique were interestingly different from pump/probe
spectra with ultrashort pulses,40 because the vibrational coherence is present before the pump
pulse acts on the system. The up-conversion of 300-fs duration slices of a CW laser permitted
the fs time-resolution of the IR spectra of carbon monoxide photodissociating from
hemoglobin.41 This study provided a chemical-bond scale visualization of the ligand
dissociation process and its protein confinement from the subpicosecond time scale to the first
few nanoseconds after dissociation. It was an advance over the less structurally informative
picosecond-pulse measurements of optical spectra from ten years earlier. It showed quite
clearly that the ligand became immobilized within a few hundred femtoseconds after the
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photodissociation and that its diffusion out of the protein was largely a nanosecond time scale
processes. These same up-conversion techniques were used to devise experiments employing
two IR frequencies in pump/probe experiments to obtain relaxation information on dilute
solutions of small aqueous ions36,42 and to carry out femtosecond IR probe experiments on
light activable proteins such as the Reaction Centers of photosynthetic bacteria.43 Picosecond
pump-probe methods with infrared pulses, also being carried out in the 80’s, greatly advanced
the knowledge of vibrational relaxation for certain local modes of polyatomic molecules at
surfaces and interfaces.44–46 The advances in optical parametric amplifiers (OPA’s) and the
Titanium-sapphire laser in the nineties greatly advanced the range of applications in ultrafast
vibrational spectroscopy.

The development of quantitative descriptions of vibrational energy and phase relaxation in
molecular solutions has demanded a close coupling between theory and experiment.36,47 The
autocorrelation functions of the fluctuating forces acting on molecules in solutions,48 based on
standard molecular dynamics simulations, were found to be predictive of the relaxation of low-
frequency modes of small molecules such as I2

49 and HgI50 which are essentially in a classical
limit. The details of the solvent-solute anharmonic coupling are needed to compute the
relaxation times and pathways for higher-frequency modes: an example from the recent
literature is the computation of the vibrational dynamics of the azide ion asymmetric stretch
in water,51 which agrees satisfactorily with experiment.52 Molecular vibrations are excellent
probes of the environments of chemical bonds, so it is not surprising that applications of
ultrafast IR spectroscopy abound. Ultrafast IR spectroscopy has now been applied to a plethora
of questions in chemistry including solution-phase photo-induced kinetics,53–62 molecular
energy and electron transport,63 vibrational relaxation36,44–46,64 and coherence transfer,65–
67 liquid-state dynamics including water68–75 and aqueous ions,52,76–79 surface and interface
dynamics,46,80,81 relaxation of molecules at metal surfaces,64,82 relaxation and transport in
crystals, polymers and other materials,83 protein dynamics,84–88 and quantum control of
reactions.89–91 Predictive theories of the ultrafast molecular responses 92 and comparisons
with isolated molecule relaxation93 have been essential components to the progress of these
studies of vibrational dynamics.

The development of knowledge of the relaxation of small molecular ions has been typical of
how advances were tied to the development of laser technologies and theoretical methods.
These ions are interesting from a number of standpoints. They are diatomic or triatomic
molecules that interact with water through both Lennard-Jones and Coulomb forces. They form
interesting hydrogen-bonded structures that have fast energy and orientational dynamics that
are distinguishable from those in the bulk water. When we first reported time-resolved CARS
measurement of the decay of the CN− ion vibration94 the signals were concentration-dependent
and an extrapolation was needed to find the dilute limit relaxation time of 27 ps. This
corresponds to the time needed to dump ca. 2200 cm−1 of vibrational energy into the solvent
modes. The theoretical work by Hynes and coworkers95 showed that indeed the Coulomb
forces have a significant role in the decay, whereas the Lennard-Jones forces were the key to
understanding the shift to high frequency of this vibration on hydrogen bonding to water. The
enormous improvements in the sensitivity of ultrafast infrared methodology that came about
by 1997 made it possible to reexamine the vibrational dynamics of this ion directly under dilute
conditions by pump/probe spectroscopy, where the relaxation times were concentration
independent. While our earlier result on 12C14N in H2O was confirmed we discovered that the
other isotopomers of CN/H2O relaxed up to four times more slowly and hence that the
resonances with liquid water or D2O transitions were of utmost importance to the relaxation
mechanism. Other examples of small ion relaxation measurements are the triatomic
pseudohalogen ions.36,96 The infrared pump/probe kinetic spectroscopy of the asymmetric
stretching mode (ca. 2100 cm−1) of the azide ion also shows a-few-picosecond relaxation time
and a continuing question for experiment is whether the relaxation is directly to the ground

Kim and Hochstrasser Page 4

J Phys Chem B. Author manuscript; available in PMC 2010 June 18.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



state or requires population of an intermediate symmetric stretch mode at about half the
frequency. The experiments have not distinguished these mechanisms. While the reduced
energy gap favors the intermediate state involvement using qualitative ideas discussed above
regarding the spectra of the force autocorrelation function, there are gas-phase spectra that
evidence no perturbations with the lower frequency mode.97 The latter result implies that the
isolated ion undergoes only very slow intramolecular vibrational energy redistribution. Recent
high-level computations of azide interacting with water find a fast relaxation time in agreement
with experiment, with the intermediate state assuming a key role,98 while a quantum-theoretical
treatment of the ion in water had predicted that both mechanisms are in play.99 The accurate
assessment of the dynamics of the ion-water cluster is clearly the essential theoretical challenge.

Of particular interest to this Feature Article are the advances in vibrational dynamics of peptides
and proteins. Little was known about the dynamics of modes associated with the amide unit
until relatively recently. The lifetimes of the amide-I modes were discovered to be in the range
of 1 ps or less5,100–102 and therefore significant contributors to the widths of IR spectra of
proteins. A few specific mode interactions are responsible for this short lifetime.103 The amide-
A, N-H stretch, relaxation times are considerably longer and depend critically on the hydrogen-
bonding state.104,105 The large transition dipole of the amide-I mode causes significant
delocalization of the vibrational excitations in peptides, but the vibrational relaxation rates are
determined by local effects. The amide-II modes also relax on ps time scales106,107 and they
are significantly interacting with amide-I.106,107 The involvement of the amide modes in
vibrational energy transport and thermal diffusion within secondary structures is a very recent
application of ultrafast IR spectroscopy.108–110

The IR vibrational photon echo, one of the components of the 2D IR spectral signal, also reports
significantly on vibrational energy relaxation. It is the echo component to 2D IR that introduces
the separation of the inhomogeneous and homogeneous components of the spectrum. Because
of the early availability of carbon dioxide lasers experiments on the photon echoes of molecules
began with the infrared spectra of gases.111 Molecular photon echoes in the optical regime
were first reported for crystals112 and as optical lasers developed, echo measurements of
molecular systems were extended to much faster responding liquids113 and glasses114 and to
femtosecond three-pulse methods in the optical regime.115–118 Picosecond time resolution in
the infrared was achieved by means of free-electron laser pulses.119 The introduction of
femtosecond IR pulses from Ti-sapphire-pumped OPA’s permitted experiments on the three-
pulse infrared photon echoes of ions in water,78 peptides120 and proteins79 in work that led to
measurements of the vibrational frequency correlation functions. The optical three-pulse echo
experiments that resulted in the development of the peak-shift method for the measurement of
solvation energy correlation functions121 were important precursors to the femtosecond
vibrational echo spectroscopy. Heterodyning these IR echoes then resulted in experiments on
multi-dimensional vibrational spectra.18 Pump/probe 2D IR spectra on peptides and proteins,
5 which relate to the real part of the heterodyned 2D IR echo experiment,122 had been reported
in 1998 and used in many applications prior to the development of 2D IR echo spectroscopy.
Often the pump/probe approach is the method of choice123 if the interest is not focused on the
ultrafast components of the spectral diffusion process. The theoretical paper by Tanimura and
Mukamel124 on multidimensional spectra and the publication of the treatise on nonlinear
spectroscopy by Mukamel125 were important stimuli in the development of this field.

2. BRIEF DESCRIPTION OF 2D IR SPECTROSCOPY

The aim of the present article is to describe a selection of recent nonlinear infrared experiments,
mainly from this laboratory, whose purpose has been to extract new information regarding the
dynamic structures that are seen in 2D IR as a result of the coupling between a vibrational
mode and its surroundings or between vibrators in arrays containing many modes. There have
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been mainly two ways to approach such questions. In one, the 2D IR is carried out by probing
the spectral region of only one mode with sequences of spectrally-broad infrared pulses. The
other has been to arrange that the sequence of pulses separately excites both the mode and its
surroundings and the modes to which it is coupled. Examples are drawn from experiments with
small molecules, large proteins and peptide aggregates. At the local level of a vibrational mode,
often isolated by chemical or isotopic editing, the principles involved in these experiments are
quite similar and depend on the same set of quantum mechanical responses. Therefore, the
article will begin with a review of some principles of 2D IR spectroscopy, while avoiding the
restatement of theoretical methods for the treatment of nonlinear molecular responses which
have been very thoroughly documented elsewhere.125–131 Quantitative and qualitative
descriptions of 2D IR spectroscopy have been reviewed many times previously,132–135 so only
a survey of some selected basic ideas, rather than an extensive review, is given here.

The nonlinear experiment

The 2D IR experiment involves the successive interaction of a set of vibrational transitions
with three ultrashort infrared pulses having the time intervals between them controlled to an
accuracy of a small fraction of a cycle. The 2D IR signal depends on the time delays,
polarizations and the phases of the pulses which can be controlled by their directions (wave
vectors) and/or by pulse shaping.18,21,136,137 The electric field generated into phase-matched
directions k⃗s = −k⃗1 + k⃗2 + k⃗3 (echo) and k⃗s = k⃗1 − k⃗2 + k⃗3 (nonrephasing) are measured by
heterodyne mixing with a phase-locked fourth pulse. Figure 1 defines the time intervals of the
sequence of the four pulses. The data are usually expressed in the frequency domain as two-
dimensional spectra of the coherence (ωτ) versus the detection (ωt) frequencies (Figure 2). We
usually plot the detection frequency along the horizontal Cartesian axis because the projection
onto this axis of the 2D IR spectrum presents the linear difference spectra in their customary
orientation. The variations of the intermediate time interval (T) provide measures of the time
dependence of the spectra which could derive from energy transfer, other types of population
or chemical exchange, and various types of spectral diffusion.

An advantage of 2D IR over linear IR is that coupling between different modes is observed
directly and does not require to be assumed as would be the case in modeling FTIR spectra.
For example, otherwise degenerate modes, such as the amide modes of a polypeptide, display
numerous vibrational transitions that are often modeled by a set of coupled modes or vibrational
excitons.2 However, the existence of cross peaks in the 2D IR spectrum (Figure 2) provides a
model-free proof of whether modes are sensing one another and gives quantitative measures
of the coupling. In the simplest 2D IR spectra the cross peaks arise because of the existence of
mixed-mode anharmonicity, which causes the combination mode to be shifted from the sum
of the fundamental frequencies. However, cross peaks also show up whenever the population
of one of the modes is dependent on that of other modes. Another strength of the 2D IR method
is one that is well known for photon echo methods at all frequencies, namely that the effects
of homogeneous and inhomogeneous broadening are separated. Modes having different
frequencies are located at different points on the diagonal of 2D IR spectra, so any distribution
of frequencies that is present in the transition of a single mode is also spread along the diagonal
giving rise to the typically elliptically-shaped peaks depicted in Figure 2. This feature opens
the door to the determination of structural distributions by 2D IR.

In order to predict 2D IR spectra the detailed nature of the molecular populations and
coherences that are involved in the three steps of the interaction of the system with infrared
pulses and the IR emission step after the third pulse must be known. They correspond to
elements of the molecular system density matrix in first, second and third order in the applied
electric field. These are the steps in the so-called Liouville paths of third-order vibrational
spectroscopy that are well documented (and not repeated here) for a variety of experimental
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conditions.102,126,127,129,132,133,138–141 When required for clarity we will refer to a pathway
by giving its sequence of three coherences or populations involved in the generation of the
emissive coherence. For example, the pathway {(01)A|(11)A|(10)A}, for a species A, has a
coherence {01}, between the v = 0 and v= 1 vibrational states, in the first interval of length τ,
a population in v = 1 after the second pulse for a time T, and an emissive coherence of {10} at
the instant of detection time t, where, for example, {01} ≡ ρ01 ≡ ρv=0,v=1. This pathway gives
rise to a photon echo of species A, characterized by the coherence and detection periods having

conjugate coherences. These terms have an implied transition dipole magnitude of ( )4. The
signal at any given point in the two-dimensional frequency space may be composed of
contributions from many of these different pathways involving multiple transitions, so
interference assumes a significant role in determining the spectral shapes. However, it is the
signal field that is measured, so the contributions at any point are additive. The magnitude
spectra, which do not depend critically on the phase, involve the square of the sum of the fields.
It is often impossible to establish the parameters of the vibrational dynamics from the linear
spectrum. On the other hand, the two-dimensional infrared distinguishes the homogeneous and
dynamic inhomogeneous contributions to the line width. Therefore, they can establish these
parameters with improved confidence limits.

One of the beautiful aspects of the three-pulse phased-locked and heterodyned scheme used in
2D IR is its natural incorporation of many of the common third-order nonlinear signals into
one experiment. Specialized techniques such as narrow-band pump/broad-band probe
spectroscopy, conventional pump/probe spectroscopy with transform-limited bandwidth,
polarization spectroscopy, transient grating spectroscopy, dynamic Kerr effects, dynamic hole
burning or degenerate four-wave mixing and so-on, can be retrieved by processing the complete
2D IR echo spectroscopy data sets. These sets contain pathways from all the third-order
resonant processes that depend on the three time intervals τ, t, and T, the time ordering of three
phase-controlled pulses and the emitted signal field at each detection time following the third
pulse as illustrated by the processing map in Figure 3. Therefore, the physical interpretation
of the 2D IR signals can be strongly based on experience from earlier ultrafast nonlinear
spectroscopy experiments. As an example of the analytical structure of the 2D IR signals for
non-rotating molecules at T = 0 and free from inhomogeneity, we first consider the signed
response {0i|ii|ji} which generates a signal having a form familiar in 2D NMR:

(1.1)

which when half-Fourier transformed along τ and t gives a contribution to the 2D spectrum of
ωτ versus ωt at each T, showing peaks at all the 0 → i and i → j transitions of the oscillators
that are within the bandwidths of the infrared pulses. All the responses have the skeleton of eq
1.1. The upper sign in eq 1.1 is the response for the rephasing (echo) signal whereas the lower
one defines the nonrephasing pulse sequence, so-called because it does not produce the
conjugate of the first coherence in the third interaction (the i → j transition). Each of the
transition dipoles is projected onto the direction of the electric polarization of the pulse (a, b,
c, or d) that drives that step in the signal generation, and their product is averaged over the
orientations. The particular term in eq 1.1 is referred to as the (abcd) tensor element of the
third-order process. The function fii(T) decribes the evolution of the population in the waiting
time, T, interval. In 2D IR the dephasing dynamics are usually much more complex and
interesting than visualized from eq 1.1125 and more generally the signals have the analytic
form:
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(1.2)

where the inhomogeneous dephasing factor  cannot be separated generally into a
sum of τ, t and T-dependent terms, so it causes changes in the spectral shape during the T
interval. This evolution exposes the spectral diffusion. However, in the Bloch dynamics
approximation, which is equivalent to the average of eq 1.1 over fixed inhomogenous
distributions, a separation into three separate factors is possible.133 The function

 collects the population changes that
contribute to dephasing and waiting-time relaxation. The transition dipole product can be
regarded as taking into account the orientation dynamics implicitly by considering each
projection at the instant of interaction with the indicated field.132,142

If more than one mode or species (A, B,…) is present in the sample the 2D IR spectrum depends
critically on whether they have coupled transitions. For example, they may correspond to two
types of carbonyl groups in a peptide as in many published examples.100,143–146 The 2D IR
spectra then contain cross peaks due to pathways with transitions occurring in both groups.
These cross peaks are critically dependent on the correlations of the frequency distributions of
the two modes. The quantum states of such systems range from approximately delocalized
excitons to almost isolated modes depending on the strength of the coupling and the separations
of the zero-order modes. The 2D IR signals in the cross peak regions measure the off-diagonal
anharmonicity of the pairs of modes which indicates the extent to which the excitation of one
of them influences the frequency of the other. The coupling in such cases has usually been
explained by the bilinear portion of the intermode potential β = (∂2V(QA,QB)/∂QA∂QB)Q=0
QAQB/hc. There is also stochastic transport of vibrational energy between these modes from
solvent-induced fluctuations of the mode coupling: this effect introduces a nonoscillatory time
dependence into the cross peaks.108,147 The other reason that cross peaks appear in 2D IR
spectra is as a result of chemical exchange which will be developed in more detail below.

Isotope replacement as a 2D IR strategy

The 2D IR exposes the coupling between different vibrators associated with different chemical
bonds in a structure. So isotope replacement, a long-time strategy of vibrational spectroscopy,
can play a very special role in 2D IR by highlighting the coupled modes even in relatively
complex systems such as globular and transmembrane proteins. The most common
isotopomers that feature the amide-I modes are the 13C=16O and 13C=18O substitutions which
have isotope shifts in the range 40 and 60 cm−1, respectively. The line widths of amide spectra
are usually ca. 20 cm−1 which implies that the spectra of such isotopomers are easily resolvable
when proteins are multiply labeled. The interaction that is observed in 2D IR experiments of
peptides occurs between two amide units associated with the backbone secondary structures.
It is often a through-space electrostatic interaction.4 Generally, vibrational modes are
considered to be coupled if the energy required to excite one mode depends on whether the
other one is excited. This is precisely what is measured from the existence of the cross peaks
in 2D IR. Neglecting polarizability of the intervening medium, the dipolar coupling between
two typical amide-I oscillators each having a transition dipole moment of 0.40 Debye is
804κ (Ω) R3 cm−1 where κ(Ω) is a geometric parameter, −1 < κ(Ω) < 2, and R is the point dipole
separation in Å units. The spatial extent of the dominant part of the charge distribution of the
amide-I mode is small compared with separations of greater than 4 Å between most in peptides
modes so that the dipole approximation to the intermode potential should be reasonable.
Estimates of couplings using both distributed charges148 and point dipoles interacting at these
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distances show that they differ by only about 10%. In a double-labeling experiment149 the IR
spectra display two separated isotopically-shifted transitions, which according to an exciton

model are expected at frequencies ω+ and ω− given by: 
where the frequencies for the 13C=16O (A) and 13C=18O (B) labels are ωA and ωB and δAB =
ωA − ωB is approximately 20 cm−1. The coupling, βAB, induces a cross peak between ω+ and
ω− in the 2D IR, the magnitude of which indicates the spatial separation and angular relation
between the two carbonyl groups.

The quantitative aspects of amide spectra mentioned above have been verified in many
examples. For example, the 2D IR spectra of doubly isotopically-substituted soluble α-helices
enabled measurement of the couplings between amide-I modes separated by one, two, and
three residues.149 The magnitudes and signs of the couplings between the isotopomers require
that the vibrational states of the helix and isotopomers are delocalized. In another example the
double labeling involved two different helices that were dimerized in a transmembrane
configuration.17 Again the amide modes were delocalized across the two helices by through-
space electrostatic interactions.4 The 2D IR spectra show large differences in the time
dependence of the spectral shapes for soluble and transmembrane helices with the former
spectral diffusion being much more complete on the picosecond time scale.150 There were also
recent 2D IR studies of 310 helices that have reported new structural propensities.151–153

A useful attribute of 2D IR is that it exposes very weak (or even hidden in FTIR spectra)
transitions through the cross peaks arising from their coupling with strong transitions. The
magnitude of cross-peak signal is approximately proportional to the geometric mean of two
interacting transitions. Figure 4 shows the two transitions in the FTIR of the CN stretch region
of CH3CN at −17°C. One band is at the CN···H-bonded frequency of 2262 cm−1 seen in water
and the other is assigned as the free CN frequency at 2254 cm−1. The 2D IR spectrum in Figure
4b shows several cross peaks, among which the cross peaks enclosed by a black ellipse originate
from the interaction of the two strong diagonal peaks with a very weak transition located near
2235 cm−1 and marked with red ellipses, and not readily seen in the FTIR spectra.

Dual-frequency 2D IR

The driven and detected transitions in the 2D IR experiment can in principle be separated by
any frequency. In practice, however, the responses, such as eq 1.2, are convoluted with the
infrared field envelopes so transitions separated by more than the technically available laser
bandwidths are not seen in a conventional experiment. It was to overcome this bandwidth issue
that we introduced the dual-frequency 2D IR in which the third pulse and detected field (ω2)
have center frequencies that are significantly removed from those of the first two pulses at
ω1. With reference to Figure 1 the pulses 1 and 2 would have a widely different center frequency
than the second pair. This configuration allows the initial coherence during τ to correspond to
modes that are not involved in the echo coherence during t. We have shown that these echoes
are formed whether or not the coherence pulse is phase-locked with the detecting pulses.138

The pathways involved in these interactions are greatly simplified compared with the usual 2D
IR signals because the rotating wave approximation prohibits a significant fraction of the usual
diagrams. Diagrams such as the combination pathway {(011)|(1111)|(11+12,11)} and the
bleaching pathway {(011)|(001)|(12,0)} now apply, where the subscript indicates which of the
center frequencies is used for the step.52,138 The signals are strongly dependent on the
correlations of the frequencies of the driven and detected modes. Dual-frequency 2D IR has
proven useful for the investigation of the correlations between different modes of molecules,
138,154–156 and also of molecular modes with their solvation shells.52 In the latter example a
frequency grating is impressed into the solute (H2O) vibrational mode by the first two pulses.
The read-out is enabled by the coherence (echo) introduced by the third pulse through the
solvent vibrational transitions. From the 2D IR measurements of the azide ion,78 the coherence
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time of the asymmetric stretch mode has been estimated as 320 ± 50 fs, but the interesting new
dynamical feature from the dual-frequency 2D IR is the change of the tilt angle (see Figure 5)
of the azide ion-OH stretch cross peak in the dual-frequency experiment. The time constant is
137 ± 20 fs. The earliest time for which we have obtained information exposes a tilt angle of
+5° which is a significant positive correlation. The experiment shows clearly that the azide ion
and OH stretch mode distributions are correlated. The correlation, is positive and significant,
and it decays on the 150-fs time scale (see Figure 5c). The G-factor for two frequency
distributions (σA, σB) often can be approximately written as:

(1.3)

where f (T) is the decaying correlation coefficient between the two frequency distributions.157

The autocorrelation of the OH vibrational frequency in neat water decays very quickly and is
completed in 50 fs.75 The correlation decay we measure is considerably slower than this, which
clearly shows that the OH groups around the ion are not fully connected into the liquid network
of OH bonds. This example well illustrates an advantageous feature of dual-frequency 2D IR.

2D IR and the effects of exchange

If there are fast chemical processes that interchange populations of structures having different
vibrational frequencies, cross peaks will emerge on the time scales of the equilibrium kinetics
of the chemical exchange. In a situation where there is an equilibrium such as A⇄B, cross
peaks arise because A and B may be exchanging during the population period of the 2D IR
sequence; in other words the pulses may excite A but probe B or vice versa. The emissive
coherence is put into species A or B depending on the status of the chemical equilibrium at the
arrival of the third pulse. 2D IR echo spectroscopy has been employed to measure the hydrogen-
bond making and breaking for the system acetonitrile in methanol158 and the complex
formation of phenol and benzene152 by monitoring the T dependence of such echo signals. In
earlier experiments, Hamm and co-workers159 had used 2D IR pump/probe methods5 to follow
the delay-time dependence of the H-bond kinetics of an amide mode in methanol. More recently
this system has been examined by molecular dynamics simulations.160 Exchange has been
measured of molecules undergoing complexation,161,162 reversible isomerization163 or
fluxionality.164

The exchange is most evident in 2D IR spectra for chemical species that have distinguishable
infrared spectra, but it is very likely to be occurring in many systems where the transitions are
strongly overlapped and its presence is not so obvious. In these cases the cross peaks created
by the exchange would alter the shape of the 2D IR spectra and obviate some traditional
relationships between spectral line shapes and correlation functions that do not explicitly
include the implied non-Gaussian frequency distributions. For example, the presence of a
distribution of structures normally will elongate the 2D IR spectra along the diagonal. The
width of the 2D IR spectrum along the line perpendicular to the diagonal is usually narrower
because the quasi-static distribution of frequencies may not contribute to it at T = 0 (see Figure
6). However, if there is a pair of overlapping exchange-coupled peaks, the width increases in
this perpendicular direction as T increases, as shown in Figure 6 (T > 0). A similar picture
would prevail if the exchanging states corresponded to two or more thermally exchangeable
vibrational excitations of a molecule such as might arise with Fermi resonant pairs of
transitions. The concepts are similar for the dynamics of liquids: on short time scales a
distribution of well defined structures characterized by overlapping diagonal and cross peak
signatures in the 2D spectra is manifested, which then evolve spectrally on a range of time
scales. Quantitative advances in understanding the 2D IR spectra of liquids, particularly water,
has required a strong theoretical component.73,165 The 2D IR experiment has been widely
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applied to the study of the structure and dynamics of water74,75,166,167 and other hydrogen-
bonded liquids.168 In a certain sense, many of the line-broadening effects in vibrational spectra
of solutions that derive from fluctuations of the vibrational frequency might be thought of as
exchange amongst of solvent-solute configurations that are nearby in energy.

The linear and 2D IR spectral line shapes may not be significantly modified by the exchange
processes if the dephasing rate from population decay and frequency fluctuations of a given
transition involved in exchange is fast compared with the exchange rate, which in turn may be
slow in comparison with the peak frequency separation. This is analogous to the slow exchange
limit of NMR although “slow” for the vibrational examples most often will mean picoseconds.
In linear IR spectra there is only one time interval involved, a detection time, and the IR
spectrum displays the Fourier transform of the free decay on this time axis. A single peak
caused by fast transfer between two structures is not easily distinguishable from a peak arising
from a continuous distribution of structures in linear IR. In 2D IR spectroscopy, however, the
line widths along the anti-diagonal and the diagonal are different and change with population
time and with temperature thereby exposing the exchange processes.

The exchange between species that have identifiably different mean frequencies under certain
conditions is exemplified by a three-state system, representing the vibrational levels v = 0, 1,
and 2 of a molecule imbedded in different environments A, B, etc. Each environment may give
rise to a different potential surface and distributions of vibrational frequencies. This example
may be quite common in ambient temperature solutions when previously undiscovered
equilibrium dynamics are on the picosecond time scale.

The exchange that appears in the linear IR spectrum169–172 is described by the half Fourier

transform of  where nA and nB are the equilibrium fractions of A
and B. The vibrational coherences for species A and B having instantaneous vibrational

frequencies  and  that are coupled by the forward and backward exchange rate
coefficients kAB and kBA = kABeΔGAB/kBT are readily found analytically in terms of as averages
of fixed frequencies ω̄, relaxation rate γ ̄, exchange rate k̄ and the differences

, Δγ ̄, and Δk̄ as:66

(1.4)

where a = −iω̄ − γ̄ − k̄, b = k̄, c = −iΔk̄, d = −iΔω ̄ − Δγ̄ − Δk̄, and . The angle
brackets symbolize the integration over the distributions of frequencies. The very simple
example c = 0 and d = iΔω ̄ corresponds to the vibrational spectrum of two structures in dynamic
equilibrium with a unit equilibrium constant. If the vibrators have equal populations and
transition dipoles and the same pure dephasing rate, the following spectrum is predicted:

(1.5)

As a result of motional narrowing this spectrum displays two peaks when k̄ < Δω ̄ and otherwise
there is only one. In IR two identical peaks are not expected to merge symmetrically as the
exchange rate increases. Although the forward and backward exchange rates of the two
interchanging vibrators may be the same when there is no vibrational excitation they cannot
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then be equal in the v = 1 state; there is a difference in the free-energies associated with excited
states of different species. The results show that linear spectroscopy will not identify the
exchange when k̄ < Δω ̄ unless the spectrum can be seen to vary with k̄, such as by varying the
temperature. The situation is different for 2D IR which really exposes exchange in this limit.

A description of the 2D IR spectrum analogous to the foregoing treatment of linear IR involves
the evolution of correlated coherences. In a mixture, each of the separate transitions in 2D IR
has relative strength proportional to the mole fraction of a species. Since the linear absorption
depends on the transition dipole squared, the 2D IR diagonal peaks depend on the fourth power
while the cross peaks depend on the products of the squared dipoles of the involved structures,
the comparison of these signals can be used to determine the ratio μA/μB.149

The Liouville paths that contribute to the photon echo and nonrephasing signals when there is
exchange are of the type: {(01)A|(11)A ⇄ (11)B|(10)A/B}and {(01)A|(00)A⇄ (00)B|(10)A/B}
where (ab)C represents a coherence ab in species C. A coherence (01)A is introduced into the
A-species by the first pulse in the sequence. The second pulse generates a population (11)A or
(00)A which may undergo dynamic exchanges with (11)B or (00)B. Finally, the signal field is
generated by a third pulse that forms the detected coherence in either of the species. These
terms are modified by the kinetic factor PAA as described below if A is the detected population
and by PAB when B is detected after some exchanges have occurred. Also included are the two
quantum terms such as {(01)A|(11)A ⇄ (11)B|(1+1,1)A/B} involving v = 2 states, again with
factors PAA or PAB depending on the kinetic outcome in the population period. An analogous
set of diagrams consider the evolution to begin in state B. The spectral diffusion appears
naturally in our simulation from those molecules that survive an exchange step during the
measurement, such as the echo {(01)|(11)|(10)}A where the same A- molecules undergoing
spectral diffusion senses all four photon interactions. It is assumed that the spectral diffusion
does not alter the magnitude of the integrated 2D IR diagonal signals which are considered to
change only because of exchange and population relaxation processes and not because of
changes in transition dipole with frequency (Condon approximation).

The diagonal signal SAA for the A form at a given point in the two dimensional frequency space
has a T-dependent shape with the content:

(1.6)

where RAA(ωτ, ωt;T) is a 2D IR spectral shape factor arising from all the diagonal Liouville
pathways contributing signal at that point including spectral diffusion. The cross peak signal
SAB in the same notation is:

(1.7)

Each of these signals is associated with the relevant transition dipoles and the conditional
probabilities PAA (T), PAB (T), PBA (T) or PBB (T) arising from kinetic equations. For the case
that the T1 times of the two species are equal these factors are:

(1.8)
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(1.9)

with the other two probabilities obtained by interchanging A and B. The ratio of the diagonal
and cross peak signal areas is independent of T1 and is a simple function of the exchange rate.

In the examples we have reported, the inverse of the vibrational line width has often been less
than 500 fs, so an exchange time of a few picoseconds had a minor effect of the line shapes
during the coherence and the detection periods. However, in the example of acetonitrile-
methanol (see below) the rate of hydrogen-bond exchange was sufficiently increased at
elevated temperatures:66 to average the two IR transitions in the linear IR and cause the 2D IR
transition shapes to be significantly altered. The kinetic factors are really evaluated numerically
for any number of components having arbitrary population dynamics at equilibrium.

The dephasing dynamics, including spectral diffusion, can be introduced in a straightforward
manner if the population kinetics is the same for all frequency groups associated with a
particular configuration, for in that case (suppressing the transition dipole and hence the
orientational dependence shown in eq 1.2) the v = 0 → v = 1 signals can be written in the form:

(1.10)

where the example is given for rephasing (upper sign) and nonrephasing (lower sign) v = 0 →
v = 1 pathways for molecules that have changed configuration during the population time T.
As in previous examples the other responses only differ from eq 1.10 in their signs, and the
choice of mean frequencies and their time evolution: they involve the overtones, combinations
and fundamentals with their dynamics. For example, the case A = B the diagonal peaks of the
regular 2D IR spectra of each species. The average in eq 1.10 is readily evaluated for Gaussian
distributions of frequency deviations to yield the result:

(1.11)

where:

(1.12)

and:

(1.13)

The time evolution of the 2D IR spectral shapes is determined by the vibrational frequency
time correlation functions in 1.11. For a classical oscillator all the Liouville paths125 contribute
to the spectrum as the Fourier transforms of terms of the type given in eq 1.11 where ω(A) and

Kim and Hochstrasser Page 13

J Phys Chem B. Author manuscript; available in PMC 2010 June 18.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



ω(B) are the time-dependent vibrational transition frequencies involved in the coherence and
detection periods and the prefactor contains the population relaxation factors for these
coherences. There have been many models proposed for the time correlations of these
frequencies and numerous numerical computations of this relaxation function. A common
assumption that achieves a simple model form for the phase accumulations assumes Gaussian
distributions. In that case the spectrum depends only on two-time correlation functions of the
frequencies which are often modeled by linear combinations of Kubo functions corresponding
to overdamped Brownian oscillators,125 sometimes combined with underdamped, oscillatory
terms. These modeling procedures are approximate, but they serve to define the experimental
signals in terms of parameters representative of the different time scales of the spectral
relaxation and the variances of the underlying inhomogeneous distributions. The most
quantitative approaches involve simulations of the full 2D IR signals based on molecular
dynamics including quantum effects when necessary7,8,160,173 to compute the accumulated
phases in responses exemplified by eq 1.11.

The eq 1.12 shows clearly that when A and B have completely uncorrelated distributions there
are no longer any line shape changes during the T interval so that the signal would have been
obtained directly from:

(1.14)

When the system is jumping back and forth between two states A and B, each delta pulse
excitation initiates coherence in either A or B. So the conventional spectral diffusion G factor
is involved only when the mean A-time (1/kAB) or the mean B-time (1/kBA) of the A/B
trajectory is long enough that uninterrupted phase accumulation occurs in a single mode. In
the foregoing summary the molecular rotation has been omitted. The overall rotation of the
components in equilibrium during the coherence and detection periods also influences the line
widths in 2D IR in a standard manner.132,174 During the population period the specific form
of the orientation factor for the various species in dynamic equilibrium depends on the kinetics
of the their interchange, the Liouville paths and the orientational tensor component, <ZZZZ>,
<XXZZ> or <ZXZX> that is chosen.132,174

In principle the 2D IR signals depend on the kinetics undergone by the different populations
storing the frequency information to be rephased. For example, the diagonal 2D IR
contributions result from probing the ground (v = 0) and excited state (v = 1) populations
through v = 0 → v = 1 transitions. However, the anharmonically shifted peak from the pathway
{(01)A|(11)A|(21)A} involves probing the v = 1 population through the v = 1 → v = 2 transition.
The kinetic observables associated with these pathways are sensitive to any differences that
may occur in the mechanisms of bleach recovery and excited-state population dynamics.72

3. APPLICATIONS OF 2D IR TO HYDROGEN-BOND EXCHANGE PROCESSES

The 2D IR has proved useful in detecting equilibrium kinetics in a variety of examples
mentioned earlier. In the following examples from this laboratory the examples of nitriles and
carbonyls exchanging with hydrogen bonding solvents are described. Then two examples of
discrete configurations of water interacting with peptides are discussed ending with a recent
example of the conformational dynamics of a small tryptophan dipeptide.

Nitrile vibrations

175 The vibrational spectra of nitriles have been used to probe local structures,176–180 electric
fields,181–184, and solvent dynamics.66,158,185 The localized –C ≡ N transitions are sufficiently
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sharp that small changes in frequency are readily quantified. Furthermore, nitriles can be
introduced into proteins182,183,186 and peptides178,179,187 where their transitions are well
removed from the peptide backbone infrared absorption. The physical origins of the nitrile
peak shifts and line shapes have been examined theoretically.188–190 For protein studies, the
ability to connect the spectral shapes and frequencies of vibrational probes to specific structural
and dynamical features remains an important challenge.

The 2D IR experiments158,175,185 have clarified the nitrile vibrational dynamics. In each case
the linear IR in methanol shows at least two transitions of the nitrile which are attributed to
distributions of frequencies, one being more significantly hydrogen-bonded than the others.
The nitrile solutes are approximated as forming two distributions of vibrational frequencies,
one where they are mainly free (F) and the other, at higher frequency, where they are mainly
hydrogen bonded (H) to methanol molecules. There is an equilibrium, H ⇄ F, between these
two types of nitriles, with equilibrium constant Keq = kFH/kHF.

Figure 7 illustrates the exchange results for acetonitrile in methanol and shows a typical kinetic
trace obtained by measuring the relative areas of the diagonal and cross peaks in the 2D IR
spectrum.158 The exchange rates depend slightly on temperature. The H ⇄ F equilibrium
constant yielded a ground state free-energy difference ΔG(0) = 700 J·mol−1 for acetonitrile and
exchange rate coefficients kHF = 0.086 ps−1 at −17°C and 0.12 ps−1 at 22°C suggesting a barrier
of 5 kJ·mol−1. These fast equilibrium kinetics are typical of those that can be measured by 2D
IR. In the case of CH3CN in methanol the exchanging frequency distributions were found to
be uncorrelated. The dephasing rates and the exchange rates in that example are of the same
order. Needless to say, the NMR transitions of two such exchanging states at equilibrium would
be completely averaged into one transition.

In recent work175 we have characterized the equilibrium hydrogen-bond dynamics for the
aromatic nitriles benzonitrile (BN) and cinnamonitrile (CIN) which are the building blocks of
the reverse transcriptase inhibitors whose 2D IR was recently reported185 and that will be
mentioned again later. The time constants of hydrogen-bond exchange, shown in Figure 8, for
these aromatic nitriles (2k̄ = 0.19 ps−1 and 0.22 ps−1 for BN and CIN, respectively) are faster
than for acetonitrile. The 2D IR spectra were simulated (Figure 8e and f) for CIN using a
frequency correlation function:

(1.15)

which includes a motionally narrowed contribution (γ), a fixed inhomogeneous part (σ) and
spectral diffusion expressed by two parameters Δ and τ for both F and H. The data were
consistent with the exchange destroying the frequency correlation as discussed above. The
parameters that give an adequate fit for the linear spectrum and reproduce the principal
experimental features of the 2D IR spectra are: γF = 0.18; γH = 0.19; σF =0.37; σH = 0.41; ΔF
= 0.14; ΔH = 0.35; (all in ps−1) and τF = 2.1; τH = 2.6; (in ps). The simulated spectra illustrate
clearly that the 2D IR is dominated by the effects of exchange which creates the asymmetric
shape due to the evolution of strong underlying cross peaks. It is also apparent from the
simulation that the transitions are undergoing spectral diffusion in addition to exchange. The
spectral diffusion causes the peaks to be significantly more rounded after a waiting time. The
spectral diffusion times τH and τF are conjectured to arise from field fluctuations at the CN of
CIN caused by varying configurations of H-bonds between methanol molecules that are not H
bonding to the solute. The general features are the same for benzonitrile are the same as those
found for CIN. The results for both BN and CIN suggest that the transition dipole is increased
upon formation of the hydrogen bond and that in both cases the F state is more stable than the
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H state. Similar results have also been seen for dipeptides whose phenylalanine is replaced by
p-cyanophenyl alanine.175

This information regarding the time scales of the picosecond equilibrium dynamics of the
nitriles with methanol is not available from linear spectroscopy. The 2D IR clearly exposes the
presence of picosecond equilibrium exchanges of dominantly two states. The evolution of the
cross peaks in 2D IR due to exchange is easily distinguishable from anharmonic coupling of
a single vibrator, which would give a cross peak even at T = 0, a well-known property of coupled
anharmonic oscillators.191 In the present examples there are no cross peaks formed at T = 0
except those attributable to the finite width of the excitation pulses, so anharmonic coupling
is not the explanation of the vibrational peaks in methanol.

The waiting-time dependence of 2D IR spectra readily distinguishes these additional bands
from Fermi resonances. When there is a pronounced Fermi resonance, the linear spectrum
displays two transitions but the 2D IR spectra of Fermi resonant pairs192 will display strong
cross peaks at T = 0. The cross peaks at T = 0 are very small for all of the aforementioned
nitriles in methanol. The additional structure in the nitrile stretching mode when the solvent is
methanol is not reproduced by the CN stretching mode in water suggesting that the vibrational
transitions of the various H-bonded structures of CN and liquid water are dynamically
averaged, meaning that for water structure exchange k̄ ≫ Δω ̄ in eq 1.5.

2D IR of a nonnucleoside inhibitor complexed with HIV-1 reverse transcriptase

185 The nitrile fundamental vibration has a transition dipole of ca. 0.1 D compared with ca.
0.50 D for the amide-I modes. Since the 2D IR responses vary as the dipole to the fourth power
the nitrile may give signals that are up to hundreds of time weaker than amide-I. This factor is
diminished somewhat by the narrower IR line width of nitrile compared with amide-I in some
environments. Nevertheless the excellent sensitivity of 2D IR makes it possible to observe
nitriles at few mM concentrations, suitable for studies of labeled peptides and proteins.185 As
examples we discuss the results for an enzyme inhibitor complex that incorporates the model
benzo- and cinnamo- nitriles whose 2D IR spectra are shown in Figure 8 to be undergoing
chemical exchange of hydrogen bonds.175 They are both molecular components of some HIV-1
reverse transcriptase (RT) inhibitors that have been discovered and structurally characterized
by Arnold and coworkers.193 The function of RT is to enable the conversion of a single-stranded
RNA into a double-stranded DNA in a step that is essential for viral replication. The
nonnucleoside inhibitors of HIV-1 RT (NNRTIs) bind in a hydrophobic pocket between two
β-sheets.194 It has been suggested that the binding of certain NNRTI inhibitors may be resistant
to mutation-induced changes in the protein sequence.195 Therefore, the 2D IR of the CN
vibrations responding to motions of the drug and the nearby residues has great biological
interest. The 2D IR echo method is expected to sense the fluctuating fields created by motions
proximate and distant protein atoms as well as protein associated water.

Although the cyanovinyl CN group stretching transition is at lower frequency and has a three
times higher integrated absorption cross-section than that of benzonitrile in most solvents, the
TMC278 inhibitor (see Figure 9) always exhibits a single IR absorption peak indicating that
the stretching mode of both nitriles peaks at the same frequency, However the 2D IR spectra
of the inhibitor complex indicate (see Figure 10) the presence of two transitions in the nitrile
stretch region, with the stronger one at lower frequency. These two bands have therefore been
attributed to the two arms of the drug. The 2D IR results reveal significant heterogeneity in the
nitrile frequencies which undergo fast spectral diffusion. The elongation of the 2D IR spectrum
along the diagonal evident from Figure 10 implies that there is a distribution of CN frequencies
corresponding to a distribution of polarities. The T dependence of the changes in the shape of
the spectrum reports on the relaxation of this distribution. At small T values, the shapes of the
2D IR v = 0 → 1 bands resemble ellipses elongated close to the diagonal line, but as T increases
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to 3 ps the peaks become more circular. The frequency correlations can be followed by a
quantitative analysis of these spectral shape changes from which it has been shown185 that the
correlation function decays on two time scales: a fast process of 130 fs that is not so well
determined and a slow one in the range of 7 ps (see Figure 10e). The simulation of the
vibrational mode dynamics in Figure 10e is based on a correlation function consisting of a pair
of Kubo functions with one of them in a motional narrowing limit, that is

(1.16)

The cyanovinyl arm of the drug occupies a hydrophobic tunnel formed by the side chains of
Tyr-181, Tyr-188, Phe-227, Leu-234, and Trp-229 as illustrated in Figure 9. The overall decay
of the correlation should require relaxation of this local environment of the CN groups.

The 2D IR proved to have excellent sensitivity in this example. Both CN groups were readily
distinguished in the spectra at protein concentrations around a few mM. Both transitions
exhibited a distribution of frequencies and had similar T1 relaxation times of ca. 3 ps. The two
arms of the drug are demonstrably in different protein environments and the cyanovinyl arm
relaxes its nitrile stretching frequency distribution (τc) on the tens-of-picosecond time scale,
thereby providing a means to visualize the structural fluctuations of the protein interior.

Water exchange with amide and carbonyl modes

The effects of chemical exchange have also been observed in the 2D IR spectral shapes for
aqueous amide-I or carbonyls having apparently single vibrational bands in FTIR. Their
population evolution exposes discrete distributions undergoing ps time scale exchange. The
FTIR spectra of Trpzip2 (Gly-7 13C=16O) shows a spectral separation between residue 7 and
the remaining peptide making it possible to probe the dynamics of the solvent directly in contact
with a particular residue (see Figure 11). Major structural alterations of this peptide are
expected to be much slower than a few picoseconds. The total shift of the carbonyl frequency
due to H-bonding is ca. 30–40 cm−1.160 The Gly-7 peaks bracket a range of 35 cm−1, which
is well within expectations for different H-bonded configurations ranging from those that are
on average free from H-bonding at the highest frequencies to those with on average three
optimally bonded water molecules at the lowest frequencies. The water hydrogen-bond
dynamics around the Gly-7 residue is manifested by the fast interchange between these
configurations.

The substates composing the Gly-7 residue amide-I′ band of Trpzip2 have peak frequencies of
1607, 1595, 1583, and 1572 cm−1. In all of the cases investigated a qualitative comparison of
the cross peak trace with the diagonal 2D IR spectra shows that the latter manifest undulations
in the regions of these same substates. The 2D IR spectra at large population time were
numerically fit to the components from the different substates seen in the trace and the cross
peaks that develop between them. Such fitting for Trpzip2 indicates that the fast dynamics
observed in the diagonal peak region of the Gly-7 amide-I′ mode at T =1 ps is caused by the
ca. 0.5 to 1.5 ps time scale interchange between the three substates with the highest peak
frequencies. The CO···H radial distributions obtained from MD simulations196 show a strong
residue dependence. The dependence of local water structure on peptide residue will be
discussed below with reference to the alanine dipeptide.

It has been mentioned that similar expressions as described above for exchange would be used
if there were energy transfer between two states of each molecule whether they derive from
Fermi resonances or they correspond to different fundamental modes. It is well known that in
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polypeptides there will be energy transfer between the spatially separated amide-I modes, if
there are fluctuations in their coupling.106,197,198 However, the 2D IR spectra differ in
important detail whether the cross peaks derive from exchange, energy transfer or Fermi
resonances.

An example that qualitatively illustrates a number of these features of the dynamics is the
diketone piperidone which displays mode-selective vibrational energy transfer from the ester
carbonyl to the cis-amide and also exchange dynamics on individual transitions.109 As the
population time increases from T =0 to T =2 ps the diagonal peaks of both carbonyl groups
change their shape from being diagonally elongated to a more square shape shown in Figure
12. The unusual square shape is attributed to the presence of cross peaks from exchange
between substates, or population distributions, having different diagonal frequencies, similar
to the cartoon of Figure 6 which is for two such states. The ester carbonyl group presents the
most varied example. The substates of the C=O stretch of the ester in water arise from two
sources, both of which have mechanisms to fluctuate the vibrational frequency: the single bond
rotamers separated by few kcal/mol barriers that permit ps exchanges; and various
configurations of water molecules which are H-bonded to the ester carbonyl group. Figure 12
shows the dependence of the 2D spectra of piperidone in D2O on the waiting time and tensor
components. The relative magnitudes of both types of cross peaks, one from energy transfer
appearing in the upper left and lower right of each 2D spectrum and the other from H-bond
exchange appearing in the diagonal peak region, increases as the waiting time increases. For
the cross peaks originating from energy transfer, the magnitude and sign show strong
dependence on polarizations. With <XXZZ> the cross peaks are most pronounced. In addition,
for the <ZXXZ> polarization, the signs of the cross peaks are inverted and much weaker than
in other conditions. The diagonal peak shape changes at later waiting times, however, are
independent of the tensor components. Therefore, the dependence of the 2D IR spectra on the
waiting time and tensor choice help confirm the origins of the cross peaks.

The tryptophan dipeptide

The tryptophan dipeptide (NATMA) in D2O shows two conformers having distinctive acetyl-
end amide-I′ transition frequencies.199 This spectral structure is more clearly resolved in 2D
IR than in FTIR. In two-dimensional echo spectroscopy cross peaks between these conformer
transitions show they are undergoing exchange on the 1.5 ps time scale. The molecular
dynamics simulations show that the dipeptide is undergoing angular motions around the Cα–
Cβ and the Cβ–Cγ single bonds that alter the proximity of the acetyl-end amide group and the
indole ring. Figure 13 shows the two extreme structures.199 The single-bond rotation around
Cα–Cβ makes the hydrophobic indole ring become more proximate to the carbonyl carbon of
the acetyl end in one of the conformational distributions centered at 4.0 Å. The water (D2O)
structure around the acetyl amide unit is then modified as compared with the other conformer.

The multiple transitions of the acetyl-end amide-I′ mode in the 2D IR spectra of tryptophan
dipeptide in D2O indicate the existence of two conformational distributions, each having a
spectrally distinct vibrational peak, one at 1630 cm−1 (A) and the other at 1643 cm−1 (B) that
undergo a 1.0 ps chemical exchange. A simplified kinetic model, consistent with a computation
of the IR spectrum and molecular dynamics simulations explains the results:

(1.17)

The diagonal 2D IR signal SAA for the state A at a given point in the two dimensional frequency

space has the content  where RAA(ωτ, ωt; T) is a 2D IR spectral
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shape factor arising from all the Liouville pathways200,201 contributing at that point and 
the equilibrium number density of A. The cross peak signal SAB in the same notation is

. The ratio of the diagonal and cross peak signal areas can be
approximated by a simple function of the exchange rate:

(1.18)

The cross peak centered at (ωτ =1630 cm−1, ωt =1643 cm−1; Keq =2 (295K)) and the diagonal
peak at 1630 cm−1. A detailed study of the waiting-time dependence and fitting based on the
assumption there is exchange between only two states having equal transition dipoles evidences
a value of 1/2k̄ of 1.5 ps.199

The sensitivity of the amide-I′ modes to hydrogen bonding is well known.202,203 The usual
qualitative picture of H-bonding of the amide group is that on average there are three water
molecules bound- one to the N-H and two to the C=O.204 The frequency distributions of the
amide-I modes of the alanine dipeptide, calculated from the MD trajectories using
SPECTRON,205 show a broad asymmetric distribution for the acetyl end and a narrower
symmetric distribution for the N-methylamino end. The proximity of the indole ring to the
acetyl-end C=O and N-H influences the hydrogen bonding of the water molecules. The
spectrum of the acetyl end with two or more hydrogen bonds (as defined by a simple
algorithm199) were significantly down shifted (−10 cm−1) from that with fewer than two
hydrogen bonds, showing that the calculated asymmetry is arising from a distribution of H-
bond structures. The ultrafast rotations around the single bonds cause alternating changes in
the solvent (H-bonding) environment of the acetyl-end amide group, giving rise to the two
frequency distributions in the 2D spectra.

The hydrogen-bond dynamics between the acetyl-end C=O and the surrounding water
molecules were also obtained from MD by computing 〈h(0)h(t)〉/〈h2〉,206,207 where h(t) =1 if
one particular water molecule within the first shell is hydrogen bonded and zero if it is not
(again using a simple distance and angle algorithm). The simulated correlation function, which
is the sum of the contributions from all the water molecules, has an ultrafast component that
decays in 100 fs., the time scale predicted208 for the librational motions. It also decays on a
timescale of 6.2 × 1011 s−1, which describes the structural relaxation of the hydrogen bonds of
the dipeptide. This rate is close to the measured exchange rate.

The results of this recent work have provided199 direct experimental evidence that the water
structure and its dynamics in the neighborhood of an exposed amide unit depends significantly
on the hydrophobic character of the nearby residue. It is likely that this factor will require to
be considered in descriptions of the dynamics of water near proteins, as already shown in some
simulations.209

MD simulations indicate that on the few-picosecond time scale there is significant back-and-
forth motion of the indole ring caused by axial rotations about the C-C single bonds. Simulated
structural features have bimodal distributions suggesting that there are two dominant peaks in
the equilibrium structure distribution consistent with the presence of at least two peaks in the
frequency distribution. The variations of the water structure around the carbonyl also track
these molecular motions suggesting that it is the changes in the H-bond configurations that
cause the vibrational frequency shifts. In one group of conformations the indole ring appears
to offer more hydrophobic protection of the acetyl-end carbonyl, which would result in the
blue shift of its vibrational frequency.
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4. THE VIBRATIONAL EXCITATIONS IN AMYLOID FIBRILS207

In the foregoing examples the ions, peptides or buried probes are undergoing relatively fast
dynamics. We now discuss the application of 2D IR to fibrils in which the amide units would
be thought to be relatively free from picosecond motions. However, it will be seen that they
are undergoing slow structural changes as well as fast spectral diffusion that is dependent on
which residue is examined. Amyloid fibrils accumulate as plaques in the brain tissue of persons
with Alzheimer’s disease. They are composed primarily of β-amyloid (Aβ) peptides that range
in length from 39 to 42 residues. Our 2D IR experiments concern the fibrils from the 40-residue
peptide Aβ40 for which structural models have been developed by Tycko and co-workers.
210,211 They feature parallel in-register β-sheets involving residues 9–24 and 30–40 and a loop
region usually involving 23–29. A monofilament is formed by folding of each peptide chain
and two such monofilaments comprise the fibril (Figure 14a). The ordered structure of these
fibrils extends to macroscopic length scales, so the vibrational states of the fibrils differ from
those of small molecules or globular proteins.

The vibrational excitations of an extended system as exhibited by these fibrils can be
significantly altered by isotope substitution of the repeat units. The isotope shift
between 12C=16O and 13C=18O carbonyl vibrational transitions is large compared with the
exciton interactions between them at van der Waals distances and longer. Thus, a two- or three-
dimensional vibrational exciton can be induced to form arrays having reduced dimensionality.
212 Therefore, experiments at various isotopic contents will expose the underlying properties
of the vibrational excitation topology of a macroscopic array. The amyloid fibril presents a
beautiful example of this phenomenon. A β-sheet structure forms two-dimensional excitons.
However, if one of the residues of each peptide chain has a single 13C=18O substitution, the
replaced groups will form a linear array along the fibril axis (Figure 15b). The vibrational
exciton topology for the isotope region is thereby reduced to a nearly one-dimensional chain.
The spectra of linear chains are quantum mechanically tractable and a quantitative analysis of
the spectra–structure relationships should be obtainable from them. When the natural
and 13C=18O substituted Aβ40 polypeptides are mixed in known proportions the spectra
become those of disordered linear chains. Our recent paper reported 2D IR spectra of a range
of such mixtures,213 which have confirmed that indeed nearly linear chains are formed.

Linear-chain vibrational excitations have predictable spectra

The spectra of perfect linear-chain vibrational excitons have qualitatively similar
characteristics for nearest neighbor coupling and longer range interactions, so they are
adequately illustrated for the former case where the frequencies are well known to be:

(1.19)

with K = πk/(N +1) and k = 1 to N for N interacting monomers having a coupling β (cm−1). The
transition dipole moment squared from the vibrational ground state to the Kth state of the perfect

lattice, , is dominated by the state with k = 1. When N ≫ 1 this domination amounts to >80%.
212,214,215 In that case the frequency-integrated absorption coefficient of the chain of N residues
is ca. 0.8N times that of a single amide unit. The photon echo signal varies as the fourth power
of the transition dipole moment,125 so its peak signal scales approximately as N2. The k =1
state is the lowest-energy state of the linear chain exciton when the nearest neighbor coupling
constant dominates and is negative when the dipoles are arranged approximately in a head-to-
tail manner. Therefore, the approximate linear chains created by isotope substitution at a strand
residue are each expected to exhibit an intense, vibrational transition in 2D IR that is shifted
to lower frequency by 2β from νo as illustrated in Figure 15.
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The transition corresponding to the frequency νo is present at infinite isotope dilution if the
spectrum consists of isolated 13C=18O molecules that do not resonantly couple to any
neighboring amide groups but are nevertheless shifted from the gas frequency by the
intermolecular potential including electrostatic interactions. The most dilute system we have
examined is 5% 13C=18O molecules in 12C=16O fibrils which consists of mainly of monomers
at approximately νm = νo − 2β2/|Δiso|, where Δiso (cm−1) is the isotope shift of 60 cm−1. The
situation is significantly altered when higher percentages of isotope substitution are used. The
relevant system then becomes a linear chain that is disordered by intermittent energy-
mismatched sites. The 2D IR spectra in the region of the v =1 transitions are estimated from
the same principles as just given for the linear IR spectra, by simulating rephasing diagrams
{(0K) (K′ K) (K′0)} and {(0K) (00) (K′0)} and their nonrephasing counterparts for all K with
inclusion of the local vibrational dephasing and population dynamics by using information
from smaller peptides. The main prediction of the effect of isotopic dilution of a linear-chain
exciton by 50% is a broadening and a shift to higher frequency caused by a disorder-induced
redistribution of the k = 1 amplitude and this is exactly what was depicted by the experiments.
213 The experimental shifts provided estimates of the interstack distances. Assuming the
exciton band is formed from a point dipole–dipole potential,4 the repeat separations between
the dipoles were found to be 0.51 ± 0.04 nm (Ala-21), 0.48 ± 0.04 nm (Gly-29), 0.49 ± 0.03
nm (Gly-33), and 0.53 ± 0.06 nm (Gly-38). These values compare remarkably well with NMR
measurements that indicated a 0.48 ± 0.05-nm repeat distance between the backbone carbonyl
carbons in the parallel in-register regions of the fibrils.216 In these examples the 2D IR is used
to measure frequencies with high sensitivity but it should be realized that these same
experiments are readily applicable to follow kinetics of the amyloid structures.

The improved sensitivity of 2D IR compared with linear IR is demonstrated in Figure 16 by
comparing spectra of G38* of a matured Aβ40 sample (note that the asterisk identifies the
residue that has 13C=18O substitution). The trace of the 2D IR spectrum along a line close to
the diagonal shows separated peaks that are unresolved in the linear IR spectrum. The spectral
resolution of 2D IR improves at finite waiting times because the contribution of inhomogeneous
broadening to the line width decreases as shown in one of the examples given below.

2D IR exposes a residue-dependent heterogeneity of the fibrils

The 2D IR signals expose novel properties the fibrils. The 2D IR spectra of G38*, G33*, G29*,
A21*, as reported earlier213 and also V39*, G37*, L34*, I32*, I31*, V24*, F20*, F19*, L17*,
V18*, and V12* from more recent work217 are all similar but have interesting differences. For
example, G29* displays two sharp bands separated by 12 cm−1 in the isotope region as shown
in Figure 17. There is a cross peak between these two bands in the 2D IR evidenced by the
nearly vertical appearance of the v =1 →v =2 transition region (Figure 17b). This result strongly
suggests that the two peaks represent vibrational transitions in a single fibril. The large
variations in spectral shifts of the amide-I′ modes for different residues clearly reveals
microscopic heterogeneity of the couplings responsible for the exciton bands. The analysis by
isotope-dilution methods has shown that the vibrational excitation exchange couplings and
dimensionality of the exciton bands are similar at each of the sites that were examined.213

However, large frequency shifts of the exciton transitions of as much as 18 cm−1 occur. These
appear to be residue-dependent changes in νo (defined in Figure 15). A possible reason for
these shifts is the heterogeneous character of the electric field along the chain carbonyl groups.
In a related example, the frequencies of isotopically substituted transitions in a β-hairpin were
shown to be very sensitive to the electric field at the particular amide group196 arising from
other residues of the backbone and from the surrounding water molecules. The experimental
shifts for A21*, G29*, G33*, and G38* were qualitatively consistent with estimates of the
electric field along the carbonyl group calculated from a continuum model for the electrostatic
interactions.218 The partial charges on the residues neighboring the linear chains, for example,
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the charged lysine neighboring Gly-29, make important contributions to this field which varies
by as much as 24 MV/cm at different residues.

In recent work we have investigated the shifts of the lowest-energy-allowed exciton transitions
for a much wider range of 13C=18O substituted fibrils.217 The results are summarized in Figure
18. Each isotopomer shows a main transition with weaker side bands. As before, transitions
are significantly more distinctive in 2D IR than in FTIR. The variation of vibrational frequency
with residue is not obviously correlated with residue location. Since it is very likely that these
shifts represent variations in νo it will be most interesting to have a full theoretical analysis of
the vibrational spectra of fibrils that incorporates the actual local structure, the variations in
the electrostatic field and the field gradients at each of the 13C=18O coupled amide-I modes.

Fast dynamics in fibrils

Much of the foregoing discussion assumes the fibril structure is rigid but the electric field at
the amide units is not expected to be static. For some residues there is a significant time
dependence of the vibrational frequency. One such example is Leucine17* shown in Figure
19. At T = 2 ps the spectral diffusion has removed some inhomogeneous broadening to reveal
clearly that there are underlying peaks in the distribution. This fast spectral diffusion could be
from restricted motions of charged side chains or possibly from motions of water molecules
that have been incorporated during the fibrillization process.213

The maturation of fibrils can be tracked by 2D IR

Besides the ultrafast spectral diffusion processes discussed above there are also slower kinetics
being undergone by these fibrils that can be seen by 2D IR. The kinetics and mechanism of the
aggregation process of Aβ proteins to prefibrillar structures is a very important issue for the
study of Alzheimer’s disease. The 2D IR method is proving to be a useful tool to investigate
such folding processes.219

In addition to the variations of the transition frequency residue by residue that are summarized
in Figure 18, there are interesting changes seen at different maturation times in our spectra
(Figure 20). The signals are sensitive to the presence of intermediate structures involved in
fibrillization. The slow time evolution of well-aligned linear chains along the fibril axis of
Aβ40 varies residue by residue. Based on results from Aβ40 fibrils, it is conjectured that Gly-38
residues tend to form linear-chain exciton transitions earlier than do the Gly-33 or Gly-29
residues. During the aggregation process the evolution of the β-sheet structure is readily
exemplified from the 2D IR spectra of L34* in Figure 20.217 The random coil and β-sheet
structures are the peaks in the range of 1640 to1650 cm−1 and 1620 to 1630 cm−1, respectively.
The <XXZZ> tensor spectra in Figure 20c shows the well-developed β-sheet structures most
clearly from the cross peaks highlighted by solid squares. In the early stages of the aggregation
the 2D IR signal magnitude of Leu-34 increases by a factor of 3 indicating a sudden structural
change in the vicinity this residue. These features217 again dramatize the sensitivity of 2D IR
to the structural evolution of such aggregates.

5. CONCLUSIONS AND PROSPECTS

A few recent examples from this laboratory of two-dimensional infrared echo spectroscopy
accompanied by a brief survey of by now well-known principles of nonlinear spectroscopy
have been presented in this Feature Article. In the few years since the first 2D IR pump/probe
and 2D IR echo spectroscopic experiments,5,18 there have been an amazing variety of highly
significant, previously unforeseen advances and applications based on these principles. Other
methods of 2D IR are also proving to have wide application, such as the quasi steady-state
approaches of Wright and coworkers220 that are now being applied in proteomics.221 While
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infrared spectroscopy has long been understood by experts to manifest the signatures of
complex molecular structures, too much of the essential information is hidden in conventional
spectra. The multi-dimensional spectroscopic results are exposing hitherto unseen features and
will lead us to new levels of quantitative analysis of vibrational spectra and its relation to
structural dynamics in condensed phases. The combination of structure and fast dynamics
exposed by these methods is enabling major advances in the visualization of the behavior of
complex systems.
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Figure 1.

Typical pulse sequence used in 2D experiments with time interval τ between pulses 1 and 2
(phase controlled), and T between pulses 2 and 3.222

Kim and Hochstrasser Page 29

J Phys Chem B. Author manuscript; available in PMC 2010 June 18.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 2.

Global features of 2D IR spectra having diagonal and off-diagonal peaks. The red and blue
regions represent contributions from Liouville paths having opposite signs. Their shapes are
determined by the frequency distributions and the vibrational dynamics and are not known a
priori.222

Kim and Hochstrasser Page 30

J Phys Chem B. Author manuscript; available in PMC 2010 June 18.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 3.

Relationships among various nonlinear experiments and 2D interferograms. FT, Fourier
transform; Abs, absolute value; I(ω), integrate over all ω; Re, take real part.222
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Figure 4.

Linear and 2D IR spectra of acetonitrile in methanol.158 (a) Linear FTIR spectra of CH3CN in
MeOH at −17°C.158 (b) The real part of the absorptive 2D IR spectrum of CH3CN in MeOH
at T =0. The band at 2297 cm−1 is a combination band of the CH bend and CC stretch of
acetonitrile. The two black dotted lines connect the two transitions in linear to the v =0 →v =1
transitions in the 2D IR. The cross peaks involving hidden transitions are highlighted by the
black ellipse. (c) A three-dimensional view of the 2D spectrum shown in (b).
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Figure 5.

Dual-frequency 2D IR of aqueous azide. (a) and (b) Absolute magnitude of the rephasing 2D
IR spectra in the cross peak region for N3

− in H2O at T =120 fs (a) and T =1 ps (b).52 (c)
Variation of the tilt angle on waiting time T. An exponential decay with time constant 137 fs
is drawn through the data.52 (d) A schematic diagram of the effect of correlation of the ion
stretch and the O-H stretch on cross-peak shape.
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Figure 6.

Schematic representation of 2D IR spectra of an overlapping pair of states in the presence of
exchange.
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Figure 7.

The real part of the absorptive 2D IR spectra of CH3CN in MeOH and time evolution of the
cross peaks in 2D IR. (a) 2D IR spectra with waiting times of T =0 and T =15 ps at −17°C.
158 (b) Three-dimensional views of v =0 →v =1 region of 2D IR spectra of CH3CN in MeOH
with waiting times of T = 0, T = 2ps, T = 6 ps, and T = 15 ps at −17 °C (middle) and pictorial
representations of ongoing hydrogen-bond exchange during waiting time (left and right). (c)
Relative magnitudes at 22°C (*) and −17°C (+) of the cross-to-diagonal peak ratio versus T in
the v =0 →v =1 region.158
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Figure 8.

Benzonitrile and cinnamonitrile 2D IR spectra at T =0 and T =6 ps in MeOH. 2D IR spectra
of benzonitrile at (a) T =0 and (b) and T =6 ps. 2D IR spectra of cinnamonitrile at (c) T =0 and
(d) T =6 ps. Simulated 2D IR spectra of cinnamonitrile at (e) T =0 and (f) T =6 ps.175
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Figure 9.

Structure at 1.8-Å resolution of the HIV-1 reverse transcriptase enzyme RT52A complexed
with the NNRTI drug TMC278 (19). (Left) The inhibitor. (Right) A simplified view of
TMC278 in the binding pocket. The dashed line connects the cyanovinyl and benzonitrile CN
groups. The cyanovinyl arm extends into a hydrophobic tunnel formed by the side chains of
Tyr-181, Tyr-188, Phe-227, Leu-234, and Trp-229.185
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Figure 10.

(a)–(d): 2D correlation spectra of the HIV-1 RT/TMC278 complex in aqueous buffer solution
with the following waiting times: T =200 fs (a), T =500 fs (b), T =1 ps (c), and T =3 ps (d). The
nitrile stretching modes of the two drug wings are indicated by dashed lines at ωτ = 2214.5
cm−1 and 2227.2 cm−1, respectively. (e) The ultrafast dynamics of the v =0 →1 transition of
the cyanovinyl nitrile stretching mode of the HIV-1 RT/TMC278 complex. An elliptical
parameter describing the 2D IR shape M(T) vs. T plot (circles) is least-squares fitted by a
biexponential with time constants 130 fs and 7ps.185
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Figure 11.

Linear and 2D IR spectra of tryptophan zipper-2 β-hairpin (Trpzip2, Ser1-Trp2-Thr3-Trp4-
Glu5-Asn6-Gly7-Lys8-Trp9-Thr10-Trp11-Lys12) isotopically labeled with 13C=16O at Gly7
in D2O and its molecular structure. (Left) The linear IR spectrum and the 2D IR spectra at T
=0 and T =1ps are shown from the top. (Right) Molecular structure of Trpzip2, the linear IR
spectrum, and 2D IR spectra at T =0, T =500 fs, and T =1 ps in the isotope region are shown
from the top. The 2D IR spectra at T =0 and T =1 ps on the right side are enlarged views of the
region enclosed by dotted squares in their corresponding 2D IR spectra on the left side. All the
2D IR spectra represent real absorptive spectra and were collected at room temperature with
<ZZZZ> tensor components.109
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Figure 12.

2D IR spectra of piperidone (see inset in (a)) in D2O at different waiting times and polarizations.
Real part of the 2D absorptive spectra with <ZZZZ> polarization, at (a) T =0, (b) T =1 ps, (c)
T =2 ps, and (d) T =4 ps. (e) <XXZZ> polarization at T =0 and (f) <XXZZ> with T =2 ps. (g)
<ZXXZ> polarization at T =0 and (h) T =2 ps. In each spectrum the white area corresponds to
a flat top off-scale signal. In all the spectra the contours begin at 60% of the peak signals. The
areas highlighted by a small square in (h) are 10-times intensified.147
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Figure 13.

Structures and 2D IR spectra of tryptophan dipeptide in D2O. (a) Newman projection of two
extremes of the Cα–Cβ single bond rotation obtained from MD simulations. (b) 2D IR spectra
of acetyl (Cac) amide-I mode at T = 0. (c) 2D IR at T =1ps.199
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Figure 14.

Diagrams of Aβ40 fibrils. (a) A cross section of two laterally displaced molecular layers of the
Aβ40 fibril according to Petkova et al.210 Residues 9–40 are shown. (b) Idealized structure of
a portion of the parallel β-sheet. The strands are indicated by s, and the residue number in a
given strand is indicated by n. The 13C=18O-labeled carbonyl groups are shown in red.213
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Figure 15.

Schematic representation of the energy levels for isotopically dilute linear excitons.
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Figure 16.

Linear and 2D IR spectra of fibrils of Aβ40 labeled with 13C=18O at Gly-38 after 19 days of
maturation. (a) Linear IR spectrum (blue) and a trace along the dotted line ωt= ωτ +2 cm−1 of
the 2D IR spectrum shown in (b) (red). The dotted circle in (a) highlights the isotope-labeled
amide-I transition region. (b) An absorptive 2D IR spectrum at T =200 fs.
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Figure 17.

2D IR spectra of fibrils of 13C=18O-labeled Gly-25 (G25*) (a) and 13C=18O-labeled Gly-29
(G29*) (b) at T =0 after 70 days of maturation. In each spectrum the white area corresponds
to a flat top off-scale signal. The contours begin at 25% of the peak signals. The Insets are
enlarged and 10-times-intensified in (a) and two-times-intensified in (b) views of the marked
areas.213
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Figure 18.

Variation in the peak frequency of 13C=18O-labeled residues of Aβ40 fibrils.
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Figure 19.

Spectral diffusion of vibrational spectra of mature fibrils of Aβ40: 2D IR spectra of
the 13C=18O-labeled Leu-17 (L17*) amide-I mode at (a) T =0 and (b) T =2 ps.
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Figure 20.

2D IR spectra of L34* in solution during aggregation and matured fibrils in solid fibrils. (a–
c) The 2D IR spectra of L34* with the aggregation tome of 0 hour (before the aggregation) (a),
1 hour (b), and 30 hours (c). All the 2D IR data were obtained with the sample temperature at
22°C except the 0 hour data which was collected with the sample temperature of 4°C and in
all the spectra the contours begin at 80% of the peak signals.217
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