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1. Introduction 

The theory of almost periodic functions on groups can be completely reduced to 

the s tudy of continuous functions on compact topological groups by  the introduction 

of the almost periodic compactification (see [1] or [14]). There are many  possible 

constructions of the compactification; one of these is the following. I f  A is the space 

of almost periodic functions on a group G, and B (A) is the space of bounded linear 

operators on A, the compactification c a n  be taken to be the closure in B (A), in the 

strong operator topology, of the group of right translates of A by  elements of G. 

This type of construction is of a very general nature and is peculiar neither to 

the strong operator topology nor to groups of operators. The purpose of this paper 

is to exhibit some extensions of this construction and applications of the resulting 

compactifications. 

For example, in the above construction, if A is taken to be the space of weakly 

almost periodic functions (in the sense of [7]) on G, the closure in the weak operator 

topology of the right translates of G on A yields a compactification tha t  is in general 

no longer a group but  is a compact semigroup in which multiplication is separately 

continuous. This allows us to reduce, in a manner completely analogous to the almost 

periodic case, the theory of weakly almost periodic functions on groups to the s tudy 

of continuous functions on such compact semigroups. As a consequence of the ideal 

structure for these semigroups (cf. Section 2), we indicate in Section 5 how the Eberlein 

theory of weakly almost periodic functions on locally compact abelian groups can be 

extended to a large class of groups and semigroups. In  particular we show when and 

how a mean, and thus the possibility of Fourier analysis, arises for weakly almost 

periodic functions. 

(1) Work supported in part by the United States Air Force Office of Scientific Research. 
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The first compactification that we study occurs in a more general situation. If  

S is a semigroup of operators on a Banach space B, and each element of B has 

weakly conditionally compact (1) orbit, the closure ~q of S in the weak operator topo- 

logy will be a compact semigroup with separately continuous multiplication. Know- 

ledge of the ideal structure of such semigroups allows us in Section 4 to extend the 

results of Jacobs in [12] and [13]; the simplest of these results is the following. If  S 

is (T n :n = 0, 1 . . . .  } then B is the direct sum of the closed linear subspaee spanned 

by eigenvectors of T having eigenvalues of modUlus 1 and a closed invariant linear 

subspace formed by all elements having 0 in the weak closure of their orbit. 

In Section 6 the analogues of the results of Section 5 for almost periodic func- 

tions are indicated. Section 7 is concerned with applications to ergodic theory and 

Section 8 with other applications. 

The results in this paper were announced in part in [6]. 

2. Structure of Compact Semigroups 

This section is devoted to establishing the basic facts concerning topological semi- 

groups that will be applied in what follows. 

A semigroup is a set supplied with an associative binary composition that  wfl[ 

be referred to as multiplication. If  S is a semigroup that  is at the same time a 

topological space, multiplication in S is said to be separately continuous, if for each 

in S the maps T--> a T and T--> T a of S into itself are continuous. The multiplica- 

tion in S is said to be jointly continuous if the map (a, T)--> a ~ of S xS  into S is 

continuous. 

An identity element of a semigroup S is an element e that  satisfies (~ e = e q = a 

for all a in S. A topological 8emigroup is a semigroup with identity which is a 

Hausdorff topological space in which the multiplication is separately continuous. There 

is considerable literature on topological semigroups in which the multiplication is as- 

sumed to be jointly continuous; see in particular [18]. I t  is necessary for us to con. 

sider semigroups satisfying the weaker hypothesis of separate continuity, since multi. 

plication of operators on a Banach space is only separately continuous in the weak 

operator topology. 

A topological group is a group supplied with a Hausdorff topology in which mul- 

tiplication is jointly continuous and furthermore inversion is continuous, i.e., the map 

a--> a -1 is continuous. A topological semigroup that  is also a group need not be a 

(1) We shall call a set conditionally compact if it has compact closure. 
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topological group since the multiplication may fail t o  be jointly continuous. N e -  

vertheless we have the following theorem of Ellis (it is a special case of the main 

result of [9]) which is basic to our work in this paper. (We present a quite different 

proof of this theorem in the appendix based on a criterion for weak compactness in 

C (X) due to Grothendieek.) 

THeOrEM 2.1. A compact topological semigroup that is a group must be a topolo- 

gical group. 

If  S is a semigroup with subsets D and E, we shall use the standard notation 

D E =  {a r: ae  D, "~eE} 

a E = { a v : z e E }  

D-c={av:  aeD} .  

A non-empty subset D of S is called a subsemigroup of S if D D c  D; D is called 

a le/t ideal if S D c D, a right ideal if D S c D, and a two-sided ideal if it is both. 

A minimal le/t ideal of S is a left ideal of S containing no other left ideal of S. 

Minimal right is defined similarly. We shall denote by 1~ (S) and R (S) respectively 

the collections of all minimal left and all minimal right ideals of S. In  general these 

may be empty collections, but if S is a compact topological semigroup minimal left 

and minimal right ideals exist. 

LEMMA 2.2. Let S be a compact topological semigroup. Then each le/t ideal o/ S 

contains at least one minimal left ideal o/ S and each minimal le]t ideal is closed. The 

same holds ]or right ideals. 

Proo/. We shall prove only the assertion concerning left ideals. Let I be any 

left ideal of S and let Q be the collection of all closed left ideals of S contained 

in the given left ideal I .  Q is a partially ordered set under the ordering of inclusion 

and is non-void since if a E I ,  S a is a closed left ideal contained in I .  Let Q' be 

a subcollection of Q that  is linearly ordered. Then ['1 J is non-empty by the 
JEQ" 

compactness of S and so is an ideal in Q that  is contained in each J in Q'. Thus 

each linearly ordered subset of Q has a lower bound, and Zorn's lemma assures the 

existence of a minimal J0 in Q. We shall show that J0 is actually a minimal left 

ideal. Let Jx be a left ideal contained in J0 and let a be an element in Jx. Then 

S a is a closed left ideal of S. Furthermore, S a ~ J1 ~ Jo and since Jo was minimal 

in Q, S a = Jo so J1 must be J0- Thus J0 is a minimal left deal. I t  remains to show 

that  any minimal left ideal J of S is closed. If  a is in J ,  then S a is a closed left 

5 - -  60173047.  Acta  mathematica 105. I m p r i m 6  le 13 m a r s  1961 
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ideal contained in J ,  which by the minimality of J must  equal J .  This completes 

the proof of Lemma 2.2. 

If  S is a semigroup, the intersection of all the two-sided ideals of S is called 

the kernel of S and denoted by  _K (S). If  K (S) is non-empty,  it is clearly the smallest 

two-sided ideal of S. The algebraic structure of K (S) is known (see [3]) in the case 

that  S has minimal right and minimal left ideals, and thus by Lemma 2.2 if S is a 

compact topological semigroup. Structure Theorem 2.3 and its corollaries which are 

estabhshed below are the basic results on topological semigroups for the applications 

made in the following sections. Almost all of Theorem 2.3 is contained in [3]; we 

include a proof for the sake of completeness. 

An element e of a semigroup is called an idempotent if e e = e. If  D is a subset 

of a scmigroup, we shall denote by  E (D) the set of idempotents in D. 

T~Eol~v,~ 2.3 (Structure theorem for the kernel.) Let S be a compact topological 

semigroup. Then K (S) is non-empty and 

(i) s (S) = {S e :e e ~ ( g  (S))} and ~ (S) = {e S : e e ~ ( g  (S))}. 

(ii) I /  Jx and J2 are both in 12 (S) or both in ~ (S), and J l  n J2 is non-empty 

then J1 = J2. 

(iii) I] J is in 12(S), then J a = J  ]or all a in J. I] J is in ~ ( S ) , t h e n ~ r J = J  

]or all ~ in J. 

(iv) K (S)= U I =  U I. 
I~C(S) IeR(S) 

(v) I] Jx is in 12(S) and J2 is in ~ (S), then J1N J~ contains a unique idem. 

potent. I f  that idempotent i8 e, J1 [~ J2 =cSe ,  and with e as identity J1 f~ J2 is a com. 

pact topological group. 

Proo]. (ii) and (iii). If  J1 and J2 are in 12(S), J1NJ2 is a left ideal, so 

J I = J 1 N J ~ = J 2 .  If  a is in J1, J l a  is a left ideal contained in J1, s o J l a = J 1 .  The 

same argument works for right ideals 

(iv) I f  I is in 12(S) and T is in S, then I T  is also in 12(S). For if J were a 

left ideal properly contained in IT ,  I N {a : aT  E J} would be a left ideal properly 

contained in I .  Thus U I T is a union of ideals in 12 (S) and is a two-sided ideal. 
VfiS 

I f  11 is any two-sided ideal of S, and I is in 12 (S), then I = I  1 I c I1, so I 1 contains 

U I T  which must  by definition be the kernel K (S). Also any 12 in 12 (S) must  be 
~ES 

contained in K (S), since K (S) is a two-sided ideal, so by  (ii), 12 must  be one of 

the IT .  Thus K (S)= IJ I .  The same argument applies to right ideals. 
Ses 
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(i) and (v). By  (ii) and (iv), we have the disjoint union 

Ifi(S)-= U I N J .  
IEE(S) 
J ~ R ( S )  

Choose I EC(S) ,  J EH(S).  Then I A J  contains J I so is non-empty,  and if a E I ,  

T E J ,  then 

( 1 N J ) ( ~ = I  NJ,  ~ ( 1 N J ) = I  NJ.  (2.1) 

For  it is Clear t ha t  

J E ~ (S), then 

(I A J ) a c I  N J, and if the inclusion were proper for some 

1(~= U ( INJ)(~  C U ( 1 N J ) = I = I ( ~  
J e ~ ( s )  =~= ] e ~ ( s )  

is a contradiction. The second equali ty in (2.1) follows similarly. ~Ve shall now use 

(2.1) to  show tha t  I ( ] J  is a group. I t  is clearly a subsemigroup so it suffices to 

show tha t  it has a left ident i ty  and left inverses. If  a E I  N J ,  by  (2.1) there i s  an 

element e in I A J with e (~=a ,  and also by  (2.1), (~(I A J ) = I  N J, so e is a left 

identi ty.  Since ( I  N J)  a = I  N J for each a in I N J by (2.1), left inverses exist. Thus 

l n J  is a group ~dth e as ident i ty  element. Clearly I = S e  and J = e S  so (i) holds. 

Also 

I N J = S e  N e S ~ e S e = e I ~ e ( I  N J ) = I  NJ  

so I A J = e Se. That  I N J is a compact  topological group now follows from L e m m a  

2.2 and Theorem 2.1. 

More detailed information concerning the s tructure of K ( S ) c a n  be found in [19]. 

COROLLARY 2.4. Let S be a compact topological semigroup. Then the ]ollowing 

are equivalent: 

(i) S has a unique minimal left (resp. right) ideal J.  

(ii) e 1 e 2 = el, (resp. e 1 e~ = e2) /or all e 1 and e 2 in E (K (S)). 

I / ( i )  and (ii) hold, then 

J = K ( S ) =  U e S  ( o r =  U Se),  
e e ~ (K(S) )  e E ~ (K(S) )  

where the e S (resp. S e) are disjoint minimal right (resp. left) ideals o/ S that are corn- 

pact topological groups. 

Proof. (i) implies (ii). 

where each e S has the properties claimed. 

I f  S has a unique minimal left ideal J ,  b y  Theorem 2.3, 

J =  K (S) = U e S, 
e e ~ (K(S ) )  

If  e 1 and e 2 are in E (K(S)) ,  el e ~ Ee 1S. 
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e 1 is the identi ty of the group el S and thus commutes with e1% so (e1%)(e1% ) 

= e I (e 1%)%=e1%, which must  be e I since a group contains a unique idempotent.  

(ii) implies (i). By Theorem 2.3 each minimal left ideal of S contains some e in 

(K (S)), and the minimal left ideals are disjoint. But  if (ii) holds a left ideal con- 

taining one element of E (K (S)) contains all of E (K (S)). The proofs of the paren- 

thetical insertions are completely analogous. 

COROLLARY 2.5. Let S be a compact topological semigroup that has a unique 

minimal le/t ideal J1, and a unique minimal right ideal J2 (i/ S is a commutative, this 

must always be the case). Then J1 =J2 = K (S) which is a compact topological group. 

Proo/. The only point needing proof is the parenthetical insertion. I f  S is com- 

mutative,  and gl and J~ are minimal ideals, J1 ~ J2 is non-empty since it contains 

J1J2. Thus by  (ii) of Theorem 2.3, J1 =J2 ,  so S has a unique minimal ideal. 

COrOLLArY 2.6. Let S be a topological semigroup, S' a subsemigroup that is 

compact. Then S' contains at least one idempotent. I t  S is a group S'  is a subgroup. 

Proo/. Let  S "  = S ' U  (e}, where e is the identi ty element of S. S "  is a compact 

topological semigroup. S'  is a left ideal o f  S",  which by  Lemma 2.2 contains a 

minimal left ideal, which by  Theorem 2.3 contains an idempotent.  Suppose now tha t  

S is a group with identi ty e. By  the first par t  of the corollary S' contains an 

idempotent which must  be e. To show tha t  S '  is a group it suffices to show tha t  

x S ' =  S' for all x in S'.  By the first par t  of the corollary applied to x S',  there is 

an idempotent in x S ' .  Thus e is in x S '  and S ' = e S ' c x S ' .  Since x E S ' ,  x S ' c S '  

and x S' = S' follows. 

If  S is a topological semigroup, we shall denote by  C (S) the Banach space of 

all complex valued bounded continuous functions on S, supplied the norm defined by  

I l f l l  = supl/( )l 

For each a in S the translation maps R,  and La of C (S) into itself are defined by  

Ro f ('c) = / (v a), L,, [ (~) = [ (a "~), all T in S. 

Our next  result will be of fundamental  importance in the following sections. In  

par t  i t  is a consequence of the result of Grothendieck [10] tha t  weak compactness 

and compactness in the topology of pointwise convergence agree on bounded subsets 

of a C(X) for X compact. 
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THwO~E~ 2.7. Let S be a topological semigroup, / a /unction in C(S), and 

0 (/) = (R.  / : a E S}. Then 

(i) I /  S is compact, 0 (/) is weakly compact in C (S). 

(ii) I /  S is compact and its multiplication is jointly continuous, 0 (/) is strongly 

compact in C (S). 

(iii) I /  0 (/) is strongly (resp. weakly) conditionally compact then a --> R ,  / is strongly 

(resp. weakly) continuous. 

Proof. (i) Separate continuity of multiplication insures the continuity of a - + R , f  

when C (S) is taken in the topology of pointwise convergence. Thus 0 (/) is compact 

in this topology as the continuous image of our compact S, and by  the result of 

Grothendieek mentioned above, 0 (/) is weakly compact. 

(ii) We shall show first that  a - + R , f  is strongly continuous. The function F 

defined by ~ ( ~ , a ) = / ( ~ a )  is continuous so that,  for a fixed a c E S ,  for each ~ E S  

there is a neighborhood V~• W~ of (~, ao) in S •  on which F varies by less than s. 

Covering S by  finitely many  V~, say V . . . . . . .  l~,,, we see tha t  if a is in W = fl  W~, then 
i = l  

all  ~ in  S .  

This is precisely the continuity desired at  ao. Thus 0 (/) is strongly compact as the 

strongly continuous image of S. 

(iii) (strong case). Let  (at} be a net in S converging to a. Then Ro e / - + R ~ /  

pointwise, so the net {R,e/} has at  most  the one strongly adherent point Ra/. By 

the compactness of the closure of 0 (/) this net must converge to /~a / ,  and continuity 

follows. The same proof applies to the weak case. 

Let  D be a linear subspace of C(S). Then a mean on D is an element m in 

the adjoint D* of D which satisfies 

(1 ,  m ) = l ,  ( / , m ) ~ > 0  for /~>0. 

If  D is invariant  under right translation, a mean m on D is said to be right in- 

variant if 
( R ~ / , m ~ = ( / , m ~ ,  al ! / in D, a in S. 

Similarly one defines a left invariant mean via the La; m is invariant if it (and D) 

are both right and left invariant. 

If  S is commutat ive or is a solvable group, C (S) has an invariant  mean (see [5] 

for this and further sufficient conditions). 
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For compact topological semigroups with jointly continuous multiplication the 

following result is in [17]. 

LEMMA 2.8. Let S be a compact topological semigroup. Then the following are 

equivalent : 

(i) S has a unique minimal  left ideal. 

(ii) C (S) has a right invariant mean. 

The corresponding result holds for right ideals and left invariant means. 

Proof. Assume tha t  (i) is false. Let  J1 and J2 be two distinct minimal left ideals 

of S. They are closed by Lemma 2.2 and disjoint by  (ii) of Theorem 2.3. Let  f in 

C (S) satisfy 

= ~ 0,  a E J1 
f ( 1, ~ EJ~.  

Then for T1 in J1 and ~ in J , ,  R,,]----O and R~, / - -1 ,  so a right invariant mean on 

C (S) cannot exist. For the converse, assume that  (i) is true. Then by  Corollary 2.4, 

K (S) is a union of compact topological groups tha t  are right ideals. Normalized 

Haar  measure on any  one of these will be a right invariant  mean for C (S). This 

establishes the equivalence of (i) and (ii). The proof of the last assertion is com- 

pletely analogous. 

COROLLARY 2.9. Let S be a compact topological semigroup. Then the following 

are equivalent: 

(i) K (S) is a compact topological group. 

(ii) C (S) has an invariant mean. 

(iii) C (S) has a right invariant mean and a le/t invariant mean. 

When these conditions hold, the invariant mean is unique and can be identi/ied as the 

Haar integral over K (S). 

Proo]. I f  K (S) is a compact group, its normalized Haar  measure provides an 

invariant  mean since K ( S )  is a two-sided ideal. Thus (i) implies (ii). Clearly (ii) 

implies (iii). I f  (iii) holds, by  Lemma 2.8 S has a unique minimal left ideal and a 

unique minimal right ideal. Consequently K (S) is a compact topological group by 

Corollary 2.5. Finally suppose m is an invariant  mean. Then ( ] ,  m} = S / d # ,  where 

# is a regular Borel measure on S. I f  # is not supported by the group K ( S ) ,  there 

is a compact set E c S disjoint from K (S) with # (E) > 0, and # (K (S)) < 1. Thus if 

the real valued function ] in C(S) has the constant value 1 on K ( S )  and 0 on E, 
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while /~<1 elsewhere, we have < / , m > = f / d / ~ < l .  But  for a in K(S) ,  R , / = I  and 

thus 1 = < 1, m)  = < Ro f, m )  = </, m ) < 1, contradicting our assumption tha t  # is not 

supported by  K (S). Thus # is supported by  the group K (S); trivially it is an in- 

variant  measure, and thus coincides with Haar  measure. 

L•MMA 2.10. Let S and S' be topological semigroups with S' compact, and q~ :S--->S' 

be a continuous homomorphism, with ~v (S) dense in S'. :Let 9 : C (S')-->C (S) be the dual 

map taking / into /aq). Then C(S') has a right (resp. le/t, two-sided) invariant mean i/ 

and only i/ 9 (C (S')) has a right (resp. left, two-sided) invariant mean. 

Proo/. Since q~ (S) is dense, 9 is an isometry and 9 (C (S')) is a closed subspace 

of C (S). Moreover, it is trivial that  for / in C (S'), 

Ra (9 ]) = 9  (R~(.)[), 

Lo@/)=9(L~(~)/) all ~es .  

Thus 9 (C (S')) is 

defined by  

< 9 / , m ) = < / , m ' ) ,  a l l / i n C ( S ' ) ,  

m is a right invariant  mean on cp (C (S')). For 

<Ra (9/), m )  = I 9  (Rv(.)/), m> = < Rv(.)/ ,  m ' )  = </, m ' )  = < 9 / ,  m), 

invariant. I f  m'  is a right invariant mean on C (S'), and m is 

(2.2) 

all a E S. 

On the other hand, if m is a right invariant mean on 9 (C(S ' ) ) ,  we can define a 

mean m'  on C(S') by (2.2). m'  satisfies 

/ p ~ t 

\R~(,) f ,m ) = < 9 ( R v ( , ) / ) , m ) = < R o 9 f ,  m ) = < c f / , m ) = < / , m  >, all ~ E S .  

Thus m'  is invariant  under the right translations produced by the dense subsemigroup 

(S) of S'. That  m'  is right invariant on C (S') now follows since T - - > R , / i s  weakly 

continuous on S' by  (i) and (iii) of Theorem 2.7. Similar proofs apply for left in- 

variant  means. 

3. Compact i f icat ions  o f  Semigroups  o f  Operators  

I f  B is a Banach space, we shall denote by  B (B) the usual Banach algebra of 

bounded linear operators on B. The weak operator topology on B (B) is the weakest 

topology rendering all of the maps 

T - - > ( T x ,  y) ,  x E B ,  yEB*,  
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continuous, where ( - , .  } is the pairing between B and B*. B (B) is a topological 

semigroup under operator multiplication and the weak operator topology. For U-->UV 

is clearly continuous and the continuity of V--~ U V follows from the identity ( U  V x, y } 

-~ (Vx ,  U'y}. We shall speak of any subsemigroup of B (B) containing the identity 

operator as a semigroup o/ operators. 

If S is a semigroup of operators on B, the orbit O(x) of an element x of B is 

defined to be ( T x : T  E S}. S will be called almost periodic if each orbit has compact 

closure in the norm topology, and weakly almost periodic if each orbit has compact 

closure in the weak topology of B. For such semigroups S each orbit is bounded, 

so by the uniform boundedness theorem S is uniformly bounded, i.e., there is a 

constant M so that  ]]TI] ~ < i  for all T in S. 

If S is any semigroup of operators on B, we shall denote by  ~ the closure of 

S in B (B) in the weak operator topology. The following allows us to apply the 

results of Section 2 to the study of weakly almost periodic semigroups. 

TH]~OR~M 3.1. Let S be a weakly almost periodic semigroup o/ operators. Then 

is a compact topological semigroup under the weak operator topology. 

Proo/. Since multiplication in B (B) is separately continuous in the weak operator 

topology, the closure S of the semigroup S will be closed under multiplication and 

thus a topological semigroup. I t  remains to prove that  it is compact. For each x 

in B, we shall denote by 0 (x)- the compact topological space formed by the closure 

of the orbit O(x) in the weak topology. For each T in ~q and x in B, T x  is in 

O(x)- .  Let  Q : s - ~ l - [ 0 ( x ) -  be induced by the maps T->Tx.  ~ is 1-1 and is a 
x E B  

homeomorphism because of the definitions of the weak topologies. Since by the 

Tychonoff theorem, 1-I 0 (x)- is compact, to show that  S is compact it suffices to show 
XEB 

that  ~ (~q) is closed, or equivalently, that  each point in the closure of Q (S) must be 

in ~ (S). Let  (Zx}xeB be a point in the closure of ~(S). If V:B-->B is defined by 

Vx=zx,  all xEB,  it is clear that  V is in S. Thus (Zx}xEB=~(V), and the proof is 

complete. 

If S is actually almost periodic we can replace the weak topology and the weak 

operator topology in the above argument by the strong topology and the strong 

operator topology, respectively, to conclude that  the strong operator closure of S is 

compact. Since it must remain compact in the weak operator topology it coincides 

with ~, on which both weak and strong operator topologies must coincide by com- 

pactness. As a consequence multiplication in ~q is jointly continuous. This follows 
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since multiplication on bounded subsets of B (B) is jointly continuous in the strong 

operator topology by  virtue of 

II v v x -  Vo Voxll ~< II v v ~ -  v Voxll+ll VVox-  Go vozll < II vii IIvx-  vozll+ 

+ l i e u -  Uo) Voxll. 

THWOR~M 3.2. Let S be an almost periodic semigroup o] operators. Then the 

strong anvl weak operator topologies agree on ~, which is a compact topological semigroup 

in which multiplication is jointly continuous. 

Remark. In  subsequent results our use of various crucial facts concerning the 

weak topology (as opposed, for example, to the weak* topology of B*) will be quite 

apparent.  I t  should, however, be pointed out tha t  our construction of ~q cannot be 

imitated for "weak* almost periodic" semigroups on B* (i.e., "uniformly bounded"). 

For although we have a weak* operator topology, the construction would fail (ex- 

actly) at  the outset:  B (B*) is in general no~ a separately continuous semigroup. 

4. Weakly Almost Periodic Semigroups of Operators 

This section is devoted to an extension of the results of Jacobs in [12] and [13]. 

Throughout the section B is a fixed complex Banach space and S a fixed semigroup 

of operators on B which is weakly almost periodic in the sense of Section 3, i .e.,  

each orbit  0 (x) = {T x : T E S} is conditionally weakly compact. The weak operator 

closure cq of S is, by  Theorem 3.1, a compact topological semigroup in the weak 

operator topology, and the results of Section 2 applied to ~q will yield information 

concerning the action of S on B. In  all of the following we shall consider S and ~q 

to be topologized with the weak operator topology. 

We shall first define subsets Br, B 0, and B~ of B introduced by  Jaeobs. 

Recall that  for each x in B, 0 ( x ) -  is defined to be the weak closure of the 

orbit {T x : T E S}. Since ~q is compact in the weak operator topology, it is clear tha t  

o (x)- = {T x : T e Z}. 

D ] ~ I ~ I T I O N  OF Br. A point x o/ B is in B r i / / o r  each y in O(x): ,  x is in O(y)-  

(or equivalently, 0 (y)- = 0 (x)- /or all y in 0 (x)-). 

B~ is the set of reversible vectors in the sense of [12]. I t  is an cq-invariant 

subset of B but  need not be a linear subspace. 

LEMMA 4.1. Let x be an element o/ B. Then the /ollowing are equivalent: 

(i) x is in Br. 
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(if) For each U in S there is some V in ~ with V U x = x. 

(iii) There is a projection E in the kernel K (S) with E x = x. 

Proo]. The equivalence of (i) and (if) is clear since O ( x ) - = ( T x : T  E S}. I f  (if) 

holds, 

( V : V e S ,  V x = x } ~ K ( ~ q )  (4.1) 

is non-empty since K (S) is a left ideal. (4.1) is a compact subsemigroup of ~ and 

thus by  Corollary 2.6 contains an idempotent. Thus (if) implies (iii). Suppose now 

tha t  E is a projection in K(~q) and E x = x .  J = ( U E :  UELq} is a minimal left ideal 

of S by  (i) of Theorem 2.3. I f  U is in ~q, then U E  is in J ,  so by  (iii) of Theorem 

2.3 there is a V in J with V U E  =E.  Then V U x  = V U E x = E x = x ,  so (iii) implies (if). 

D E H N I T I O ~  OF B o. A point x o/ B is in B o i/ O(x)-  contains O. 

B 0 is the set of "Fluchtvectoren" in the sense of [12]. I t  is in general neither 

S-invariant nor a linear subspace. 

LwMMA 4.2. Let x be an element o/ B. Then the /ollowing are equivalent. 

(i) x is in B o. 

(if) U x = O  /or some U in S. 

(iii) E x = O  /or some projection E in K (S). 

Proo]. The equivalence of (i) and (if) is clear since O ( x ) - = ( T x : T E ~ q } .  (iii i 

trivially implies (if). That  (if) implies (iii) follows since {U:  U E~, U x = O }  is a left 

ideal of S and thus by  Lemma 2.2 and Theorem 2.3 contains an idempotent  in K (~). 

Suppose now tha t  E is any projection in K(~q). Then by  the preceding two 

lemmas, the direct sum decomposition B =  E B  § ( I - E ) B  has the first factor a subset 

of Br and the second a subset of B 0. Since these m a y  be proper subsets the de- 

composition seems to be without interest in general. However, we shall see in Theo- 

rem 4.11 tha t  if there is a unique projection E in K (~q) (this will occur, for example, 

when S is commutative),  E B = B r ,  ( I - E ) B = B  o and the elements of Br are almost 

periodic in the sense of [12]. In  order to define this type of almost periodicity we 

need first a preliminary definition. 

I f  R is any set of linear operators on B, and D is an R-invariant  subspace of 

B, we shall denote by RID the set of linear operators on D obtained by  restricting 

the operators in R to D; i.e.,  U:D-->D is in RID if and only if there is a V in R 

with U x = V x for all x in D. A finite dimensional S-invariant subspace D of B will 

be called a unitary subspace of B if SID is contained in a bounded group of operators 

on D (with, of course, the identi ty of the group being the identi ty operator on D). 
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D is a unitary subspace if and only if it is possible to choose an inner product on 

D so that  all of the operators in S]D are unitary. This is a consequence of the 

following well-known fact (see [20], p. 70). 

LEMM~t 4.3. Let D be a /inite dimensional complex linear space and G a bounded 

group o/ operators on D whose identity is the identity operator. Then it is possible to 

choose an inner product in D so that all o/ the operators in G are unitary. 

The following property of uni tary subspaces will be needed later. 

LwMMA 4.4. Let D be a unitary subspace o/ B. Then D c B r .  

Proo/. If  S ID is contained in the bounded group G, S I D will be contained in 

the closure 0 of G which is a compact topological group. ~ I D  is a subgroup of 

by Corollary 2.6, and thus by  Lemma 4.1, D c B ,  

DEFINITION OF By. By is the closed linear subspace o] B generated by the unitary 

subspaces. 

B~ is the set of almost periodic vectors in the sense of [12]. 

We shall see next  tha t  there are simpler equivalent definitions of By in the cases 

where S is either a group or commutative.  

L]~MMA 4.5. I /  S is a group whose identity is the identity operator on B, Bp is 

the closed linear subspace o/ B generated by the /inite dimensional S-invariant sub- 

spaces o/ B. 

Proo/. If  D is any  finite dimensional S-invariant  subspace of B, S ID is a group 

which is bounded since S is uniformly bounded on B. Then D is a uni tary subspace 

and the lemma follows. 

LEMMA 4.6. I /  S is commutative, JBy is the closed linear subspace o/ B spanned 

by the common eigenvectors o/ S that have eigenvalues o/ modulus 1, i.e., by those x in 

B that satis/y 

Tx=~x, [~1=1 
/or all T in S. 

Proo/. Each common eigenvector of the type described spans a one-dimensional  

S-invariant subspace of B tha t  is unitary.  Thus all such eigenvectors are in By. For 

the converse, let D be a uni tary subspace of B. There is an inner product in D rela- 

tive to which all of the operators in SID are unitary. I t  is well known (see [20]) 

tha t  any commuting family of uni tary operators can be simultaneously diagonalized. 

Thus D is spanned by  common eigenvectors of the type described. This completes 

the proof of the lemma. 
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The following Lemma 4.7 is the key  result tha t  allows us to identify Br with 

B~ in the circumstances of Theorem 4.10 and 4.11, and it  is at  this point  tha t  we 

introduce results depending on Theorem 2.1. 

First, some comments concerning functions on compact topological groups and 

weak vector valued integration are necessary. 

Let  G be a compact topological group with identi ty element e and normalized 

Haar  measure it. We shall use below the well-known fact (see [20]) tha t  G has an 

approximate~, identi ty {~} consisting of trigonometric polynomials, i.e., a net ~r of 

functions in C(G) having the following properties. 

(i) l im ~qo~fd#=/(e), all / in C(G). 
? d 

(ii) Each ~0r is in some finite dimensional left invariant  subspace of C(G). 

Let  X be a compact Hausdorff space and # a regular Borel measure on X. If  

/ :X - ->B is weakly continuous, I" ] (t)dla (t) is defined to be the unique element z o f  

x 

B tha t  satisfies 

(z, y> = I" </(t), y> d/~ (t) 
t d  
X 

for all y in B*. The existence of such an element is guaranted (see [2]) by  the fact 

tha t  the weakly closed convex hull of a weakly compact  subset of B is weakly com- 

pact  (see [7], Theorem 1.2). We shall use below standard properties of this vector- 

valued integral discussed in [2]. 

The use of weak integration in this context was suggested to us by It .  Mirkil. 

LEMMX 4.7. If S has a unique minimal right ideal and E is a projection in 

K(S), E(B)cB~.  

Proof. By Corollary 2.4, K ( S )  is the unique minimal right ideal of S and 

G = ( T E  : T e K ( S ) }  = ( T E  : T E~} 

is a minimal left ideal and a compact topological group having identi ty E. Let  ~ov 

be an approximate identi ty on G consisting of trigonometric polynomials. For each 

~, Tr:B--> B is defined by  the vector-valued integrals 

T,x= all x in  B.  

G 
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For each x in B, lim T r x = E x  weakly, since 

<Tvx, y> = f q;7 (U) (Ux, y) d~ (U) ---> <Ex, y) 

G 

for all y in B*. Bp is by definition a strongly closed linear subspace of B, which is 

therefore weakly closed. Thus since for each x in B, T~,x--> E x weakly, to complete 

the proof of the lemma it  suffices to show tha t  each Trx in Br. Choose any element 

x in B. If  F is any finite dimensional linear subspace of C(G), 

D ={fz(U) 
G 

is a finite dimensional linear subspace of B; furthermore if F is left-invariant, DF 

will be S-invariant. For if V is in S and Vo=VE, V U = V o U  for all U in G, so 

for each / in F, 

vf/(u) 
G G G 

which is in DF. The same computat ion with V = E shows E acts as the ident i ty on 

DF. Finally, if F is left-invariant, DF is a uni tary  subspace of B. For E acts as the 

identi ty operator on DF and S] DF is contained in the bounded group G IDF, since 

for each V in S and z in DF, V z = V E z  and VE is in G. The proof is now com- 

plete, since x was an arbi trary element of B and each Trx is in some D~, a uni tary 

subspace, and so in Bp. 

A further definition and lemma are necessary before we can begin to establish 

the theorems of this section. CB (S) is defined to be the smallest uniformly closed 

subalgebra of C(S) closed under complex conjugation and containing the constant 

functions and all / of the form 

/ ( T ) = ( T x ,  y), x e B ,  yeB*.  (4.2) 

LEMMA 4.8. I/ i :S-->S is the injection map, the ad]oint i* :C(S)--->C(S) defined 

by i* (/) = / o i maps C (S) onto CB (S). 

Proo/. i* is an isometry since S is dense in S. Thus  i* (C(S)) is a uniformly 

closed self-adjoint subalgebra containing 1. Since it also contains all / of the form 

(4.2), i t  must  contain CB (S). For the converse, (i*) -1 (Cs (S)) it a uniformly closed 
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self-adjoint subalgebra of C(S) that  contains 1 and separates points. So it  must  be 

all of C(S) by  the Stone-Weierstrass Theorem. We can now establish our theorems. 

T~EOR]~M 4.9. Let B be a Banach space and S a weakly almost periodic semi- 

group of operators on B. Then the following are equivalent: 

(i) Ca (S) has a right invariant mean. 

(ii) ~ has a unique minimal left ideal. 

(iii) E1E ~ = E  1 for all pro~ections E 1 and Ez in K (S). 

(iv) B o is a closed S-invariant linear subspace o/ B. 

Proof. By Lemmas 2.10 and 4.8, (i) holds if and only if C(S) has a right in- 

var iant  mean, which by  Lemma 2.8 and Corollary 2.4 is equivalent to (ii) and (iii). 

Assume now tha t  (iii) holds. Then all projections in K(S)  have the same kernel, 

so by  Lemma 4.2 B 0 is a closed linear subspaee of B. To establish (iv) it remains to 

show tha t  B 0 is S-invariant. Choose x in B 0 and U in S. By Lemma 2.2 and Theo- 

rem 2.3 there is a V in S which is such that  VU is a projection in K(S) .  But  by  

(iii) and Lemma 4.2, x is in the kernel of each such projection so V U x = O .  Thus 

Ux is in B 0 so (iv) must  hold. 

Assume now that  (iv) holds. Since B 0 is a closed linear subspace it  is weakly 

closed. Thus B 0 is ~-invariant.  Let  E 1 and E~ be projections in K(S) .  For any x in 

B, E ~ ( I - E ~ ) x = 0  so ( I - E ~ ) x  is in B 0. By the S-invariance of B0, E l ( I - E ~ ) x  

must  also in B o. But  by  Lemma 4.1, E I ( I - E 2 ) x  is in B, and thus must  be 0 since 

by  their definitions B o N B r = { 0  }. Thus E I ( I - E 2 ) x = O  for all x in B so E I = E x E  ~ 

and (iii) holds. This completes the proof of Theorem 4.9. 

T~wO~EM 4.10. Let B be a Banach space and S a weakly almost periodic semi- 

group of operators on B. Then the following are equivalent: 

(i) C~ (S) has a left invariant mean. 

(ii) ~ has a unique minimal right ideal. 

(iii) EI E2= E~ for all projections E 1 and E~ in K (~). 

(iv) Br= B~. 

Proof. The equivalence of (i), (ii) and (iii) follows as in the proof of Theorem 4.9. 

Assume now that  (i), (ii) and (iii) hold. By (iii), all of the projections in K(S)  

have the same range, so by  Lemma 4.1, Br is a closed linear subspace of B. Thus 

by  Lemma 4.4, BpcB~.  But  by  (ii) and Lemmas 4.1 and 4.7, BrCBp s o  B r = B  ~ and 

(iv) is established. 
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Assume now tha t  (iv) holds. By  the definition o f  un i t a ry  subspace, if E is a 

projection in S and D is a un i t a ry  subspace of B, E x = x  for all x in D. As a con- 

sequence the elements of B;  are fixed under  all projections in S.  Now let E 1 and E 2 

be projections in K ( S )  and x be an element of B. By  L e m m a  4.1, E2x is in Br and 

thus in B ;  by  (iv). Since •1 leaves Bp pointwise fixed, E 1 E 2 x = E 2 x, so E 1 E 2 = E 2 

and (iii) is established. This completes the proof of Theorem 4.10. 

The following main  theorem of this section is now a simple consequence of the 

preceding two results. Tha t  (iv) holds if S is commuta t ive  and B reflexive is the 

main  result  of [12]. 

THEOREM 4.11. Let B be a Banach space and S a weakly almost periodic semi- 

group o/ operators on B. Then the /oUowing are equivalent: 

(i) CB (S) has a two-sided invariant mean. 

(ii) K ( S )  is a compact topological group. 

(iii) K (S) contains a unique projection. 

(iv) B o is a closed S-invariant subspace o] B, B~ = B~ and B is the direct sum o/ 

B~ and B o. 

Proo/. The equivalence of (ii) and (iii) follows from Theorem 2.3. The equivalence 

of (i) and  (ii) follows f rom Lemmas  4.8 and 2.10 and Corollary 2.9. Tha t  ( iv) implies  

(iii) follows from the corresponding par ts  of Theorems 4.9 and 4.10. So it remains 

to show tha t  (iii) implies (iv). Because of Theorems 4.9 and  4.10, all t ha t  needs to  

be established is t h a t  B is the direct  sum of Bp and B 0. Since Bp = Br and B 0 ( /Br = {0}, 

i t  suffices to show tha t  each x in B has some representat ion of the form x = x~ + x 0 

with x~ in B~ and x 0 in B 0. I f  E is the projection in K ( S ) ,  x = E x + ( I - E ) x  is 

such a representat ion by  Lemmas  4.1 and 4.2. This completes the proof of Theo- 

rem 4.11. 

If  S is commutat ive ,  C(S) has a two-sided invar iant  mean  (see [5]) so (i) th rough  

(iv) of Theorem 4.11 hold. We discuss next  conditions on B and S of ~ quite different 

nature  which guarantee  tha t  the assertions of Theorems 4.9, 4.10 and 4.11 hold. 

A Banach space is called strictly convex if I l x l l= l l y [ l= l  and x:4=y imply  

Jtx+yll<l. 

COROLLARY 4.12. Assume that B is strictly convex and that IITII<-~I /or all T 

in S. Then (i), (ii), (iii) and (iv) o/ Theorem 4.10 hold. 

Proo/. If  x is in Br and U is in S, by  Lemma 4.1 there is a V in S with 

V V x = x .  Thus II Uxll must  equal Ilxll for all x in B~. I f  E is a projection in Z and 
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x is in Br, E leaves x fixed. For if this were not the case we would have 

Ilxll=llExll=llE (E x )l < < l l x l l .  

Thus if E 1 and E~ are projections in K @ ) ,  E1E2x=E2x  for all x in B, since by  

Lemma 4.1 E~x is in Br. I t  follows that  E I E 2 = E  2 and (iii) of Theorem 4.10 holds. 

COI~OLLAau 4.13. Assume that B* is strictly convex and that IITIl <l /or all T 

in S. Then (i), (ii). (iii) and (iv) o/ Theorem 4.9 hold .  

Proo/. The argument  is essentially tha t  of Corollary 4.12 applied to the adjoints 

of the operators in S. Let  E I and E 2 be any two projections in K @). By Theorem 

V* E* E* 2.3 there is a V in S with E1E~V=E 1. Thus if y is in B*, 2 l y = E * y  so 

IIE* yII=IIV*E*E* : Yll IIE E Yll < IIE Yll 

and thus IIE*E+ylI=llE'~yII.: , If  for some y in B*, E*E~y:~E*y,2 we would have 

the eontradietion 

IIETytI=IIE*E* YlI=�89 * + * E 'E*  (E E:y§189 :  y§ 

Thus * * * E2 E1 = E l  so E1E 2 = E1 and (iii) of Theorem 4.9 holds. 

Put t ing together these two results we obtain 

COROLLARY 4.14. Assume that B and B* are strictly convex and that IITII<I 
/or all T in S. Then (i), (ii), (iii) and ( i v ) o /  Theorem 4.11 hold. 

For the case of B and B* reflexive and strictly convex, and with one of them 

uniformly convex, this is the main result of [13]. 

5. Weakly Almost Periodic Functions 

Let S be a topological semigroup. A function / in C(S) is said to be almost 

periodic if {Ro / :~  e S} is conditionally compact in the strong topology of C (S); / i s  

said to be weakly almost periodic if {Ro ] : a E S} is conditionally compact in the weak 

topology of C (S). The corresponding definitions involving left translates are equivalent; 

for almost periodic functions this is proved as on page 167 of [14], and for weakly 

almost periodic functions the equivalence is Proposition 7 of [10]. We shall denote 

the set of almost periodic functions on S by  A ( S ) a n d  the set of weakly almost 

periodic functions on S by  W(S). By Theorem 4.2 of [7], A (S) and W(S) are in- 
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variant closed linear subspaces of C (S) and are thus Banach spaces. In  the present 

section we shall confine our at tention mainly to W (S). The corresponding results for 

A (S) are discussed in Section 6. 

In  some cases A (S) or W(S) is all of C(S). Indeed by Theorem 2.7 we have 

T ~ n O R E ~  5.1. I/  S is a compact topological semigroup, W(S)=C(S).  I/  /urther- 

more the multiplication o/ S is jointly continuous, A (S)= C(S). 

The following indicates how par t  of A (S) or W (S) can be obtained when S is 

not  compact. 

LEMMA 5.2. Let S and S' be topological semigroups, @ : S - * S '  a continuous 

homomorphism and @ :C(S')--> C (S) the induced mapping de/ined by 

~ / = / ~  all / in C(S'). 

Then ~(W(S ' ) ) cW(S)  and ~(A(S ' ) )cA(S) .  I/  S' is compact, ~(C(S' ) )cW(S) ,  and 

i/ in addition the multiplication in S' is jointly continuous, ~(C(S ' ) )cA (S). 

Proo/. Since @ is a homomorphism, if / is in C(S'),  

R,(~I)=~(Re(,~I), all a in S. (5.1) 

Thus {R~ (~/): ~ e S} (5.2) 

is contained in the image under ~ of 

{R,/: YES').  (5.3) 

is continuous, and thus weakly continuous, so (5.2) will be conditionally compact 

(resp. weakly conditionally compact) if (5.3) is conditionally compact (resp. weakly 

conditionally compact). Thus @ (A (S')) c A (S) and @ (W (S,)) c W (S). The assertions of 

the lemma referring to the case where S'  is compact now follOws from Theorem 5.1. 

As a simple application we have the following. I f  S is a locally compact group, 

and S' is its one-point compactification, with the multiplication of S extended by 

= a m -  ~ a ,  S'  is a compact topological semigroup. Thus Lemma 5.2 yields Eber- 

lein's result that  Co (G) ~ W (G). 

Actually, as we show below in Theorem 5.3, all the functions in W (S) are in- 

duced by a continuous homomorphism @ : S - ~  S',  with S '  a compact topological semi- 

group. 

6 - 60173047.  Acta mathematica 105. Impr im@ le 20 m a r s  1961 
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To obtain this result we proceed as follows. The restrictions (1)of the translation 

operators R. to the Banach space W (S) clearly form a weakly almost periodic semi- 

group of operators in the sense of Section 3. The weak operator closure of this semi- 

group is by Theorem 3.1 a compact topological semigroup in the weak operator topo- 

logy. I t  will be denoted by S w and called the weakly almost periodic compacti/ication 

of S. This is justified by 

T~EOREM 5.3. The homomorphism R :S--> S ~ de/ined by R((~)=R~ is continuous. 

The induced map _R : C(S w) --> C(S) is an algebra isomorphism o/ C(S ~) onto W (S). 

Proo/. Observe first that  by the Hahn-Banach theorem the weak topology of 

W(S) is identical with the topology induced on it by the weak topology of C(S). 

By (iii) of Theorem 2.7, for each / in W(S), the map a--~Ro/ of S into W(S) is 

continuous into that  topology. Thus R is continuous as S w has the weak operator 

topology. Since R is a homomorphism, by Lcmma 5.2 the induced map/~  : C (S w) --> C (S) 

defined by l~h=hoR takes C(S w) into W(S). To show that /~ is onto W(S), let / 

be any function in W (S). Let me be the unit point mass at the identity element e 

of S. If the function h on S ~ is defined by 

h is continuous and 

h ( T ) = ( T / , m ~ ) = T / ( e ) ,  all T in S ~, 

hoR((~)=h(Ro)=R,](e)=/((~), all a in S, 

so / ~ h = / .  Thus /~ is onto. Since R(S) is dense in S w, R is 1-1 and an isometry. 

Moreover, /~ evidently preserves the ordinary multiplication of functions, so W (S) is 

an algebra, and /~ an algebra isomorphism, completing our proof. 

Because of Theorems 5.1, 5.3 and Lemma 5.2, the multiplication in S w cannot 

be jointly continuous if W(S) :#A (S). Thus for example if S is a locally compact 

but non-compact group the multiplication in S w is not jointly continuous since 

C o (S)c W(S), while clearly C o (S) is not contained in A (S); furthermore S ~ certainly 

cannot be a group in this example in view of Theorem 2.1. 

Before discussing the main results of this section, which are the consequences 

for W (S) of the existence of the compactification S w, we show in Theorem 5.5 that  

our compactification has the expected property of homomorphism extension. This yields 

as Corollary 5.6 a characterization of S ~. 

(1) In the following we shall also use the symbol R~ to denote the restriction of the translation 
mapping to some subspace of C (S). 
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L~MMA 5.4. I /  S is a compact topological semigroup, then (l--> R, is a topological 

isomorphism o/ S with S w. 

Pro@ By Theorem 5.3 the map is a continuous homomorphism. By Theorem 5.1, 

W(S)=C(S )  so the map is clearly 1-1. Thus since S is compact, the map is a 

homeomorphism, mapping S onto a dense compact subset of S ~, i.e., onto S ~. 

T H ] ~ O ~  5.5. Let S and S' be topological semigroups, and Q : S---~S' be a con- 

tinuous homomorphism. Then there is a continuous homomorphism @w : SW__>S,W /or 

which @W(Ro)=Re(o) , all a in S. 

JProo]. Lemma 5.2 shows the induced map ~ takes W(S') into W(S). Consider 

first the case in which @(S) is dense in S'.  Then ~ is an isometry, so ~(W(S') )  is 

closed, and the adjoint $* of ~ is a map of W(S')* onto W(S)*. Let  B(W(S))  and 

B(W(S') )  be the algebras of bounded linear operators on W(S) and W(S') respec- 

tively, taken in the weak operator topologies. Denote by  Be the subse~ of B (W(S)) 

consisting of all T which leave invariant the closed (and therefore weakly closed) 

subspace ~(W(S' ) )  of W(S). Be is clearly a closed subalgebra of B(W(S))  that  con- 

tains S w. Since ~ is an isometry, each T in B e induces a corresponding map  ~)T in 

B(W(S'))  tha t  is characterized by 

I t  is simple to check tha t  T--->~T is an algebra homomorphism of NQ into B (W(S')). 

I t  is continuous for the weak operator topologies since ~* is onto; for if / is in 

W(S') and m'  in W(S')*, when m in W(S)* is chosen so that  ~*m=m'  we have 

Now by (5.1) Ro(~/) =~ (Re(,)/), 

all f in W(S'), so ~0ao=Re(~ ). Thus if o u : S ~ - + ~ ( W ( S ) )  is defined to be the restric- 

tion of the map T-->~OT to S ~, ~(Ro)=Re(o) .  Since e ~ is continuous, it maps S w, 

which is the closure of {R~ : a  E S} into 

closure {Re(o) : a e S} = closure {R~: ~ e S'} = S'% 

This completes the proof for the special case where ~ (S) is dense in S' .  

To obtain the general case is now quite simple. Let  ~I:S-->S 'w be the con- 

tinuous homomorphism defined by  

el ((~)=Re(~,), all a in S. 
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Let S 1 be the compact topological semigroup that  is the closure of the range of ~i. 

We can now apply the special case that  has been established to the map 9 i : S  ~ S~. 

I t  yields a continuous homomorphism ~ : S W - - > S [  satisfying Q~ (R,)=Re~(~) for each 

(r in S. Let ~0 :Si-->S[ be defined by ~ ( w ) = R ,  for all ~7 in S 1. Since S 1 is compact, 

by Lemma 5.4, y~ is a topological isomorphism. Thus the composite map ~ :SW--> S 'w 

defined by ~u=yJ-~ o o~ is a continuous homomorphism. For each ~ in S it satisfies 

~ (Ro) = y)-I o ~)~ (R.) = ~y-1  (RQ,(~)) : e l  (o') : R~((D, 

and thus is the desired mapping. The proof is complete. 

I t  is not at all apparent that  one can easily find a proof of Theorem 5.5 avoid- 

ing the special case; however, the special case itself has considerable value and because 

of it we shall make the following definition. If ~ :S--> S'  is a continuous homomor- 

phism with ~ (S) dense in S', we shall say S is densely represented in S' by Q. 

COROLLARY 5.6. Let S be densely represented by ~o in the compact topological 

semigroup S', and suppose the induced map ~ de/ined by 9 f = / o ~ t a k e s  C(S') onto 

W (S). Then there is a topological isomorphism q~ of  S ~ onto S' ]or which q~ (Ro)=Q ((~) 

/or all (l in S. (That i8, we can identify S w as the unique compact semigroup in which 

S can be densely represented so that all elements o] W (S) extend continuously.) 

Proo/. By Theorem 5.5 there is a continuous homom0rphism ~w:s~-->S '~ that  

satisfies ~ (R,) = RQ(o), all a in S. Let yJ : S 'w --> S' be the topological isomorphism, 

whose existence is guaranteed by Lemma 5.4, that  satisfies yJ (R~)=z, all z in S'. 

~:SW--> S'  is defined to be the composite mapping ~ o 9w. I t  is a continuous homo- 

morphism and satisfies ~ (Ro)=Q (6), all a in S. Since ~ (S) is dense in S', ~ (S w) is 

a dense compact subset of S 'w and thus all of S '~. y~ is also onto so ~ must be 

onto. Since S w is compact, it remains to show that  ~ is 1-1. Let ( f :C(S')-->C(S ~) 

be the map induced by % i.e., ~]=/oq~, all / in C(S'). Then 

~ff(R.)=f(cp(R~))=f(e((~))=~f((~), all a in S, 

so ~ is the composite of ~ with the natural isomorphism of W(S) and C(SW). Since 

has been assumed to be onto, ~ is onto and thus ~ must be 1-1. 

We can now proceed to the main results of this section. The first, Theorem 5.7 

below, is essentially Theorem 4.11 for the case where B is W(S) and the semigroup 

of operators is (R, : a  E S}. Before stating this result we recall the notation of Sec- 

tion 4 in this context. W(S)o is the set of all / in W ( S ) h a v i n g  0 in the weak 

closure of { R ~ f : a E S } .  W(S)r is the set of all f in W(S) which are such that  f is 



APPLICATIONS OF ALMOST PERIODIC COMPACTIFICATIONS 85 

in the weak closure of {R~h:a  e S} wherever h is in the weak closure of { R , ] : a  e S}. 

One further definition is necessary before describing W (S)~. If H is a Hilbert space 

and a - +  Uo is a unitary representation (1) of S on H, a function ] on S of the form 

/ (a)=(Uox,  y), all a e S ,  

for some x and y in H, is called a coe//icient of the representation. I f  ( is a coeffi- 

cient of a finite dimensional unitary representation of S, / is in A (S) and thus W (S). 

Furthermore, it will be contained in a subspace of W (S) that  is unitary in the sense 

of Section 4 and thus in W (S)~. Conversely any unitary subspace of W (S) consists 

entirely of coefficients of finite dimensional unitary representation of S. Thus W(S)~ 

is precisely the closed linear subspace of W(S) spanned by the coefficients of finite 

dimensional unitary representations of S. 

THEOREM 5.7. Let S be a topological semigroup. Then the/ollowing are equivalent: 

(i) W (S) has an invariant mean. 

(ii) K (SW), the kernel o/ S ~, is a compact topological group. 

(iii) W(S)o is a closed translation invariant linear subspace o[ W (S), W(S),  

= W ( S ) r  , and W(S) is the direct sum o/ W(S)o and W(S)p. 

Proo/. By Theorem 5.3 and Lemma 2.10, (i) holds if and only if C(S ~) has an 

invariant mean. And by  Corollary 2.9 this is equivalent to (ii). By  Theorem 4.11, 

(ii) is equivalent to (iii) modified to assert the invariance of W(S)o under only the 

rihgt translations {R, : a E S}. So to complete the proof it remains to show that  W (S)0 

is automatically invariant under left translations. This follows since right translates 

commute with left translates; if /~ is in W(S)o and T is in S, 0 is in the weak 

closure of {R.[:  (l e S}, so 0 is in the weak closure of {RoL~/:(~ e S} = L~ ({R~,] : ~ e S}), 

and L~/ must  be in W(S)o. 

If  W(S) has an invariant mean, Corollary 2.9 can be used to identify the mean. 

THEOREM 5.8. Assume that W(S) has an invariant mean m. Then i/ 

/ ~ : C ( S  ~) --> W (S) is the isomorphism o/ Theorem 5.3 

(Rh,  m ) = ~ h d # ,  all h in C (SW), 
~J 

K (Sw) 

where tt is the normalized Haar measure on the compact group K (SW). In  particular 

m is the unique invariant mean on W(S). 

(1) A unitary representation is a strongly continuous homomorphism into the unitary group. 
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Proo/. If  m is an invar iant  mean  on W(S), the construction of Lemma 2.10 ap- 

plied to  the case S ' =  S w and q0 = R yields an invar iant  mean  m'  on C (S w) t ha t  satisfies 

<Rh, m>=(h, m'>, all h in C(Sw). 

But  b y  Corollary 2.9, m'  is normalized Haa r  measure on K (S~). 

If  W(S) has an  invar iant  mean m, a Fourier analysis of W(S) relative to m 

can be established. For  S a locally compact  Abelian group this was carried out  in [7]. 

I t  is evident f rom Theorem 5.8 tha t  this Fourier  analysis of W(S) is identical with 

the Fourier  analysis of the restriction of C (S ~) to the kernel K(S ~) relative to H a a r  

measure on K (S~). We omit  the details. 

When  W(S) has an invariant  mean, W(S)o can be identified i n  terms of this 

mean. 

COROLLARY 5.9. Assume that W(S) has an invariant mean m. Then W(S)o is 

{ / : / E W ( S ) ,  ( i / I  2 , m ) = 0 } .  (5.4) 

Proo/. Let  / ~ : C ( S  w) ~-> W(S) be the isomorphism of Theorem 5.3. By  Theorem 

5.8, (5.4) is the same as 

{_~h:hEC(SW), h ~ O  on K(SW)}. (5.5) 

Let  e be the ident i ty  of S and E the ident i ty  of K (SW). Recall  t ha t  by  the proof 

of Theorem 5.3, if h is in C(SW), h(T)=T.l~h(e) for all T in S w. Le t  h be ~ 0  on 

K(Sw). Then since K(S w) is a left ideal, for all a in S, E.Rh(a)=R,E.Rh(e)=h(R~,E)=O. 

Thus by  Lemma 4.2, /~h is in W(S)o. This shows tha t  (5.5) is contained in W(S)o. 

For  the reverse, assume tha t  /~h is in W(S)o. Then by  Lemma 4.2, El~h=O. For  

any  T in K(Sw), T E = T  and thus h(T)=Tl,~h(e)=O, so h ~ 0  on K(Sw). Thus 

W(S)o is contained in (5.5) and the proof is completed. 

If  our topological semigroup S is algebraically a group, W(S)v is identical with 

the space of a lmost  periodic functions on S. 

LEMM/~ 5.10. I] S is a group, W(S)p=A(S). 

Proo/. We have observed tha t  W(S)~ is spanned by  the coefficients of finite 

dimensional uni ta ry  representations of S. Since such coefficients are in A (S), and A (S) 

is a closed linear Subspace of C(S), W(S)~cA (S). For  the reverse, suppose tha t  / 

is in A (S). Then / is in A (Sa), where S a is the group S supplied with the discrete 

topology. The theory  of almost  periodic functions on groups (see [15])assures us t ha t  
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the uniformly closed invariant subspace of A (S a) generated by f is spanned in the 

norm topology of A (S d) by the coefficients of finite dimensional unitary representa- 

tions of S d tha t  it contains. Each of these coefficients will be continuous on S since 

/ is, and so will be in W(S)p. Thus / can be uniformly approximated by functions 

in W(S)~, and since W(S)p is closed, / is in W(S);. This completes the proof. 

As a consequence of Theorem 5.7, Corollary 5.9 and Lemma 5.10, we have the 

following (which for locally compact Abelian groups is due to Eberlein [8]). 

T~EO~EM 5.11. Let G be a topological semigroup which is algebraically a group. 

I] W (G) has an invariant mean m, then W (G) is the direct sum of A (G) and the sub- 

space w (G)o = {f : / e w (G), ~ l/I  ~, m} = 0}. 

In  Theorem 5.14 below we indicate a method for constructing topological groups 

G which have invariant means for W(G). First two lemmas are necessary. 

LnMMA 5.12. Let G be a topological group, H a closed normal subgroup, and let 

f be a /unction in W(G). Then the restriction of / to H is in W(H).  I f  ] is constant 

on cosets of H, and the function [ is defined on G/H by f ( a ) - / ( a H ) ,  all a in G, 

then [ is in W (G/H). 

Proof. The first assertion follows from Lemma 5.2 applied to the injection map 

H-~G. Let CH(G) consist of all functions in C (G) tha t  are constant on eosets of H. 

The natural  map G-->G/H induces an onto isomorphism q~ : C (G/H)--->C H (G), defined by  

( ~ ( f ) ) ( ~ ) = / ( ~ H ) ,  all T~C(~/H), ~ r  

Let / be a function in CH(G)(~ W(G) and suppose that  f=~0(f). By the H a h n -  

Banach theorem the weak topology of C zt (G) is identical with the topology induced 

on it by  the weak topology o f  C(G). Since / is in W(G), the subset { R a f : a E G }  of 

C H (G) is weakly conditionally compact in tha t  topology. Thus its image ( R d :  ~ E G/H} 

under ~-1 is weakly conditionally compact in C (G/H), so [ is in W (G/H) and the 

proof is comple te .  

L~MMA 5.13. Let S be a topological semigroup, f in W (S) and m in W (S)*. 

Then if the function h is defined by 

h( tr)=fRof ,  m}, all cs in S, 

h is in W(S).  

Proo/. For each f in W (S), let ~ (/) be the function on S defined by 

(~0 (f)) (a) = (Ra f, m}, all a in S. 
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By Theorem 2.7, ~( / )  is in C(S). I t  is simple to check tha t  ~:W(S)--->C(S) is a 

bounded linear operator and that  Ro ~ (/) = ~ (R,/) for all ~ in S. Thus {R, ~ (/) : ~ E S} 

is the weakly continuous image of the conditionally weakly compact set { R , / : a E S }  

and so is itself conditionally weakly compact. This shows tha t  ~ maps W (S) into 

itself and the proof is complete. 

T~EOR]~M 5.14. Let G be a topological group, and let {G~}~< r be a well-ordered 

increasing /amily o/ (not necessarily closed) subgroups satis/ying 

(i) G* = (J G~ is a relatively closed normal subgroup o/ G~, ~ < ?. 

(ii) W (G~/G*) has an invariant mean. 

(iii) G~ = G, G I =  {e}, e the identity o/ G. 

Then W (G) has an invariant mean. 

Proo/. We shall show first that  W(G) has a right invariant  mean. Let  M be 

the set of all means on W(G), i.e., the set of all m in W(G)* tha t  satisfy (1, m}= 1 

and ( / , m ) ~ > 0  if />~0. For each : r  let M ~ = ~ m : m E M , ( R ~ / , m ~ = ( / , m ~ ,  all 

/ E W (G), a E G~}. Each M~ is weak* compact (although possibly void) and M 1 = M. 

For each g~<? let M ~= [1 M~. M v is the set of right invariant means for W(G). 
fl<a 

M ~ 4 r  if and only if M ~ 4 r  for each fi<:c, by  the weak* compactness of the M~. 

Thus to show tha t  M r ~ : r  it suffices to show tha t  M~:F r for each ~ < ? and since 

M~ ~ r i t  suffices to establish the induction step: M~ :~ r for all fl < ~ (or equivalently 

M ~ ~: r implies i ~  ~:.r 

So let us assume that  M ~ is non-empty.  Choose a mean m in M ~. Then 

(R~/, m) = (/, m),  all ] E W (G), a E G*. (5.6) 

Let  ~ : W (G)-> W (G) be 

defined by  

By (5.6), each ~(/)  is 

the map (whose existence is guaranteed by  Lemma 5.13) 

(~ (/)) (a) = (Ro/,  m),  all a E G. (5.7) 

constant on right cosets of G* in G. This together with 

Lemma 5.12 guarantees the existence of a map ~p:W(G)-->W(G~/G*) tha t  satisfies 

(~ (/)) (G* ~) = (~ (/)) (~), all / e W (G), ~ E G~. (5.S) 

Now let m 1 be an invariant  mean for W(G~/G*). The mapping /-->(~p (]), ml} is a 

continuous linear functional on W(G) tha t  takes 1 into 1 and preserves positivity, 

and so it is a mean on W(G). I f  it is denoted by  m', it is simple to check, using 
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(5.7), (5.8) and the invariance of m 1 that 

(R~/, m'}=(/,  m'}, all /~W(G), crags. 

Thus m' is in M~ and the proof of the induction step is completed, so W(G) has a 

right invariant mean. A similar argument shows that  W (G) has a left invariant mean. 

Thus by Theorem 5.3, Lemma 2.10 and Corollary 2.9, W(G) has an invariant mean. 

If G is a compact or commutative topological group, C(G) and thus W(G) has 

an invariant mean. This fact, together with Theorem 5.14 indicates that the class 

of topological groups G having an invariant mean for W(G) is quite large. But we 

know of no examples of such groups besides those constructed from compact and 

commutative groups using Theorem 5.14. In particular we do not know whether the 

free group G 2 with two generators has an invariant mean for W(G2) (C(G2) has no 

invariant mean, see [4], p. 290). However, for a group G, W(G) has an invariant 

mean if it merely has a one-sided invariant mean, as one can see from the following 

considerations. 

For / in W(G) let /* be defined by /* (a )= / (a -1 ) .  In  view of the equivalence 

of right and left weak almost periodicity, /* is in W (G) and [-->/* appears as a (real) 

involution on W(G); let m-~m* be the dual involution on W(G)*. The identity 

(R~-I/, m} =/R\ o-1!'**, m}=((L,/*)*, m}=(L~/*, m*} 

shows that one has a homeomorphism mapping the weak operator closure Sw of 

{L~ : a C G} onto S w which extends Lo-->R6_I. Moreover, as is easily seen Sw is exactly 

an anti-isomorph of S w, with an extension of R~-~L~ providing the anti-isomorphism. 

Hence Ro-->L~-->R(_I has a continuous extension ~ mapping S w anti-isomorphically 

onto itself. Since ~ then interchanges minimal left and minimal right ideals, uni- 

queness of either insures that  K (S w) is a group. 

Finally let us point out that  it seems likely that the analogue of Theorem 5.14 

with C(G) in place of W(G) is not true in general. However, a proof similar to that  

given above shows that  the analogue holds if G is discrete. 

6. Almost Periodic Functions 

Let S be a topological semigroup. The restrictions of the right translation 

operators Ro to the Banach space A (S) of almost periodic functions on S clearly 

form an almost periodic semigroup of operators in the sense of Section 3. The strong 

operator closure of this semigroup is by Theorem 3.2 a compact topological semigroup, 
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having jointly continuous multiplication, in the strong (or equivalently weak) operator 

topology. I t  will be denoted by  S a and called the almost periodic compacti/ication of 

S. The justification for this is to be found in the fact tha t  all the results 5.3 through 

5.9 carry over to the present situation; indeed in their statements one need only replace 

W (S) by A (S), S w by S a, and "compact semigroup" by "compact semigroup with jointly 

continuous multiplication" to obtain valid results. Since the proofs are simple modifica- 

tions (and in some cases simplifications) we shall not give them here. However, for re- 

ference purposes we state formally three results, the analogues of Theorems 5.3 and 5.5 

and Corollary 5.6. 

THEOREM 6.1. The homomorphism R : S-->S a de/ined by R ( a ) = R ~  is continuous. 

The induced map R :C(Sa)-->C(S) is an algebra isomorphism o/ C(S  a) onto A (S). 

TUEO~EM 6.2. Let S and S' be topological semigroups, and ~ : S -~S '  a continuous 

homomorphism. Then there is a continuous homomorphism @~ : s a - ~ s  'a /or which 

@~ (R,) = Re(, ). 

THEOREM 6.3. Let S be densely represented by @ in the compact topological semi- 

group S' having ~ointly continuous, multiplication, and suppose the induced map @ de/ined 

by @ /=/o@ takes C(S') onto A (S). Then there is a topological isomorphism q) o/ S a 

onto S' /or which q~ (Re)=@ (a) /or all a in S. 

In  other words we can identify S a as the unique compact semigroup having 

jointly continuous multiplication in which S can be densely represented so tha t  all 

elements of A (S) extend continuously. 

We see now that  the distinction between S w and S a as "compactifications" rests 

primarily on the distinction between separate and joint continuity of multiplication. 

We can view S w as the maximal "compactif ication" of S reflecting its algebraic 

structure and S ~ as the maximal  "jointly continuous compactification" of this sort. 

Some of the results of Section 5 do, of course, say nothing new for almost 

periodic functions (5.11 and 5.14 for example). But  this is not the case for the de- 

composition theorem, Theorem 5.7. For example if S is the topological semigroup 

formed by the non-negative reals under addition, the analoguo of (iii)of Theorem 5.7 

states in this case tha t  A (S) is the direct sum of the space of restrictions to S of 

almost periodic functions on the full line (which is clearly our A (S)v) and C o (S) (the 

space of all continuous functions tending to zero at  infinity, which clearly forms the 

set of / in C(S) having 0 in the strong closure of their orbits). Thus in particular 

every / in A (S) can be approximated in the uniform norm by  linear combinations 

of exponentials. This raises the question of when one might expect, on semigroups, 
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an  analogue  of the  classical a p p r o x i m a t i o n  theorem for a lmos t  per iodic  funct ions  on 

groups.  One na tu r a l  fo rmula t ion  (see [6]) fails in general  (some i m p o r t a n t  cases in 

which i t  holds  will be covered in a subsequent  paper) ,  due  to  the  l ack  of an  &na- 

logue of the  P e t e r - W e y l  theorem.  I n  the  group case the  l a t t e r  combines  wi th  the  

S tone -Weie r s t r a s s  theorem (and the  fac t  t h a t  G a is a group when G is) to y ie ld  

approx ima t ion ;  in the  semigroup case the  P e t e r - W e y l  theorem m u s t  be rep laced  b y  

a de ta i l ed  inves t iga t ion  of the  s t ruc ture  of S a. 

7. Convex Semlgroups of Operators and Ergodie Theory (1) 

I n  th is  sect ion appl ica t ions  of the  resul ts  of Sect ion 4 to ergodic t heo ry  are  

given. Throughou t  B will be a f ixed Banach  space and  S a semigroup of opera to r s  

on B t h a t  is weak ly  a lmos t  per iodic  and  convex in  the  sense t h a t  

{~u+~v:~>0, ~>0, ~+~=1} 

is conta ined  in  S whenever  U a n d  V are  in S. The resul ts  t h a t  we ob ta in  are  re- 

l a t ed  to,  a n d  were sugges ted  by ,  those of [11]. 

Reca l l  t h a t  for each x in B, 0 ( x ) -  is def ined to  be the  weak closure of the  

o rb i t  O ( x ) = { T x : T E S }  a n d  t h a t  O ( x ) - = { T x : T e S } .  Since S is weak ly  a lmos t  

periodic,  each 0 ( x ) -  is a weak ly  compac t  subset  of B. Fu r the rmore ,  each O(x) is 

convex so the  weak  closure 0 (x)- is convex and  is ident ica l  wi th  i ts  s t rong closure. 

I n  ergodic t heo ry  the  lol lowing condi t ions  on S and  B are  of in teres t :  

I .  I f  0 is in  O(x)-, t hen  0 is in O(Tx)-  for each 5" in S; equ iva len t ly ,  B 0 is 

S - inva r i an t .  (3) 

I I .  E a c h  O(x)- conta ins  a t  leas t  one f ixed po in t  of S. 

I I I .  E a c h  0 (x)-  conta ins  exac t l y  one f ixed po in t  of S. 

The  ma in  resul t  below is t h a t  I is sat isf ied if and  only  if the  condi t ions  of 

Theorem 4.9 hold,  and  t h a t  the  same re la t ion  subsists  be tween  I I  and  Theorem 4.10 

and  be tween  I I I  and  Theorem 4.11. We also es tabl ish  t h a t  B~ is the  set of f ixed 

po in ts  of S and  t h a t  the  kerne l  K (S) consists en t i re ly  of project ions .  F i r s t  we need  

a lemma.  

(1) After this paper was prepared for publication the authors learned of some recent results of 

H. Cohen and H. S. Collins which contain several of the results of this section (see Affine Semi- 
groups, Trans. Amer. Math. Soc., 93 (1959), 97-113). 

(~) The proof of Theorem 7.4 shows that I is also equivalent to the S-invariance of B 0. This 
is the condition that S act "ergodically" on B in the sense of [11]. 
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LEMMA 7.1. Let D be a Banach space and G a subset o/ the algebra B (D) o~ 

bounded linear operators on D that is a group under operator multiplication. Assume 

/urthermore that G is convex and is compact in the weak operator topology. Then G con- 

sists o/ a single projection. 

Proo/. For each V in G the map U-->VU of B ( D ) i n t o  itself is linear and 

is a 1-1 map of G onto itself. Thus is takes extreme points of G onto extreme points. 

Since by the Krein-Milman Theorem G has at least one extreme point, all points of 

G must be extreme, so G consists of only one operator which clearly must be a 

projection. 

TRv, ORnM 7.2. I /  S is a convex weakly almost periodic semigroup, K (S) consists 

entirely o/ projections. 

Proof. By Theorem 3.1, the weak operator closure ~q is a compact topological 

semigroup in the weak operator topology. Since S is convex, S will be convex. By 

Theorem 2.3, K ( S ) =  ( J E S E ,  where the union is over all projections E in K(3), and 

each E S E  compact and a group. Since S is convex, each E S E  is convex, so by 

Lemma 7.1 consists of E alone. 

LEMMA 7.3. I /  S is a convex weakly almost periodic semigroup, .Bp is the set o/ 

/ixed points o/ S. 

Proo/. I t  is clear that  each fixed point of S is in By. For the converse let D 

be a unitary subspace of B. As in the proof of Lemma 4.4, ~qlD is a group in B(D) 

containing the identity operator. ~ql D is compact and convex since ~q is compact 

and convex, so by Lemma 7.1, ~qlD contains only the identity operator. Thus S 

e ayes each unitary subspace of B pointwise fixed and as a consequence By consists 

entirely of fixed points. 

THEOREM 7.4. Let S be a convex weakly almost periodic semigroup. Then 

I holds i/ and only i/ (i) through (iv) o/ Theorem 4.9 hold; 

I I  holds i/ and only i/ (i) through (iv) o/ Theorem 4.10 hold; 

I I I  holds i/ and only i/ (i) through (iv) o/ Theorem 4.11 hold. 

Proo/. I implies 4.9. We shall assume that B 0 is S-invariant and prove that  

it is a closed linear subspace. Note that, since S and 0 (x) are convex, if x is in B0, 

0 is in the strong closure of O(x). Choose K so that  IITI[<~K for a]l T in S. Now 

let x and y be in B 0 and choose s > 0 .  There is a U in S with I I U x l l < s / 2 K  and 

since B 0 is S-invariant, there is a V in S with I[ VUyl l  < le .  Then 
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II VU(x+Y)II<KII Ux] [+  11 VUyll< , 

so x ~ - y  is in B o a n d  B o is a l inear  subspace.  To show t h a t  B o is closed, le t  x be 

a po in t  in the  closure of B o and  choose s > 0 .  There is a y in B o wi th  [ [ x - y ] [ < s / 2 K  

and a u in S with Thus 

II uzlJ  <lJ U(x-y)JJ+lluyJl< , 

and  x mus t  be in B 0. T h a t  4.9 implies  I is t r iv ia l .  

l I  implies  4.10. B y  L e m m a  7.3, By consists en t i re ly  of f ixed points ,  so ce r ta in ly  

Bp=Br.  F o r  the  reverse  inclusion,  choose x a po in t  in B r. B y  I I ,  { T x : T E S }  con- 

t a ins  a f ixed  po in t  Ux. By  L e m m a  4.1, there  is a V in ~q wi th  x =  V U x = U x .  

Thus x is a f ixed po in t  and  consequent ly  in By. 

4.10 implies  I I .  Le t  x be in B, a n d  E be a p ro jec t ion  in K @ ) .  Then E x  is 

in O(x)-,  and  b y  L e m m a  4.1, (iv) of Theorem 4.10 and  L e m m a  7.3, E x  is a 

f ixed  point .  

I I I  implies  4.11. Since I I I  is s t ronger  t han  I I ,  b y  " I I  impl ies  4.10" above,  

Br=B~, which b y  L e m m a  7.3 is the  set of f ixed poin ts  of S. I f  (iii) of Theorem 4.11 

d id  no t  hold,  there  would be two d i s t inc t  p ro jec t ions  E~ and  E 2 in K @). Then for 

a n y  x in B wi th  E l x + E  2x, O(x)- would  conta in  the  two e lements  E i x  and  E~x  

which are  in B~ b y  L e m m a  4.1 and  thus  f ixed points .  

4.11 impl ies  I I I .  B y  "4.10 implies  I I "  above,  each O(x)- contains  a t  least  one 

f ixed point .  Le t  u and  v be f ixed  poin ts  in 0 ( x ) - .  Choose U and  V i n ~ q s o  U x ~ u  

and  V x = v .  Then U ( x - u ) = O  so x - u  is in B 0. B 0 is a closed l inear  subspace  and  

thus  is weak ly  closed, so since i t  is S - inva r i an t  i t  m u s t  be S- invar ian t .  As a con- 

sequence,  V ( x - u ) = v - u  is in B 0. B u t  v - u  is a f ixed po in t  so v ~ u .  This com- 

pletes  the  proof of Theorem 7.4. 

8. Miscellaneous Applications 

I n  this  sect ion we presen t  two appl ica t ions  of the  results  of Sect ions 2 and  4. 

The  f irst  shows t h a t  weak and  s t rong compactness  are  equ iva len t  for groups of 

opera tors .  

THEOREM 8.1. Let B be a Banach 8pace, ~ (B)  the algebra o/ bounded linear 

operators on B, and S a subset o/ ~ (B). Suppose that S is a group under operator 

multiplication and is compact in the weak operator topology. Let E be the identity ele- 

ment o/ S. Then B o is the kernel o/ E, By is the range o/ E, and S is compact in the 

strong operator topology. 
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Proof. Since S is a group and is compact in the weak operator topology, 

S = S = K ( S )  and the conditions of Theorem 4.11 hold. By Lemma 4.2, B 0 is the 

kernel of E, and by  Lemma 4.1, the range of E is B r = B  v. Thus it remains only 

to show tha t  S is compact in the strong operator topology. By Theorem 3.2 it  suf- 

fices to show tha t  

{x : x e B, 0 (x)- strongly compact} (8.1) 

is all of B. By Theorem 4.2 of [7], (8.1) is a closed linear subspace of B. Since each 

element of B 0 is annihilated by  S, (8.1) contains B 0. And since each uni tary sub- 

space of B is contained in (8.1), (8.1) contains By. Thus (8.1) is all of B, since by 

(iv) of Theorem 4.11, B is the direct sum of By and B 0. 

The following is the analogue in our context of the well-known fact tha t  a closed 

subsemigroup of a compact group is a subgroup. 

CO~OLLA~Z 8.2. Let S be a subset o/ ~ (B) that consists of invertible operators. 

Suppose that S is compact in the weak operator topology and closed under operator 

multiplication. Then S is a group that is compact in the strong operator topology, and 

B =  B,.  

Proof. By Corollary 2.6, S contains a projection, which must  be the identi ty 

operator since S consists entirely of invertibles. Thus S, with the weak operator 

topology, is a compact topological semigroup and Theorem 2.3 can be applied. L e t  

E be a projection K (S). Since E is invertible it must  be the identity operator, so 

S = K (S). Since K (S) contains a unique projection, by Theorem 2.3 it is a group. The 

remainder of the proof follows from Theorem 8.1. 

Appendix 

This section is devoted to a proof of Theorem 2.1: Every  compact topological 

semigroup tha t  is algebraically a group is a topological group, i.e., has jointly con- 

tinuous multiplication and continuous inversion. First we need two lemmas. 

LE~MA A. 1. Let G be a compact topological semigroup that is algebraically a 

group. Then C (G) has an invariant mean m that satis/ies <f, m)  > 0 if / >~ 0 and f ~ O. 

Proof. The proof of the existence of m is identical with that  given for compact 

topological groups in [16], pp. 91-99, except for the construction of the sequence 

gl, g2 . . . . .  gn . . . . .  One has to replace the three paragraphs starting near the bot tom 

of p. 93 with "Le t  us denote by  A . . ."  and ending on p. 94 with " . . . ,  tha t  s = 0 " ,  

wi th  the following argument.  
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A is defined to be the subset of C(G) consisting of all n I ~ Rm/. I t  is clear 

that  its closure A in the norm topology is convex. Since a strongly closed convex 

set is weakly closed, A is weakly closed and thus the weakly closed convex hull of 

(Ro ] : a 6 G}. By Theorem 2.7, {R~ / : a e G} is weakly conditionally compact so by 

Theolem 1.2 of [7], A is weakly compact and thus compact in the topology of point- 

wise convergence. For each h in C(G), define S(h) to be 

s u p  I h (r - h (~)I" 
~,TEG 

Let s =  inf S ( h ) =  inf S(h). In  order to complete the argument  we must  find 
heA h e ~  

a function g in C(G) with S ( g ) = s  and a sequence {g,} in A with g~--->g uniformly. 

:But for any s'>s, { h : h e ~ ,  S(h)<~s'} is non-empty and closed in the topology of 

pointwise convergence (in which A is compact), so some g in A yields S (g)= s. And 

since A is the strong closure of A, there is a sequence {g,} in A converging uni- 

formly to g. 

LE~MA A. 2. Let S be a compact topological semigroup and let / be in C(S). 

Then the subset 

{[R~/-R~/]:  (~, T6S) (A. 1) 

o/ C (S) is compact in the weak topology. Furthermore, the weak topology and the topo- 

logy o/ pointwise convergence agree on (A. 1). 

Proo/. The map (~, T)-->] R~ / -  R~ /] of S•  into C(S) supplied with the topo- 

logy of pointwise convergence is continuous. Thus (A. 1) is compact in the topology 

of pointwise convergence. Since it is bounded, by  Theorem 5 of [10] it is compact 

in the weak topology, and since the two topologies are comparable, they must agree 

on (A. 1). 

We can now proceed to the proof of Theorem 2.1. Let  e be the identity ele- 

ment  of G. Separate continuity shows the topology of G is defined by the base of 

neighborhoods of e, and thus it suffices to show the map (v, a ) -~ r  1(~ of GxG into 

G is continuous a t  (e, e). Suppose that  this is not the case. Then there exists a 

neighborhood W of e which has the property that  for each neighborhood U of e there 

is some ~u and rv  in U with Uv= ~ v~ au  not in W. Let  /Y be the directed set of 

neighborhoods of e with the usual ordering, i.e., U >  V if U C  V. Let  U be a cluster 

point of the net {Us}. Such an U must  exist by the compactness of G. By the 
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choice of the a~ and ~v, ~ is outside of W and thus ~4=e. Choose / in C (G) s o t h a t  

/(e)~=/(~). Then ]=~R~f so by Lemma A. 1, 

;I/-R~/I, ~ ) > 0 .  (A. 2) 

Since lim a~=e and lim ~uU-U,  
N N 

Jim IR~/-R~/I =I/-R~/I (A. 3) 

convergence. Thus by Lemma A. 2, (A. 3) also holds in 

In  particular 

(A. 4) 

in the topology pointwise 

the weak topology of C(G). 

lim <]Rou/- R~u~l I, m } = ( l l -  R~/I, m } > 0 ,  
N 

by (A. 2). For each U in N, by invariance of m, and since Uv= ~1  au, 

( tRou/-R~v~/I ,  m } = ( R  ~,[R~u/-R~v~/[, m } = ( I R ~ u / -  R~]l, m}. 

Thus by (A. 4) 

lim ( [ R , u / - R , / I ,  m ) > 0 .  (A. 5) 
N 

We shall obtain a contradiction to (A. 5) by showing that  the net {(I R , ~ / -  R , / I ,  m)} 

of real numbers has 0 as a cluster point. Since ~1 is a cluster point of the net {~u}, 

the function 0 = [ R ~ / -  R , / [  is a cluster point of the net [ R ~ / -  R~/[ in the topology 

of pointwise convergence. Thus by Lemma A. 2 it is also a cluster point in the weak 

topology of C(G); as a consequence 0 is a cluster point of the net (t R~v[-R~f l ,  m). 

This is our contradiction and completes the proof. 
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