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Abstract

System safety, reliability and risk analysis are important tasks that are performed throughout the system life-cycle to ensure the dependability of safety-critical systems. Probabilistic risk assessment (PRA) approaches are comprehensive, structured and logical methods widely used for this purpose. PRA approaches include, but not limited to, Fault Tree Analysis (FTA), Failure Mode and Effects Analysis (FMEA), and Event Tree Analysis (ETA). Growing complexity of modern systems and their capability of behaving dynamically make it challenging for classical PRA techniques to analyse such systems accurately. For a comprehensive and accurate analysis of complex systems, different characteristics such as functional dependencies among components, temporal behaviour of systems, multiple failure modes/states for components/systems, and uncertainty in system behaviour and failure data are needed to be considered. Unfortunately, classical approaches are not capable of accounting for these aspects. Bayesian networks (BNs) have gained popularity in risk assessment applications due to their flexible structure and capability of incorporating most of the above mentioned aspects during analysis. Furthermore, BNs have the ability to perform diagnostic analysis. Petri Nets are another formal graphical and mathematical tool capable of modelling and analysing dynamic behaviour of systems. They are also increasingly used for system safety, reliability and risk evaluation. This paper presents a review of the applications of Bayesian networks and Petri nets in system safety, reliability and risk assessments. The review highlights the potential usefulness of the BN and PN based approaches over other classical approaches, and relative strengths and weaknesses in different practical application scenarios.
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1. Introduction

Safety critical systems underpin many of the advances in modern society and have become an integral part of our life. Use of such systems can be noticed in a wide range of industries such as the automotive, aerospace, nuclear, energy, medical, and process industries. However, our high reliance upon them also means that the failure of such systems has the potential to cause great harm to people and the environment. For this reason, the development of such systems requires a rigorous assessment of system behaviour to ensure that they possess a high level of dependability: the capability of avoiding failures that are more frequent and more severe than it is acceptable.

One of the key goals in developing safety-critical systems is to identify potential risks posed by such systems and then minimising the likelihood of these risks. To increase the dependability of systems, analysts have to understand the behaviour of systems, i.e., how they work and how they may fail. The dependability analysis process allows system analysts to complete the above tasks. Based on the results of the analysis, decision makers can determine necessary preventive and/or maintenance actions to minimise the likelihood of system failure. As systems become more complex, dependability analysis plays a vital role in the successful design and development of the system; they also become increasingly difficult.

Over the years, several approaches have gained popularity including Fault Tree Analysis (FTA) (Vesely et al., 2002), Hazard and Operability Analysis (HAZOP) (Dunjó et al., 2010), Failure Modes Effect and Criticality Analysis (FMECA) (US Department of Defense, 1980), and Bow-tie diagrams (de Dianous and Fiévez, 2006) etc. These approaches often simplify the system safety and reliability analysis processes by making assumptions about system behaviour. Such assumptions include: focusing only on the technical part
of the system, single mode of operation for system, statistical independence of system components, binary states (failed or non-failed) of components, non-repairability of components, and availability of failure data. However, in practice all these assumptions are not valid. Modern systems frequently operate in multiple modes or phases, making them dynamic systems. For example, an aircraft can operate in take-off, flight, and landing phases. Similarly the fuel system of an aircraft can work in refuelling and consumption modes. Under non-repairability assumption, it is considered that once a component fails it remains in the failed state forever and is not repaired. However, in many practical situations, it is possible to repair a failed component to restore its functionality. Moreover, it is also considered that systems and components can either be in working or in failed state, ignoring any intermediate state. However, in practice, systems and components can operate in other intermediate states with degraded functionality or performance levels.

Dynamic behaviour gives rise to a variety of dynamic failure characteristics such as functional dependencies between events and priorities of failure events, and the analysis is further complicated as organizational and human factors may contribute to system failure (Leveson et al., 2009). Overall, various challenges arise in the analysis from the following factors (Weber et al., 2012):

1. Scale and complexity (Seong, 2008; Zio, 2009)
2. Number and types of failure modes components can have (Filieri et al., 2010; Pham, 1999, 2003)
3. Dependencies among system components (Dugan et al., 1990; Xing et al., 2011)
4. Number of states the system can be in (Bouissou and Pourret, 2003; Li and Zuo, 2008; Lisnianski and Levitin, 2003; Yingkui and Jing, 2012)
5. Temporal behaviour of the systems (Berthomieu and Diaz, 1991; Labeau et al., 2000; Palshikar, 2002; Kabir et al., 2017)
6. Effect of organizational and human errors on system failure (Davoudian et al., 1994; Swain and Guttmann, 1983)
7. Uncertainties in system behaviour and failure data (Hu et al., 2015a; Kabir, 2016; Nannapaneni and Mahadevan, 2016)

To overcome the limitations of the classical approaches in addressing the above challenges, classical approaches have been extended, e.g., in the case of FTA, with dynamic fault trees (DFTs) (Dugan et al., 1992) or Temporal Fault Trees (TFTs) (Palshikar, 2002; Walker, 2009). Moreover, Markov chains, simulations (e.g. Monte Carlo), Petri nets, and Bayesian networks have been applied in the field to address the limitations of classical approaches. Markov chains are limited to exponential distributions. This requirement may be too tight for modelling complex systems as Markov Chains can only be used for systems with exponentially distributed lifetime. Additionally, Markov chain based approaches suffer from the state-space explosion. Simulation is usually used when the state-space analysis is infeasible. Simulation approaches can work with both exponential and non-exponential distributions. However, simulation requires more memory and can take much longer to run. It cannot be exhaustive and is typically limited to a subset of state trajectories. Bayesian networks can avoid the state space explosion problem and generally can work with different types of lifetime distributions. They can also deal with uncertainty and can be used for robust probabilistic reasoning in the conditions of uncertainty. The main advantage of BNs over other existing approaches is their polyvalency, i.e., they can offer different functionality such as predictive and diagnostic analysis, model updating, and optimization, etc. In the recent years, Bayesian networks have increased in popularity as shown in (Mahadevan et al., 2001; Boudali and Dugan, 2005a; Langseth and Portinale, 2007). Sigurdsson et al. (2001) and Weber et al. (2012) reviewed the applications of Bayesian networks for dependability, risk analysis and maintenance areas until 2000 and 2008, respectively. Some developments from 2009 were also included in (Weber et al., 2012). Petri nets have been applied in wide varieties of areas. A survey of the application of Petri nets for freight logistics and transportation systems modelling could be found in (Cavone et al., 2017). A review of different industrial applications of PNs is available in (Zhou and Zain, 2016). The application of Petri nets for system safety, reliability, and risk assessment can be traced back to the 1980s (Beyaert et al., 1981; Geist et al., 1983; Leveson and Stolzy, 1987) and their popularity for system analysis is increasing due to their strong mathematical formalism and graphical view. In addition to addressing the limitations of classical approaches for safety and reliability analysis, Petri net models provide a one-to-one
interface for other purposes such as formal specification and verification, which cannot be handled with other formalisms.

This paper presents a comprehensive review of the use of BNs and PNs in system safety, reliability and risk assessments. The rest of this paper is organized as follows. Section 2 describes the fundamentals of Bayesian networks and Petri nets. The applications of BNs and PNs in system safety, reliability and risk assessment are reviewed in sections 3 and 4, respectively. Discussion and future research directions are presented in section 5. Finally, concluding remarks are presented in section 6.

2. Background

2.1. Bayesian Networks

Bayesian Networks (BNs) are directed acyclic graphs that represent a set of variables and their conditional dependencies (Pearl, 1988). A BN model contains a qualitative and a quantitative part. The qualitative part contains a directed acyclic graph and the quantitative part contains prior and conditional probabilities of BN nodes. In the acyclic graph, the nodes represent the random variables and are graphically represented as circles. On the other hand, directed arcs represent dependencies or cause-effect relations among the nodes. In a BN, a node X is said to be the parent of another node Y if there exists an arc from node X to node Y. Parent nodes have a direct effect on its child nodes and each child node \( X_i \) has a conditional probability distribution defined as \( \Pr\{ X_i | \text{Parents}(X_i) \} \), which quantifies the effect of the parents on the child node. If a node has no parent, then it is known as a root node, and if a node has no children, then it is a leaf node.

A set of conditional independence statements are the main considerations when making BN models and conditional independence information can be obtained from a BN model by employing the rules of \textit{d-separation} (Pearl, 1988). Two random variables \( X \) and \( Y \) are conditionally independent given a third random variable \( Z \) if and only if they are independent in their conditional probability distribution given \( Z \). Stated in a different way, \( X \) and \( Y \) are conditionally independent given \( Z \) if and only if, given any value of \( Z \), the probability distribution of \( X \) is the same for all values of \( Y \), and the probability distribution of \( Y \) is the same for all values of \( X \). Using the conditional independence assumptions of BNs, the joint probability distribution of a set of random variables \( \{X_1, X_2, X_3, \ldots, X_{n-1}, X_n\} \) can be determined using a chain rule as explained in (Pearl, 1988):

\[
\Pr(X_1, X_2, X_3, \ldots, X_{n-1}, X_n) = \prod_{i=1}^{n} \Pr(X_i | \text{Parent}(X_i))
\]
BNs can provide a robust probabilistic method of reasoning under uncertainty and they are capable of combining different sources of information to provide a global assessment. In a BN model, both forward (predictive) and backward (diagnostic) analyses can be performed. The forward analysis of the model is done by following the directions of the network's arcs from the root nodes towards the leaf nodes. In this analysis, the information about the causes are used to obtain the new belief about the effects. On the other hand, the backward analysis of the BN model is performed by following the direction of the arcs in the opposite direction, i.e., reasoning from effects back to their causes. In this case, evidence is provided on the nodes representing unknown variables and based on this evidence new beliefs about the known variables are obtained and updated. The diagnostic analysis of BN model is performed using the Bayes' theorem. According to Bayes' theorem, if $A$ and $B$ are two random events and it is known that $B$ has occurred, then the posterior probability of the event $A$ occurring given that $B$ has occurred can be determined as:

$$Pr(A|B) = \frac{Pr(B|A) Pr(A)}{Pr(B)}$$

where $Pr(A)$ and $Pr(B)$ are the prior probability of event $A$ and $B$ respectively.

Classical BNs are particularly suitable for modelling systems in the static domain where the temporal behaviour of systems is not taken into account. However, classical BNs have been extended to model systems in dynamic domain as well. Application of BNs in dynamic domain has led to the formalisms like Dynamic Bayesian Networks (DBNs) (Nicholson, 1992; Murphy, 2002), Temporal Bayesian Networks (TBN)(Kanazawa, 1992), Dynamic Object Oriented Bayesian Networks (DOOBNs) (Weber and Jouffe, 2006), etc. Usually, a node in a BN represents either a discrete or a continuous variable. However, a hybrid BN (HBN) (Marquez et al., 2010) is a type of BN which can incorporate both discrete and continuous variables in a single BN model.

2.2. Petri Nets

Petri Nets (PNs) are a formal graphical and mathematical modelling tool which is appropriate for specifying and analysing the behaviour of complex, distributed and concurrent systems. A classical PN is a bipartite directed graph generally represented as six-tuple $N = (P, T, A, K, W, M_0)$, where:

- $P = \{p_1, p_2, p_3, \ldots, p_n\}$ is a finite set of places: a place is graphically represented by a circle.
- $T = \{t_1, t_2, t_3, \ldots, t_m\}$ is a finite set of transitions: a transition is represented by a rectangular bar.
- $A \subseteq (P \times T) \cup (T \times P)$ is a finite set of arcs from places to transitions or transitions to places.
- $K = \{1, 2, 3, \ldots\}$ is the capacity function of a place $p$, which defines number of resources a place can hold. Resources are represented as tokens (shown as dots).
- $W : A \rightarrow \{1, 2, 3, \ldots\}$ is the weight of an arc, which represents the number of tokens consumed from a place through an arc or number of tokens deposited to a place through an arc.
- $M_0 : P \rightarrow \{1, 2, 3, \ldots\}$ is the initial marking of a PN model representing the number of tokens in each place of the model.

In a PN model, input places are known as the pre-conditions of a transition, which represent the conditions that need to be satisfied for the transition to be enabled and are connected to the transition through input arcs. Transition enabling conditions are defined as a pre-specified number of tokens in all the input places of the transition. On the other hand, output places are known as post-conditions of a transition, which represent the outcome of the transition and are connected to the transition through output arcs. On firing of a transition, a pre-specified number of tokens are consumed from the input places of that transition and a pre-specified number of tokens are deposited to the output places of the transition.

Although, classical PNs are easy to analyse, it requires many places and transitions to model the behaviour of moderately complex systems, which may give rise to a state explosion problem (Desrochers et al.,
2005). At the same time, it is problematic to model time-dependent behaviour using classical PNs. To overcome the above mentioned limitations, conventional PNs have gone through different modifications. Stochastic Petri Net (SPN) (Molloy, 1982) is one such extension of PNs that allows transition delays to be exponentially distributed. To allow both immediate and timed transitions in the same PN model, SPNs have been extended to Generalized Stochastic Petri Nets (GSPN) (Marsan and Chiola, 1987; Marsan et al., 1996). In GSPNs, timed transitions are usually represented graphically by white bars and fire after a random period of time. On the other hand, immediate transitions are graphically represented by black bars and they fire immediately after being enabled. Immediate transitions have priority over timed transitions, i.e., if an immediate and a timed transition are enabled at the same time, the immediate transition fires first.

Extended Stochastic Petri Nets (ESPNs) (Trivedi et al., 1984; Dugan et al., 1984) are another extension to SPNs, which allow transition delays to be defined as any arbitrary distribution. That means that non-exponentially distributed transitions are possible in ESPNs. On the other hand, Fluid Stochastic Petri Nets (FSPN) (Gribaudo et al., 2001a,b) allow modelling system behaviour with two classes of places: discrete places and fluid places. Discrete places may hold a discrete number of tokens and fluid places may hold a continuous quantity represented by a non-negative real number. The capability of PNs for system modelling has been enhanced in different other ways. One such enhancement is the inclusion of inhibitor arcs (Peterson, 1981) in the PN model. An inhibitor arc is represented as an arc that ends with a small circle instead of arrowhead. Inhibitor arcs can have a weight like normal arcs (Kleijn and Koutny, 2004) and they change the firing rule of transitions. If a place \( p \) is connected to a transition \( t \) through an inhibitor arc with weight \( w \), then the transition \( t \) will be enabled only if \( p \) contains at most \( w-1 \) tokens. Moreover, when a transition fires, no token is consumed through an inhibitor arc, i.e., tokens in the inhibiting place remain zero. Using the property of the inhibitor arc, it is possible to verify non-occurrence of an event. There are different other variants of Petri nets available such as coloured Petri nets (CPNs) (Peterson, 1980; Jensen, 1981, 2013), Stochastic Well-formed nets (SWN) (Chiola et al., 1991, 1993), and predicate/transition nets (Genrich and Lautenbach, 1981). A detailed description of different types of PNs is out of scope of this paper. However, interested readers can find more information about Petri nets in (Reisig, 2012; Zurawski and Zhou, 1994; Peterson, 1977; Murata, 1989).

3. Bayesian Networks in Safety, Reliability and Risk Assessments

3.1. Applications in Safety and Reliability Analysis

Bayesian networks have been used in system safety and reliability analysis in two different ways. Firstly, they are used as standalone approaches. In such cases, system behaviour is directly modelled into a BN and all the relevant analyses are performed on the BN model. In the second scenario, BNs are used in association with other dependability analysis artefacts. In this case, generally dependability analysis artefacts such as fault trees are obtained first. After that, these artefacts are converted to BN models and all analyses are performed on these models.

3.1.1. Applications as standalone approaches

Early applications of BNs could be found in (Neil et al., 1996). A short review of applications of dynamic BNs for dynamic reliability assessment was presented in (Zahra et al., 2013). When BNs are used
as standalone approaches, either predefined BNs are used for the analysis of a specific system or new BNs are created from scratch based on the knowledge about system under consideration. For example, in (Gran and Helminen, 2001), the authors used a BN model for reliability assessment of nuclear plants. BN models were used for the reliability analysis of power systems and military vehicles in (Yu et al., 1999; Daemi et al., 2012; Yongli et al., 2008; Hu et al., 2008) and (Neil et al., 2001), respectively. Network reliability has been studied in (Lynn et al., 1998) using a pre-defined BN.

When BNs are created from scratch, they can be created manually, (semi-)automatically from the existing data, or by combining manual and data-driven processes (Zhao et al., 2012). To create a BN for system reliability analysis, the information about the nodes, the association among the nodes and the strength of these associations must be known a priori. To help with the creation of a BN model, an expert with significant knowledge about the system is typically employed. Fig. 3 shows the steps required to create and utilise a BN model for safety and reliability analysis. Bouissou et al. (1999) proposed a method for hierarchical top-down construction of BNs combining evidence from different sources for reliability assessment of safety-critical systems.

To overcome the limitation of employing experts for creating BNs, and find associations between BN nodes, Doguc and Ramirez-Marquez (2009) proposed a method for automatic construction of a BN model of a system based on the historical data about the system without the intervention of experts. In this approach, associations between historical components were identified using a data mining algorithm named K2. The same authors have performed similar research in (Doguc and Ramirez-Marquez, 2012) for reliability analysis of grid systems. Jiang et al. (2013) proposed a novel probabilistic model, called the hybrid relation model (HRM) for reliability evaluation of programmable logic controller (PLC) systems. HRM is a type of BN, which captures complex dependencies among PLC system components caused by the embedded software. Aslett et al. (2015) used the concept of survival signature (Coolen and Coolen-Maturi, 2013) for reliability evaluation of systems using BNs. A hybrid BN framework has been presented by Neil and Marquez (2012) to model the availability of renewable systems. Cai et al. (2012) have shown how a BN can be used for reliability evaluation of subsea blow-out preventer control system. Recently, Liu et al. (2015) proposed a method for developing a dynamic Bayesian network model for reliability analysis of subsea blowout preventer stack in the presence of common cause failures. In (Hänninen et al., 2014a; Eleye-Datubo et al., 2008) BNs have been used for safety and reliability analysis in the maritime and offshore industries. Hänninen (2014) reviewed the benefit and challenges of applications of Bayesian networks in maritime safety and accident analysis. Honari et al. (2009) showed how the Bayesian network can be used for the probabilistic reliability quantification of an \((r,s)\)-out-of-\((m,n)\): F system. In (Su et al., 2012), the application of DBN for reliability assessment of distribution system has been illustrated.

Although most applications target hardware reliability, methodologies have also been proposed for software systems. Fenton et al. (2008) reviewed the application of BNs for software defect prediction and reliability estimation. In (Bai, 2005), a new BN method called Markov Bayesian network has been proposed and applied for reliability assessment of software systems using data from their operational profile. In this approach, failure data of components were obtained from historical data and expert knowledge. At the same time, a dynamic Bayesian network based method has been proposed in (Roshandel et al., 2007) to assess the reliability of software systems at the architectural level by creating a stochastic reliability model of the system. This approach was developed for design time analysis of system where no information about the runtime behaviour of the system is available. The technique used a component-based strategy to evaluate the overall system reliability, i.e., the reliability of the system components is evaluated first and then the results are combined to estimate system-level reliability.

Reliability of systems with small probabilities are usually evaluated using Monte Carlo simulation. But Monte Carlo simulation based approaches are expensive in terms of execution time and memory requirement. To overcome these limitations, Cadini and Gioletta (2016) have proposed a method by exploiting Bayesian Monte Carlo (BMC) approach (Ghahramani and Rasmussen, 2003). Straub and Kiureghian (2010) proposed a computational framework called enhanced Bayesian network (eBN) by combining Bayesian networks and structural reliability methods (Ditlevsen and Madsen, 1996) for reliability estimation of engineering structures and infrastructures. Recently, Straub and Papaioannou (2014) proposed a method by combining structural reliability methods with rejection sampling strategy (Gilks and Wild, 1992) for calculating the
posterior distribution of unknown parameters in a BN model.

Although most of the BN-based approaches rely on simulation to evaluate system reliability, Guan et al. (2012) proposed an analytical approach for reliability estimation using the Laplace method (Tierney and Kadane, 1986), Bayesian updating, and system response estimation given a reliability index. As this approach does not use simulations such as Monte Carlo or Markov chain Monte Carlo simulations, it is computationally more efficient, which makes this approach a superior option for real time application. Cai et al. (2015) also proposed a method combining classical and dynamic BNs for real time reliability evaluation. In this approach, classical BN is used for failure diagnosis, i.e., to identify the root causes of system failure and the DBN is used for the reliability analysis by performing predictive analysis on DBNs.

Most of the BN-based approaches estimate system reliability based on precise lifetime data of components. However, it is not always possible to obtain precise failure data of system components. BNs are inherently...
capable of handling random and non-random uncertainties, however, the issue of uncertainty has been explicitly addressed by different researchers. An overview of a few of such contributions is presented in Table 1.

### Table 1: Overview of modelling aspects considered by BNs as part of standalone approaches

<table>
<thead>
<tr>
<th>Aspects considered</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human reliability</td>
<td>Eleye-Datubo et al. (2008), Mkrtchyan et al. (2016), Podofoilini and Dang (2013), Groth and Mosleh (2012), Baraldi et al. (2009), Musharraf et al. (2013, 2014), Groth and Swiler (2013), Kim et al. (2006), Su et al. (2014), Li et al. (2012).</td>
</tr>
<tr>
<td>Continuous variables</td>
<td>Neil et al. (2008), Marquez et al. (2007), Guan et al. (2012).</td>
</tr>
</tbody>
</table>

Wu (2004, 2006) addressed the issue of uncertain data in reliability analysis by combining fuzzy set theory with Bayesian networks. The method was used for the reliability analysis of production systems in (Gökemli and Ulusoy, 2010). Huang et al. (2006) used fuzzy set theory to address the issue of imprecise failure data and proposed an approach to determine multi-parameter lifetime distribution of components. In this approach, membership functions of the failure rate data were estimated using neural networks and genetic algorithm. Zhang et al. (2014) proposed a fuzzy set theory based BN approach for safety analysis in construction projects. Ibrahim and Beiu (2011) proposed a BN-based method for reliability evaluation of nano-scale CMOS circuits.

Human reliability analysis (HRA) is an important aspect that requires significant consideration while designing dependable systems. HRA is concerned with systematically identifying and analysing the causes and effects of human errors in system operation. Several approaches have been developed based on BNs for HRA and are listed in Table 1. A review of the applications and gaps in the use of BNs in HRA could be found in (Mkrtchyan et al., 2015). Recently, for HRA with limited judgement, the same authors have proposed methodologies in (Mkrtchyan et al., 2016) for building conditional probability tables of BNs. Groth and Swiler (2013) proposed a BN-based version of the widely used Standardized Plant Analysis Risk–Human Reliability Analysis (SPAR-H) (Gertman et al., 2005) method in the nuclear industry. This approach was aimed to close the gap between the HRA research and HRA practice in this industry. A BN-based method has been proposed by Podofillini and Dang (2013) to aggregate expert judgements on human error probabilities. This method can be used to determine the relationship between given performance conditions and the human error probability. As claimed by the authors, this approach can be applied to enhance the treatment of expert opinion in existing HRA methods such as SPAR-H, CESA (Reer et al., 2004; Reer and Dang, 2007), and heart (Williams, 1986) etc. At the same time, Musharraf et al. (2013) have used BN to model the interdependency between human factors and associated actions during offshore emergency conditions. Multi-expert knowledge was used to address the issue related to the scarcity of data, and evidence theory was used to handle uncertainty and conflict associated with expert opinion.

#### 3.1.2. Applications as model-to-model transformation approaches

The first application of BNs as part of model-to-model transformation approach could be found in (Torres-Toledano and Sucar, 1998). In this approach, Torres-Toledano and Sucar modelled the system reliability using a reliability block diagram (RBD). The RBD was then transformed into a BN model for probabilistic reliability evaluation. Further work on this approach is available in (Kim, 2011; Zhou et al., 2007).
2006a; Mi et al., 2012). In (Kim, 2011), the author extended an RBD with general gates (RBDGG) using the concept of reliability graph with general gates (RGGG) (Kim and Seong, 2002). In order to quantify system reliability, RBDGG was transformed into BNs. While the previous approaches considered binary states of system components, the approach proposed in (Zhou et al., 2006a) considered multi-state systems. In addition to multi-state systems, common cause failure (CCF) is also considered in (Mi et al., 2012).

The most extensive application of BNs in system safety and reliability evaluation as model-to-model transformation approaches is by translating fault trees (FTs) into BNs. The pioneering work on system reliability analysis by translating FTs into BNs was performed by Bobbio et al. (2001). The process of mapping a FT into a BN is shown in Fig. 4. As seen in the figure, the mapping of a FT into a BN model is a one-to-one mapping process. The basic events of the FT are mapped to the root nodes of BN, the intermediate events (e.g., logic gates) are mapped into the internal nodes and the top event of the FT is mapped to a leaf node. The prior probabilities of the root nodes of the BN are calculated using the failure probabilities of the basic events they represent. On the other hand, the conditional probabilities of the internal nodes are populated based on the functional definitions of the logic gates they represent. As the outcome of the logic gates are deterministic, i.e. true or false, the entries in the conditional probability tables (CPTs) are either 0 or 1.

![Figure 4: FT to BN conversion process](image)

Once a BN is formed from of a FT model, predictive analysis is performed by following the arcs of the network. The result of predictive analysis usually consists of system reliability related information. On the other hand, diagnostic analysis can be performed by providing evidence about the system failure on the BN model. Based on this evidence the posterior probability of the root nodes of the BN can be calculated and updated. Evidence-based analysis is also used to determine the importance of the basic events in terms of their contributions to the occurrence of the system failure. In many areas, FTs have been translated to BNs for safety and reliability analysis of systems. For example, in (Martins and Maturana, 2013) FTA has been integrated with BNs for human reliability analysis in oil tanker operations. Some other applications include the reliability evaluation of steel construction projects (Leu and Chang, 2013), train control systems (Flammini et al., 2006; Su and Che, 2013), and power systems (Limin et al., 2002).

In most of the approaches mentioned earlier in this section, the prior probabilities of the component failures are considered as precise values. However, for large and complex systems, in many cases it is difficult to obtain a precise failure probability. The issue of epistemic uncertainty in failure data has been explicitly addressed using BNs. For instance, in (Simon et al., 2007, 2008), the authors combined evidence theory with BNs to address the issues of both random and epistemic uncertainties. The authors showed how the basic concepts of the Dempster Shafer theory (Shafer, 1976) can be implemented in BN tools for the treatment of epistemic uncertainty. Moreover, they also showed how diagnostic analysis can be performed to identify components that contribute more to the uncertainty.

In addition to classical fault trees, dynamic fault trees (DFTs) have also been probabilistically evaluated by translating them into Bayesian networks. Boudali and Dugan (2005a) proposed a method for reliability evaluation of dynamic systems by translating DFTs into discrete-time Bayesian networks (DTBNs). This approach can model complex behaviours of components and their interactions. It also alleviates the state space explosion problem met in the evaluation of DFTs using Markov chains. The qualitative translation
The process of DFTs to DTBNs is the same as the translation process of FTs to BNs, as seen in Fig. 4. The only difference is that, in addition to Boolean gates, dynamic gates are also translated into BNs. However, the quantitative part of the translation process, i.e., the generation of prior probabilities and conditional probabilities, are different from the static approach. Now, these probability values are generated by taking into account that a component can fail in different points in time and also by considering the dynamic behaviour of the logic gates. It is important to note that as this approach considers the discrete model of time, the granularity of temporal discretisation has to be decided prior to modelling. The accuracy and computational performance of this approach is dependant on the number of time intervals used for time discretisation. To overcome the issues with time discretisation, Boudali and Dugan (2006) proposed a method based on continuous time BNs. This approach is different from the DTBN-based approach in the sense that the variables in the BN are now continuous. More importantly, the probabilities (both prior and conditional) are expressed as probability density functions and the joint probability distribution is expressed as a joint probability density function instead of multi-dimensional tabular form. For this reason, this approach saves on memory, by not storing any probability tables, and can provide an exact closed form solution to the system reliability evaluation. Marquez et al. (2008, 2010) developed a BN-based approach where both discrete and continuous nodes are used in the same model and which allows the use of any parametric and empirical distributions for the time-to-failure of system components.

At the same time, Montani et al. (2005) proposed a concept of translating DFTs to dynamic Bayesian networks (DBNs) for dependability analysis of systems. They performed further research to propose the concept of a tool for automatic translation of DFTs to DBNs in (Montani et al., 2006b,a). Finally, they presented a complete tool named RADYBAN in (Montani et al., 2008) for automatic conversion of DFTs to a 2-time-slice BNs (2TBNs)(Weber and Jouffe, 2003). 2TBN is an instant-based approach, whereas the methodology proposed by Boudali and Dugan (2005a) was interval-based. The instant-based approach has been criticised for being too general or creating unnecessarily complex networks by repeating the same structure for each time instance. However, the 2TBN approach seems to overcome this limitation by modelling any time horizon using only two time slices. Portinale et al. (2010) further developed this work by introducing a repair box gate to enable the modelling of repairable systems. In (Codetta-Raiteri and Portinale, 2015), dynamic Bayesian networks were used for fault detection, identification, and recovery in autonomous spacecraft. Most recent contributions of BNs applications in safety and reliability by converting DFTs into BNs can be found in (Codetta-Raiteri, 2015; Codetta-Raiteri and Portinale, 2017). In (Codetta-Raiteri and Portinale, 2017), DFTs were evaluated by translating them into a Generalised Continuous Time Bayesian Network (GCTBN) (Codetta-Raiteri and Portinale, 2010), an extension of the CTBN defined by Nodelman et al. (2002). Unlike other variants of BNs, GCTBN can consider repairability of components during analysis. The GCTBNs were solved by converting them to GSPN models. For this reason, if the GCTBN contains many multi-state nodes, the GSPN-based analysis will suffer from state space explosion due to the consideration of large number of states.

RBDs and FTs are not the only artefacts that are transformed into BNs for system safety and reliability analysis. Different other artefacts such as bow-tie diagrams were translated to BNs in (Khakzad et al., 2013a; Abinbola et al., 2015) and FMEA was translated to BNs in (Chengshan and Yinghua, 2004). In addition to model-to-model transformation approaches, BNs have also been used in association with other dependability artefacts, where other models are not directly transformed into BNs. Instead, BN models are used in parallel with other models to improve the results. For instance, in Yang et al. (2008) have used BNs with FMEA and fuzzy set theory for risk prioritisation in FMEA. Weber et al. (2004) used a dynamic BN as an equivalent model to the Markov chain for reliability assessment of complex systems. On the other hand, Foulliaron et al. (2015) modelled semi-Markovian processes using a special type of DBN called Graphical duration model (GDM) (Donat et al., 2010) for reliability analysis of dynamic systems. In (Singh et al., 2001), BN has been used with UML diagrams for reliability evaluation of component based software systems. In this approach, system reliability is estimated using three models as: state-based models, path-based models and additive models. In state-based models, predefined system architectures or architectures generated at run time are represented using control graphs (Gokhale et al., 1998). All possible execution paths that the system can follow during runtime are considered in the path-based models. Component failure data are used in the additive models (Xie and Wohlin, 1995) by considering the growth model.
Table 2: BNs applications as model-to-model transformation approaches

<table>
<thead>
<tr>
<th>Dependability artefacts</th>
<th>Methodological contributions</th>
<th>Applicative contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bow-tie diagram</td>
<td>Khakzad et al. (2013a)</td>
<td>Abimbola et al. (2015)</td>
</tr>
<tr>
<td>Reliability Block Diagram</td>
<td>Torres-Toledano and Sucar (1998), Zhou et al. (2006a), Kim (2011), Mi et al. (2012), Li et al. (2016a)</td>
<td>Ur et al. (2014)</td>
</tr>
</tbody>
</table>

3.2. Applications in Risk Assessments

A review of the applications of Bayesian inference for probabilistic risk assessment till 2007 was presented by Kelly and Smith (2009). Different aspects of Bayesian network-based risk assessment and decision analysis are described by Fenton and Neil (2012, 2014). The inference process of BN was integrated with traditional probabilistic risk assessment by Lee and Lee (2006) to consider the effects of evolutionary environmental conditions on nuclear waste disposal. Maglogiannis et al. (2006) introduced a BN-based method for risk analysis in patient health monitoring system. In this approach, they combined basic attributes of the CCTA Risk Analysis and Management Methodology (CRAMM) (Yazar, 2002) with the BN network to identify assets, potential threats and vulnerabilities of patient telemonitoring systems, and model dependencies between these events.

Like system safety and reliability analysis applications, different dependability artefacts such as event trees, fault trees, dynamic fault trees and bow-tie diagrams are translated into BNs for risk assessment. For example, Kalantarnia et al. (2009, 2010) and Rathnayaka et al. (2011) represented potential accident scenarios using event trees and utilised Bayes’ theory as a means for dynamic risk assessment by helping to update the failure probabilities of the events in the event trees. Khakzad et al. (2012) used Bayes’ theory with bow-tie (BT) model for dynamic risk assessment. The BT model combines fault tree and event tree to represent accident scenario including causes and consequences. This approach is suitable for real-time risk assessment. In the approach, the basic events failure probabilities are updated in real-time based on the observed parameters of the physical system components. On the other hand, Bayes’ theorem is used to update the failure probability of safety barriers of the BT. Methodologies have been proposed for mapping bow-tie diagrams into BNs for dynamic risk assessment in (Ale et al., 2006, 2009; Khakzad et al., 2013a; Yuan et al., 2015). The approach proposed in (Khakzad et al., 2013a) was applied for the quantification of risk associated with offshore drilling operations in (Khakzad et al., 2013b; Abimbola et al., 2015). Bayesian network based risk assessment approaches have been widely used in process industries. Khakzad et al. (2011) compare the applications of fault trees and Bayesian networks in the safety risk analysis in process industries. Khakzad et al. (2013c) have proposed a method for converting DFTs into discrete-time BN for risk analysis in process industries. The authors proposed an algorithm called neutral dependency to avoid large, multi-dimensional conditional probability tables (CPTs). Using this algorithm, CPTs of PAND, AND, and OR gates are decomposed into two tables, each of which is smaller than the original CPTs.
However, the inclusion of neutral dependency algorithm for complexity minimisation of CPTs makes this approach unsuitable for posterior/diagnostic analysis. Similar contribution has also been made by Barua et al. (2016). They proposed to use DFTs to model dynamic failure behaviour of chemical process plants and then convert the DFTs into DBNs for dynamic risk assessment. Khakzad et al. (2013d) proposed a new BN-based approach for probability estimation and failure propagation path determination of domino effects. Recently, Khakzad (2015) developed another Bayesian network methodology to model both the spatial and temporal evolutions of the cascading effects of a chain of accidents and to determine the most probable sequence of accidents in a process plant. (Hu et al., 2015b) proposed a dynamic Bayesian network based method for fault propagation studies in petrochemical process facilities. In this approach, firstly, a HAZOP study is performed to identify the faults, their causes and potential consequences. The causal relationships among different events are then modelled using DBN for risk assessment.

The modelling power of BNs has been utilised to model various aspects of maritime risk assessment such as the ship-ship collision or grounding occurrence (Akhtar and Utne, 2014; Hänninen et al., 2014b), accidents and their consequences (Antão et al., 2009; Kelangath et al., 2012; Zhang et al., 2013; Goerlandt and Montewka, 2014; Montewka et al., 2014). Hänninen and Kujala (2012) used Bayesian networks to identify the risk-influencing variables which significantly affect the occurrence of ship collision in the Gulf of Finland. Wu et al. (2015) proposed to integrate the interpretive structural modelling (ISM) method (Warfield, 1973) with BNs for risk assessment for operations in marine environments. To form the structure of the BN model and find the relationships among the BN nodes, this approach used the ISM method to systematically acquire information from experts. The prior probabilities of the BN nodes were determined based on expert opinions. The approach was applied to two offshore pipeline case studies to facilitate better risk assessment in associated maritime projects. When precise failure data are scarce, expert judgements are commonly used to obtain the prior probability of the BN nodes. However, there exists criticism about the subjectivity of the expert judgement. To address this issue, Li et al. (2014) developed a binary logistic regression method to obtain prior probabilities of the BN nodes by utilising the existing maritime accident data resources. Other recent contributions related to the risk assessment of oil and gas pipelines using Bayesian networks are available in (Aljaroudi et al., 2015; Li et al., 2016b; Wu et al., 2017; Li et al., 2017). Bayesian networks have been applied for conducting dynamic risk assessment of deepwater managed pressure drilling and under-balanced drilling operations by Bhandari et al. (2015).

Cai et al. (2013) proposed an algorithm to convert fault trees into a dynamic Bayesian network for quantitative risk assessment of human errors on offshore blowouts considering the repairability of events. In order to address the issue of scarce statistical failure data, Wang and Mosleh (2010) proposed a method based on BNs called QQBBN to incorporate both qualitative and quantitative information in the BN models. This approach is particularly useful when the risk assessment requires to take into account the influence of human and organizational factors. At the same time, Wang et al. (2011b) integrated fuzzy fault trees with BN for probabilistic risk assessment under conditions of uncertainty. Ren et al. (2009) combined fuzzy logic with BN for offshore risk analysis. In order to incorporate both qualitative and quantitative data in the risk assessment process under uncertainty, recently, John et al. (2016) developed a modelling approach combining BNs with fuzzy set theory. They applied this approach for resilience improvement of the seaport system by performing risk assessments.

Chin et al. (2009) proposed a BN-based method for risk assessment in new product development. In this approach, the risk factors in new product development project such as research and development risk, supply risk, production risk and product reliability were identified and their interrelationships were investigated first. After that, BN is used to model the relationships among those factors. A systematic probability generation algorithm was developed for prior and conditional probability generation of the nodes of the BN. However, for complex Bayesian network structures where a node has many parent nodes, and a large number of states is considered for a node, this approach creates difficulties in completing the large conditional probability tables. Duval et al. (2012) proposed a BN-based integrated risk assessment method for industrial risk assessment where all the potential risks such as risks associated with system models (e.g., functional and organizational), environmental conditions, human actions and maintenance strategy are globally covered in a single view. Li et al. (2010) proposed to construct BN models for flood risk assessment using domain knowledge and spatial data. Liu et al. (2012) used Bayesian network for health risk assessment using the
example of road constructions. Recently, Brito and Griffiths (2016) proposed a Bayesian approach to predict the risk of losing Autonomous Underwater Vehicles (AUVs) during a mission in hazardous environments due to the deviations of operating conditions from its agreed nominal conditions. BNs have been used by Kabir Kabir et al. (2015a) to develop a model for evaluating risk of water main failure by considering different contributing factors such as hydraulic capacity, structural integrity, and water quality etc.

Similar to addressing human factors in system safety and reliability analysis applications, BNs have been used for human factor analysis in risk assessment. Trucco et al. (2008) proposed a method for integrating Human and Organisational Factors (HOF) into a risk analysis by combining fault tree analysis and Bayesian networks. In this approach, firstly, fault trees are used to represent the hazardous situations that may occur due to the failure of the systems. Afterwards, BN is used to modify the probability of the basic events of the fault tree by taking into account the effect of the human and organisational factors.

4. Petri Nets in Safety, Reliability and Risk Assessments

4.1. Applications in Safety and Reliability Analysis

Similar to BNs, PNs have also been used both as standalone approaches and as a part of model-to-model transformation approaches for system safety and reliability analysis. When used as standalone approaches, system behaviour is directly modelled using Petri nets and the model is then analysed to evaluate system safety and reliability. On the other hand, when used as part of model-to-model transformation approaches, system failure behaviour is captured first using a dependability analysis model as a fault tree. This model is then transformed into a PN model and the model is analysed to determine system safety and reliability.

4.1.1. Applications as standalone approaches

Petri nets have been used for the safety analysis of real-time safety critical software systems by Leveson and Stolzy (1987). In their approach, the nominal behaviour of systems is modelled using Timed Petri nets and the model is then extended by introducing failures and faults. This extended model is analysed for safety and criticality analysis of systems. It is important to note that only the severity of the hazards is used for safety analysis so the analysis remains qualitative. Dutuit et al. (1997) presented a PN-based approach which included qualitative analysis, i.e. determination of potential sequences of events that lead to system failure as well as reliability analysis with application to distributed processing systems and communication networks in (Kumar and Aggarwal, 1993; Muppala and Lin, 1996) and (Balakrishnan and Trivedi, 1996), respectively.

A tutorial has been provided in (Schneeweiss, 2001) showing how PNs can be used to model different reliability scenarios. Fig. 5 shows the typical steps that are required to create and analyse a PN model for safety and reliability analysis. Volovoi (2004) proposed a flexible and graphical modelling framework for reliability analysis of non-exponentially distributed data. The approach was demonstrated with several examples, including load sharing, shared pool of identical imperfectly repaired components, phased mission systems, and damage tolerant components.

Mura and Bondavalli (2001) used Markov Regenerative Stochastic Petri Nets to propose an analytical technique with low computational complexity for dynamic behaviour modelling and analysis of phased mission systems. Recently, Wu and Wu (2015) proposed an extended object-oriented Petri net (EOOPN) model for mission reliability analysis of the repairable phased mission system with common cause failures. Adamyan and He (2002a) used PNs to model sequence-dependant failure behaviour of manufacturing systems. Using the PN model, the potential sequences of events that can cause the system failure were identified and based on these information, safety and reliability are evaluated. Failure rates of system components are assumed to be exponentially distributed. To overcome this limitation the same authors proposed a method in (Adamyan and He, 2003) and (Adamyan and He, 2004), which allows the use of inhibitor arcs and loops in PN model. They also use fewer variables than in earlier work to reduce computational complexity. Sadou and Demmou (2009) proposed a PN based approach for temporal behaviour analysis of dynamic systems. Using PN, they derive the causes of reaching a feared (unexpected) scenario. Reliability is evaluated by identifying a set of minimal sequence of scenarios that can cause the system to go to the feared state. A
A model-based approach was proposed by Portugal et al. (2005) using Stochastic Petri nets (SPNs) for dependability analysis of controller area network in the presence of transient faults occurred during communication. Sachdeva et al. (2008) proposed a method based on PNs for reliability evaluation of the pulping system in the paper industry. Interactions between different active and standby units of the system were modelled using Stochastic Reward Nets. Monte Carlo simulation was then used to evaluate the reliability of the system. Signoret (2009) showed how SPNs can be used for dependability analysis and safety integrity level allocation problems. Application of SPNs for availability analysis of safety critical on-demand systems was presented in (Kleyner and Volovoi, 2010). The method proposed in this application takes into account different practical factors such as detectability of faults, duration of repairs, estimated down time, system age, etc. Zeng et al. (2012) used SPNs to model the behaviour of control networks in smart grid by considering cold and hot spare strategies. Transient and steady-state analysis were performed on the SPN models to evaluate reliability and availability of the smart grid system. A method was proposed to avoid the state-space explosion problem. Colored Petri net (CPN) has been used by Pinna et al. (2013) for safety and reliability analysis. A guideline was provided for hierarchical modelling of both deterministic
and probabilistic features of system behaviour using CPN. Monte Carlo simulation was used for reliability
evaluation.

Ionescu et al. (2006) have used GSPN for the reliability modelling of medium voltage distribution systems
of nuclear power plants. GSPNs have also been used by Ghosh et al. (2017) for reliability modelling and
analysis of phasor measurement units (PMUs) in power systems. Codetta-Raiteri and Bobbio (2005) used
GSPN and FSPN for solving dynamic reliability problem. On the other hand, colored PN has been used by
Németh et al. (2009) for primary-to-secondary leaking safety procedure verification of nuclear power plants.
In order to deal with imprecise, uncertain information in the reliability analysis of repairable systems, Garg
(2013) proposed a method combining PNs with intuitionistic fuzzy sets. PN is used for qualitative modelling
of behaviour of systems. For quantitative analysis, failure rates and repair times of system components are
represented by intuitionistic fuzzy numbers of triangular membership functions instead of crisp or classical
fuzzy numbers.

PN has been used by Singh and Rajput (2016) for modelling and safety analysis of computer based
safety critical systems. The same authors proposed another PN-based method in (Singh and Rajput, 2017)
for dependability analysis of real-time systems. In this approach, they considered different properties such
as non-liveness, deadlock, stability, etc., during dependability evaluation. A hierarchical approach was
proposed by Chung and Chang (2011) to create a PN model for the purification operation in the Metal
Organic Chemical Vapor Deposition (MOCVD) process. The model was then simulated to identify the
effects of different component failure and external interferences. Hybrid Petri nets were used by Ghasemieh
et al. (2016) to model the behaviour of waste water treatment facility. The survivability of the system
was evaluated by using model checking on the PN model. Vasiliyev et al. (2017) used hybrid Petri nets for
reliability modelling of polymer electrolyte membrane (PEM) fuel cell systems. Li et al. (2016c) proposed
a PN-based reliability modelling method when system reliability was evaluated considering the dependence
of failure mechanism. Wieland et al. (2009) proposed a PN based model to calculate reliability data of
polymer-electrolyte-membrane fuel cell stacks. The reliability data include the average lifetime of a single
stack or the reliability of stacks of a whole fuel cell vehicle fleet within a given time. Zareiee et al. (2014)
developed PN-based controller for safety analysis of discrete event systems. This controller prevents the
system from entering any forbidden state by solving Integer Linear Programming problems. Singh et al.
(2017) used PNs for safety modelling of gantry crane operations. Gonçalves et al. (2017) used PNs for
safety assessment of unmanned aerial vehicle. A Petri net-based fault modelling approach was proposed in
(Sunannda and Seetharamaiah, 2015) and the approach was validated by applying it to a prototype rail-road
crossing junction system.

One particular application of Petri nets in system safety and reliability analysis is in the fault detection
and diagnosis. Sun et al. (2004) used fuzzy Petri nets to create fault diagnosis models of electric power
systems (EPS). By combining Petri nets with fuzzy set theory, this approach allows the fault diagnosis of
EPS when incomplete and uncertain alarm information of protective relays and circuit breakers is detected.
Feasibility and effectiveness of this approach were illustrated through simulation. Fuzzy PNs have been
utilised to propose another approach in (Zhang et al., 2016) for fault diagnosis of power systems. This
approach can take into account the temporal behaviour of the systems. Liu et al. (2013) combined fuzzy
evidential reasoning (FER) and dynamic adaptive fuzzy Petri nets (DAFPNs) for fault diagnosis and cause
analysis. In the approach, FER was used to identify abnormal events and the DAFPNs was used to determine
the root causes and consequences of abnormal events. PNs have been used by Mansour et al. (2013) for
fault diagnosis of large power generation station. To improve the confidence degree on the diagnostic result,
Cheng et al. (2015) proposed a method based on fuzzy PNs.

Case-based reasoning (CBR) (Aamodt and Plaza, 1994) has been integrated with PN by Yang et al.
(2004) to propose a method for fault diagnosis of induction motors. In this approach, CBS is used to
collect information from previous cases by taking into account knowledge and experience of experts, and
thus using this information to solve new problems that show similarity with previous cases. A modular and
hierarchical approach has been proposed in (Miyagi and Riascos, 2006) for fault detection and treatment in
manufacturing systems. A state-based approach has been proposed by Lefebvre (2012) using the properties
of the reachability graph of PNs for fault detection and diagnosis of systems under partial observation of
system states and events. Other applications of PNs for fault diagnosis include the fault diagnosis of normal
and wind turbine generators (Kachur and Shakhova, 2016; Han, 2015).

Basile et al. (2009) proposed a diagnoser for discrete event system (DES), where the online computation of the set of possible fault events explaining the last observed event is done by defining and solving integer linear programming problems. When the system model evolves the diagnoser has to be redesigned and redefined. However, to avoid this, Dotoli et al. (2008, 2009) proposed an on-line diagnoser based on Petri nets. Cabasino et al. (2009, 2010) also proposed a method for online diagnosis of DES using Petri nets. In this method, faults in the system are modelled as unobservable transitions, and nominal behaviours may also be modelled as unobservable transitions. Renganathan and Bhaskar (2010) also proposed a PN-based method for online fault diagnosis. They have also proposed a method in (Renganathan and Bhaskar, 2013) using hybrid PNs for fault diagnosis and fault tolerant control in bottling plants.

State space explosion is a common problem faced by the PN-based approaches due to the generation of all possible system states. Giua and Seatzu (2005) proposed a method to avoid the exhaustive enumeration of the DES states by introducing the concept of basis markings and justifications. Jiroveanu et al. (2008) proposed a similar approach. This approach made improvement over (Giua and Seatzu, 2005) in the sense that it can be applied to large systems. For fault detection and diagnosis of large scale systems, Jiroveanu and Boel (2006) proposed a model-based approach using timed PNs. Small PN models are created for local components and these models are composed together to obtain the PN model of the whole system. Due to the modularity of the approach, the re-usability of the existing models has increased significantly. This has also improved the scalability and computational complexity of the approach, which allows possible online applications.

4.1.2. Applications as model-to-model transformation approaches

An overview of the approaches where different models are translated into PNs for safety and reliability analysis are shown in Table 3. Early application of PNs as model-to-model transformation approaches for system safety and reliability analysis can be found in (Hura and Atwood, 1988) where Hura and Atwood showed the concept of utilisation of PNs for fault tree analysis. They provided an algorithm for mapping classical fault trees into PNs and showed how the PN model can be used for fault detection, fault propagation and reliability analysis. Later on, different complementary contributions had been made showing how PNs can be used to quantify fault trees. For example, Malhotra and Trivedi (1995) developed a methodology for dependability modelling using GSPN and stochastic reward nets (SRN). In their method, algorithms were proposed to convert FTs into equivalent GSPN and SRN by considering repairability of systems. At the same time, Liu and Chiou (1997) have presented a novel method for failure analysis using Petri nets. In addition to showing how fault trees can be converted to PN models, this method also showed how to obtain minimal cut sets and path sets from a PN model. To take into account the repair activities in fault tree analysis, Bobbio et al. (2003a) proposed to convert FTs into stochastic Petri nets. A list of many other similar approaches is shown in Table 3.

In addition to the classical fault trees, dynamic fault trees have also been translated to PNs for safety and reliability analysis. For instance, Codetta-Raiteri (2005) and Zhang et al. (2009) proposed methodologies to translate DFTs into GSPNs for reliability analysis of dynamic systems. On the other hand, Kabir et al. (2018a, 2015b) showed how temporal fault trees can be translated into GSPNs. Fig. 6 shows the graphical symbols of the commonly used DFT gates and a detailed information about the definitions and functional behaviour of these gates can be found in (Dugan et al., 1992; Kabir et al., 2016). The AND and OR gates are two Boolean gates. The output of an AND gate will become true when all its inputs become true, whereas the OR gate will become true when at least one of its input becomes true. The PAND gate can model sequencing of events and the outcome of this gate will become true if and only if all its input becomes true in left-to-right sequential order. The FDEP gate helps to model a scenario when the operations of some system components are dependent on the operation of another component of the system. In the FDEP gate there is only one trigger event, but there could be multiple functionally dependent events. The occurrence of the trigger event would force the dependent events to occur; by contrast, the occurrence of a dependent event would affect neither the trigger event nor the other dependent events. In a SPARE gate, the left most input is the primary input and other inputs act as secondary inputs. This gate designs a scenario where the spare components are activated in a sequence, i.e., if there are two spare components, then the first spare
will be activated in case the primary fails; if the first spare fails then the second one will be activated. The outcome of the SPARE gate becomes true if all the input events are true. The SPARE gate could model three types of spares: cold spares, warm spares, and hot spares (Kabir et al., 2016). Sequence-Enforcing gate (SEQ) imposes a sequence on its events such that they must occur in that order. Fig. 7 shows the GSPN models of these logic gates used in classical and dynamic fault trees. A detail description of how the logic gates are translated into GSPN models can be found in (Kabir et al., 2018b). Given these GSPN models of the logic gates, Fig. 8 shows a pseudocode of a function that converts a DFT to GSPN in the course of a depth first traversal of the DFT.

![Commonly used logic gates in DFTs](image)

**Figure 6: Commonly used logic gates in DFTs**

<table>
<thead>
<tr>
<th>Models translated</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-classical fault trees</td>
<td>Bobbio et al. (2003b), Codetta-Raiteri (2005), Zhang et al. (2009), Kabir et al. (2015b), Herscheid and Tröger (2014)</td>
</tr>
<tr>
<td>Reliability block diagram</td>
<td>Robidoux et al. (2010), Signoret et al. (2013)</td>
</tr>
<tr>
<td>Event Tree</td>
<td>Nyvlt and Rausand (2012)</td>
</tr>
<tr>
<td>UML</td>
<td>Hei et al. (2011), Wang and Lu (2012)</td>
</tr>
</tbody>
</table>

Petri nets have also been used together with FTA for uncertainty quantification during reliability analysis and a review of such approaches was presented in (Kabir and Papadopoulos, 2018). Knezevic and Odoom (2001) proposed a method for reliability analysis of repairable systems based on Petri nets and fuzzy set
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Figure 7: GSPN models of different logic gates
theory. Fault trees are translated into Petri nets and minimal cut and path sets are generated from PN models. On the other hand, fuzzy set theory has been used for representing failure and repair rates instead of crisp values. Inclusion of fuzzy set in the analysis allowed to incorporate expert opinions, linguistic variables, and uncertainty and imprecision in reliability data. Wu et al. (2011) proposed a method combining FTA and fuzzy reasoning PN (FRPN) for reliability analysis of a solar array system. The root causes of the failure of solar array were determined using FTA. The FT was then translated into FRPN, which was used for fault propagation studies and reliability analysis. This method was extended in (Wu et al., 2012) and applied for reliability optimisation of the solar array of a spacecraft. A PN-based FTA has been used to probabilistic safety assessment of a power plant in (Lee and Lu, 2012).

Reliability block diagrams (RBDs) have also been translated to Petri nets for system reliability evaluation. Distefano and Puliafito (2009) have used dynamic RBDs (DRBDs) to capture time-dependant behaviour of systems. DRBDs were translated into PN models for reliability evaluation. Similarly, Robidoux et al. (2010) proposed a method to translate DRBD into colored Petri net for reliability evaluation. A reliability markup language (RML) is defined to formally describe DRBDs. RML is an XML-based language to formally describe the components, structure, and dynamic behaviour of a DRBD model. An algorithm was developed for automatically converting DRBD models to colored Petri net models.

Other models were also translated into PNs for system safety and reliability analysis. For instance, event trees were translated into PNs in (Nyyt and Rausand, 2012). Hei et al. (2011) and Wang and Lu (2012) proposed methodologies to translate UML Statecharts into PNs for safety analysis. Dependability artefacts such as fault trees, FMEAs are not only translated to PNs for safety and reliability analysis, they are also used in association with PNs. For example, Dutuit et al. (2008) studied the safety integrity level allocation problem for safety instrumented systems using both FTA and PNs, and compared the results. Fault Tree Driven Markov Processes (FTDMP) (Cacheux et al., 2013) and GSPN have been used together in (Talebberrouane et al., 2016) for availability analysis of safety critical systems and the results were compared to show the advantages of GSPN over FTDMP. In (Yan et al., 2017), PNs have been used with FTA and FMEA for mission modelling of automated guided vehicles. Habchi and Barthod (2016) proposed a methodology combining RBD and PNs for reliability assessment of mechatronic systems.

Figure 8: Pseudocode to convert DFT to GSPN (Kahir et al., 2018b)
4.2. Applications in Risk Assessments

Like Bayesian networks, Petri nets have also been used for risk assessment in different industries. In 2003, Vernez et al. (2003) discussed the uses and application perspectives of PNs in the risk analysis and accident modelling areas. A timed Petri net based approach has been proposed by Tunce and Alpan (2010) for risk assessment and real-time control of supply chain (SC) networks. Failure mode effects and criticality analysis (FMECA) is used to identify the disruption factors in the SC. The dynamic and stochastic behaviour of the SC is modelled using timed PNs and the risk is evaluated through simulating the model. A special version of PN called attack net has been used by McDermott (2001) for penetration testing to assess the security risk of information systems. This approach allows to view graphically how a collection of flaws can combine together to cause system penetration.

A hierarchical approach was developed by Balasubramanian et al. (2002) to construct PN models for risk analysis of liquid ammonia loading operations in process industries. A set of sub-PN models were created for all the components of the system and the failure behaviour of components was incorporated into these models. The sub-PN models of components were combined together and simulated to obtain the failure propagation behaviour of the system. Getting motivated by the approaches proposed in (McDermott, 2001; Zhou et al., 2002; Dahl, 2005), Henry et al. (2009) proposed a method for assessing the risk of computer network operations against Supervisory Control and Data Acquisition (SCADA) systems. This work extended the earlier work of Balasubramanian et al. (2002) and the process model presented in (Balasubramanian et al., 2002) was extended to construct a corresponding SCADA model by including remote manual and automated control in the model of the process components. Later, this approach was more formalised by the same authors in (Henry et al., 2010).

Helmer et al. (2007) proposed a distributed, agent-based method by combining software fault trees (SFT) with colored Petri nets for systematic specification, design, and implementation of an intrusion detection system (IDS) for security risk assessment of computer systems. SFTs are used for defining intrusions and developing a requirement model of the IDS. The SFT models are then used to create CPN models for intruder detection. Aloini et al. (2012) have showed how colored Petri nets can be used for risk assessment of enterprise resource planning by taking into account dependencies (e.g. causal relationships) among different risk factors. SPNs have been used in (Ghazel, 2009) for dynamic behaviour modelling of level crossings considering both road and railway traffic. An SPN model showing global system behaviour was simulated to evaluate collision risk at level crossings.

UML design and Timed Petri net have been used by Bernardi et al. (2011) for timing-failure risk assessment of real-time software systems. UML-based software specification was augmented with MARTE (OMG, 2009) profile annotations to model the non-functional system properties. The UML-based design is then transformed into a timed PN model for timing-failure risk assessment. Zafra-Cabeza et al. (2004) proposed an algorithm for the optimal scheduling of projects with respect to time and cost, where a timed PN was used to represent the project tasks and the project risk assessment plan. Lee et al. (2013) proposed a PN based method by integrating risk identification, analysis and mitigation actions for qualitative risk assessment of distributed manufacturing system. In this approach, Monte Carlo simulation was used for quantitative risk assessment.

A colored PN-based risk assessment method was proposed by Ammar et al. (1997) for risk assessment of functional specification of real-time software systems. This approach was later extended by the same authors in (Ammar et al., 2001). A colored PN-based method called MORM (man-machine occupational risk modelling) has been developed by Vernez et al. (2004) for occupational health and safety risk assessment in industrial processes. This approach overcomes many of the limitations of the classical risk assessment approaches such as FMEA and HAZOP, by taking into account multiple factors such as man-machine functional interactions, flow deviations, and physical failures of machines into a single analysis. Fantist et al. (2015) used modular colored PNs in their model-based decision support system (DSS) for evaluating risk associated with transport of hazardous materials. The DSS contains three components: the data component (DC), the model component (MC) and the user Interface Component (UIC) can address two problems. Firstly, it can evaluate the risk induced on the population by vehicles transporting hazardous materials through highways. Secondly, it can help to select optimal restoration procedures in critical situations such
as after accidents involving hazardous material transportation vehicles. The MC within the DSS contains the risk assessment module (RAM), the simulation module (SM) and the decision module (DM). Out of these modules, the SM used colored PNs to model the behaviour of highway network, which includes the model of the accident and the restoration procedure after the accident. Colored PNs have also been used by Stephenson (2004) as a modelling and simulation method for risk assessment of information systems. Kadri et al. (2012) proposed a new method using colored PNs for quantitative risk assessment of domino effect on industrial plants caused by heat radiation to process equipment and/or storage vessels.

A comprehensive risk assessment framework based on fuzzy PNs in combination with the analytic hierarchy process (AHP), the entropy method (EM) and the cloud model, has been proposed by Guo et al. (2016) for long-distance oil and gas transportation pipelines. The AHP method together with the EM method and the cloud model help to address the issue related to the uncertain, vague and random characteristics of risk factors of oil and gas pipelines. On the other hand, Zhou et al. (2017) used weighted fuzzy PNs to propose a method for security risk (e.g., threat of terrorist attacks) assessment in the chemical industry. The use of the PNs helps this method to model interrelationships between risk factors and the importance of the risk factors, thus allowing to perform meaningful risk assessment.

5. Discussion and future outlook

Meaningful and accurate safety, reliability, and risk assessment play a vital role in the development and safe operation of safety-critical systems. Several classical approaches such as FTA, ETA and FMEA have been utilised for system analysis. Despite their extensive use for system safety, reliability and risk assessment, they do have a number of shortcomings. The major shortcoming is that these approaches often perform analysis under unrealistic assumptions, such as by considering statistical and stochastic independence between events, binary states of system components, and overlooking temporal behaviour. However, these limitations have not gone unnoticed. Alternative approaches have been developed to alleviate the limitations of classical approaches, thus enabling the analysis of practical systems under realistic assumptions.

Bayesian networks and Petri nets are two different approaches that are used either as standalone approaches or in association with other approaches to address many of the limitations of the existing approaches. The two approaches share capabilities, such as enabling predictive analysis of failure behaviour of systems by taking into account statistical, stochastic and temporal dependencies of events. Moreover, both the approaches can consider repairability and multiple states of failure of components during modelling of the system behaviour. However, they do have distinct capabilities, and relatively better performance in different scenarios. For instance, in diagnostic analysis, BN-based approaches can propagate new evidence through the network to obtain new beliefs about the failure probability of the events and update prior beliefs. Unlike PNs, BNs are therefore able to adapt and refine their diagnostic ability over time.

Although extensive research has been performed on BNs and PNs, there exist many challenges in this area. When BNs and PNs are used as standalone approaches, their manual construction requires experts with extensive knowledge about the system so that behaviour can be accurately captured. In BNs, this task is further complicated by the fact that deep knowledge about the system is required to understand dependencies among different variables in a BN model so that conditional probability tables can be created. If the system design evolves over the life-cycle, the BN or PN model of the system has to be adapted to maintain consistency.

The major limitations of BNs application as standalone approaches are that there are limited formal semantic guidelines available for developing BNs for a system and they do not guarantee a coherent model. For this reason, it is possible to create different BN models for the same system which will produce the same result, except that they differ in complexity. This is primarily a problem when the parent-child relationships among nodes are not properly defined, thus producing a complex model instead of a simple one. On the other hand, strong semantics guidelines and mathematical formulation of PNs could help to create coherent models of systems behaviour, but PN models are inherently complex. For this reason, PNs-based approaches often suffer from the state space explosion problem, which undermines their efficacy and applicability for the analysis of large and complex industrial scale systems. Mechanisms have been proposed to minimise the state space explosion problem. But there still remains scope for further research to improve the scalability.
of the PN approaches. For example, modularisation (Gulati and Dugan, 1997; Anand and Somani, 1998; Manian et al., 1998; Huang and Chang, 2007; Chiacchio et al., 2013; Yevkin, 2011) has been used successfully to improve performance of the techniques, an area where further work is possible. In addition to that, when the state space of PN is too wide for the analysis, simulation can be exploited instead of analysis.

When BNs and PNs are used as part of model-to-model transformation approaches, coherent models can be created as these models are transformed from other artefacts such as fault trees. However, the correctness of the BN or PN models and subsequent analyses depends on the correctness of the input models. Moreover, for PN-based approaches, it can be difficult to translate large models into PNs and the translated models can be very difficult to understand due to very complex graphical view. Again, while running analysis on such a big model the users can face the state space explosion problem. On the other hand, BN-based approaches provide more flexibility and create more understandable models. Moreover, BN-based approaches can avoid the state space explosion problem by avoiding the state space generation by exploiting the local dependencies between variables while modelling complex behaviour. Another advantage of BN, with respect to PN, is the possibility to learn the model, in terms of graphs and probabilities, by applying machine learning techniques on available training data (Neapolitan, 2004). However, BN models are more complex than PN in terms of parameter setting: in the PN, we only have to set firing rates of timed transitions, and they are equivalent to the failure rates of the basic events; in the BN instead, we have to set the CPT entries of each variable, considering all the possible value combinations of the variable with its parent variables. If the entries in a CPT are deterministic (e.g. CPT of a logic gate), then these values can be generated automatically.

In order to have a general comparison between PN and BN based approaches when used as model-to-model transformation approaches, consider the simple dynamic fault tree (DFT) shown in Fig. 9. The BN model and the GSPN model of this DFT is shown in Figs. 10 and 11, respectively. As can be seen, from a graphical point of view, the PN model of the DFT is relatively more complex than the BN model of the DFT. More specifically, while the BN model has 23 nodes, the PN model has 40 nodes. The BN model has 23 arcs; and the PN model has 78 arcs and 34 transitions. In terms of parameter setting, in the PN model, we need to set the firing rates of 13 timed transitions. The BN model of Fig. 10 was created based on the method shown in (Kabir et al., 2018a) and it is a discrete time model. To facilitate the definition of the temporal behaviour of the logic gates in the CPTs, the time was discretised by dividing it into 5 different intervals. As the node G1 represents the top event of the TFT, time is not discretised for this node. For this particular setting, we need to set 17574 values in the probability tables. Out of these values, 17496 values are deterministic, i.e., either 0 or 1, hence set automatically. 78 probabilistic values for 13 root nodes corresponding to 13 basic events of the DFT were set manually. A transient analysis performed on this GSPN model for 5000 hours mission time generates 174345 states. DFTs of larger systems can be much larger and more complex, which will lead to graphically complex and computationally demanding PN models. In terms of results, the BN-based and the PN-based methods estimated the top event probability of the DFT as 0.0293 and 0.0290, respectively. This shows that the results given by the two models are coherent.

In terms of modelling of time, PN-based methods use continuous model of time, whereas BNs-based approaches use both discrete and continuous models of time. When the discrete model of time is used, the granularity of time discretisation must be decided as part of the transformation process. The size of the step (Δ), in other words, the number of discrete intervals used, represents a trade-off between the computing time and the precision of the results. When an approximate result suffices, using a relatively large step size it is possible to obtain results in short time. On the hand, the selection of a smaller discretisation step can make the model of time nearly continuous. As a result, computing time increases, but in return accuracy of the results improve. To eliminate the need for time discretisation, continuous-time BNs use the continuous model of time. Most recently, a generalised continuous-time BN-based approach (Codetta-Raiteri and Portinale, 2017) combined strong features of both BNs and PNs to provide added advantages. For instance, both system repairability and multi-state system are considered in this approach. However, due to the consideration of multiple states for system components and PN-based analysis, this approach may suffer from state space explosion. Further research in this area is thus also required. One potential option is to use approximate algorithms instead of exact algorithms to analyse BNs. For instance, for dynamic BN, the approximate Boyen-Koller algorithm (Boyen and Koller, 1998) can be used instead of the exact Junction
Figure 9: A simple DFT

Figure 10: BN model of the DFT of Fig. 9
6. Conclusion

Oversimplification of the system analysis processes made by classical approaches based on unrealistic assumptions can lead to an inappropriate estimation of system dependability properties. This shortcoming has necessitated the development of approaches that can perform more accurate analysis by taking into account realistic behaviour of systems. BNs and PNs have been proven effective for system analysis under realistic scenarios and a significant upward trend is noticed in their applications in system safety, reliability, and risk assessment. This paper reviews many such developments and applications.

The popularity of BNs has increased rapidly due to their flexible structure and ability to reasoning under uncertainty. The diagnostic analysis capability of BNs has made them superior techniques for the analysis of practical systems. On the other hand, PNs are particularly suitable for specifying and analysing the behaviour of complex, distributed and concurrent systems. Although PN-based methods are extensively used for performance and performability analysis of systems, their use in safety, reliability, and risk assessment applications is still limited.

While BNs and PNs-based approaches overcome many limitations of the classical safety and reliability analysis approaches, there exist some challenges in this area as discussed in section 5. Therefore, future research efforts may be directed to address the aforementioned challenges, and thus improve further the application potential of these approaches to a wider range of systems.
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