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Abstract: One of the most serious effects of micropollutants in the environment is biological magnifi-
cation, which causes adverse effects on humans and the ecosystem. Among all of the micro-pollutants,
antibiotics are commonly present in the aquatic environment due to their wide use in treating or
preventing various diseases and infections for humans, plants, and animals. Therefore, an aluminum-
based electrocoagulation unit has been used in this study to remove cephalexin antibiotics, as a
model of the antibiotics, from water. Computational and statistical models were used to optimize
the effects of key parameters on the electrochemical removal of cephalexin, including the initial
cephalexin concentration (15–55 mg/L), initial pH (3–11), electrolysis time (20–40 min), and electrode
type (insulated and non-insulated). The response surface methodology-central composite design
(RSM-CCD) was used to investigate the dependency of the studied variables, while the artificial
neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS) methods were applied
for predicting the experimental training data. The results showed that the best experimental and
predicted removals of cephalexin (CEX) were 88.21% and 93.87%, respectively, which were obtained at
a pH of 6.14 and electrolysis time of 34.26 min. The results also showed that the ANFIS model predicts
and interprets the experimental results better than the ANN and RSM-CCD models. Sensitivity
analysis using the Garson method showed the comparative significance of the variables as follows:
pH (30%) > electrode type (27%) > initial CEX concentration (24%) > electrolysis time (19%).

Keywords: water treatment; cephalexin removal; electrocoagulation; optimization; modeling; artifi-
cial neural network; adaptive neuro-fuzzy inference system

1. Introduction

Diverse micro-pollutants entered the environment by disposing improperly of various
‘industries’ wastewater, including textiles, plastics, paper, pharmaceutical and health care
products, detergents, etc. Among all of these micro-pollutants, pharmaceutical substances
have been recognized as an essential issue due to their widespread usage for humans,
animals, and plants and their high potential to reach water sources. In addition, the
prolonged remaining of some pharmaceutical substances in the environment cause bacterial
resistance because of their non-biodegradability characteristics. Consequently, this can be
transmitted to humans and can manifest in diseases. Antibiotics are among the most widely
used pharmaceuticals that destroy bacteria or reduce their growth rate [1]. These micro-
pollutants are considered significant since antibiotics consumption represents about 15% of
the total pharmaceutical consumption [2]. Cephalexin (CEX) is one of the cephalosporin
antibiotics with antimicrobial properties, and it is used to treat a variety of diseases caused
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by gram-negative and gram-positive organisms, including various infectious diseases [3].
Therefore, the CEX antibiotics consumption is usually high, and its amount is higher in
pharmaceutical effluents [4]. The constant entrance of CEX into water resources and the
environment will create environmental issues and problems for humans. Accordingly,
removing antibiotics, including CEX, from contaminated aqueous media is essential to
maintaining water quality and protecting human health.

As conventional wastewater treatment methods cannot remove this type of contami-
nant, various advanced methods have been investigated for the removal of micropollutants,
such as photocatalytic decomposition, advanced oxidation, nanofiltration, adsorption,
ozonation and biofilms, biological filters, and reverse osmosis [5–7]. However, recent
studies suggest new solutions for this problem. Nanomaterials were efficiently used as
adsorbents to remove CEX from water [8,9]; for example Leili, et al. [10] demonstrated that a
nano-zero-valent iron made from an extract of nettle and thyme was able to absorb 1667 and
1428 mg.g−1, respectively, demonstrating the success of nano for the removal of CEX from
water for the adsorption of CEX. Additionally, some efficient adsorbents were used to
remove CEX. For example, Shirani, et al. [11] used activated biochar to adsorb CEX and
diclofenac from water and demonstrated that the activated biochar can adsorb 392.94 and
724.54 mg/g of diclofenac and CEX, respectively. However, nanomaterials and efficient
adsorbents are still expensive, especially in developing countries [12]. Hence, the need for
more sustainable and environmentally friendly methods has resulted in a consideration of
electrochemical treatment processes, such as electrocoagulation (EC), to remove many types
of antibiotic contaminants in wastewater. Electrocoagulation is a process that involves
the destabilization of contaminants in wastewater by applying low current density [13,14].
The treatment process would begin with the dissolution of aluminum ions (Al3+) at the
anode using aluminum electrodes, which is followed by the production of H2 and OH-

ions at the cathode. This causes electrochemical reactions in both areas of the electrode,
which are necessary to eliminate any external matter in the water. Finally, contaminants are
extracted by flotation or sedimentation [15]. The electrocoagulation technique is included
several advantages such as relatively low sludge production, reduced risk of secondary
contamination, flexibility and short treatment time, and with this method there is no need
for chemicals. This process has been used to remove COD in various industries, such as
paper and pulp effluents [16,17], the sugar industry [18], and car wash wastewater [19].
In addition, this involved some disadvantages, including the necessity to replace the sac-
rificial electrodes; and that the residual sludge contains large concentrations of iron and
aluminum depending on the electrode material, and thus could potentially require an
expensive treatment process because it could consume a lot of energy. Therefore, in order
to find a more economical and efficient process, it is necessary to model and optimize the
electrocoagulation process. This could be achieved by using computational tools that make
it possible to evaluate the operational parameters of the process [20]. Several studies have
been performed for statistical optimization and modeling the electrochemical process to
minimize the cost and required time for efficient wastewater treatment [21,22]. The working
conditions could be designed by performing modeling, and subsequently, the experiments
are performed in a way in which the cost of the treatment process is reduced [23]. RSM
is semi-experimental modeling, which is commonly used to optimize variables. RSM
would help model and design the experiments and evaluate the effect of operational pa-
rameters and their relationship to determine the optimal values of the electrocoagulation
process [24,25]. Determination of the effective parameters is difficult due to the complexity
of the reactions in the EC, since it leads to uncertainty in the design and measurement of
the reactors. A reliable model for any wastewater treatment plant should provide a tool
to predict its performance and to control process performance. Such a tool can minimize
operating costs and ensure performance stability. Predicting operational parameters using
conventional experimental techniques is also time-consuming, which limits their imple-
mentation [26]. Machine learning (ML) algorithms are beneficial in process controlling,
which presents high levels of desirability. These methods could be used in wastewater
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treatment due to their ability in approximating complex functions. Few studies have inves-
tigated the simulation and modeling of electrochemical parameters by ML methods [27–29].
Some authors have suggested that the utilization of ML algorithms is a promising method
to investigate the performance of electrochemical treatment of water and wastewater [30,31].
For example, da Silva Ribeiro et al. [32] have used an artificial neural network (ANN) to
model experimental data of boron removal from aqueous solutions by electrocoagulation.
Khan et al. [33] have applied the central composite based on response surface method
(RSM) to investigate the dependency of the studied variables on the removal of synozol red
dye using the electrocoagulation technique and artificial neural network training (ANN),
which was trained to estimate the experimental data. Morales-Rivera et al. [20] have used
response surface and artificial neural networks models to optimize the process of cold meat
wastewater treatment. In this context, this study aims to optimize the electrocoagulation
process for CEX removal by optimizing the effective parameters using the response surface
method (RSM) with the central composite design (CCD). The best responses were examined
using ANOVA analysis. In addition, the prediction of the removal efficiency (using artificial
neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS) models) is
within the aim of this study.

2. Materials and Methods
2.1. Reagents

In this study, the CEX antibiotic with the C16H17N3O4S·H2O formula (Merck, Darmstadt,
Germany) has been used to prepare synthetic effluent. The initial pH of the solutions
was adjusted using NaOH (Merck, Darmstadt, Germany) or H2SO4 (Merck, Darmstadt,
Germany). NaCl (Merck, Darmstadt, Germany) has been used to adjust the current density,
and HCl (Merck, Darmstadt, Germany) has been utilized to wash the formed metal oxides
on the effective surface of the electrodes.

2.2. Electrocoagulation Reactor

The pilot unit that was used in this study consisted of a bench-scale reactor made of
plexiglass with an effective volume of 3 L. In addition, four aluminum electrodes with
dimensions of 140 mm × 80 mm and an effective surface of 56 cm2 were used as electrodes
with the parallel and monopolar arrangement (Figure 1). The electrodes were connected
to a digital DC supply. The adsorption and removal rate of CEX was measured with a
UV-VIS spectrophotometer (PerkinElmer-550 SE) at a wavelength of 262 nm. The removal
efficiency for each experiment was calculated using the following equation:

R(%) =
(Ci −Cf)

Ci
× 100 (1)

where Ci and Cf represent the initial and remaining CEX concentrations (mg/L), respectively.
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2.3. Research Roadmap

The present study is divided into four steps, including (i) experimental design and
data collection, (ii) statistical analysis and optimization, (iii) data mining and training a
machine for anticipation of removal rate, and (iv) determining the most effective parameter
in prediction.

In the first stage, the CCD model was applied to design the experiments by considering
four independent parameters to achieve the dependent parameter, which is the response.
The removal efficiency was obtained according to designed experiments by Expert Design
software, and these results were used in statistical modeling and AI algorithms.

In the statistical analysis and modeling step, various models, including linear, quadratic,
2FI, and quartic, etc., were used to model the CEX removal by CCD. The quadratic model
was used in the present study. The model coefficients were evaluated after modeling;
therefore, four criteria were used: model significance, model accuracy test, determination
of R2 and Radj

2 coefficients, and residual analysis. Then, the significance of the model was
analyzed based on the F-value and p-value. Next, investigation of the diagnostic data was
accomplished before performing graphical analysis and examining the interaction of the
parameters to evaluate effective responses. Initially, the diagnostic investigation was based
on model residues and would show the outliers in the response data. After performing the
statistical analysis, the proposed model was presented as a quadratic equation in terms of
the actual and coded parameters. Finally, the model for CEX removal was optimized based
on the desirability function. In this regard, the optimization conditions for the variables
and response were considered in the range and the maximum state.

In the modeling step, ANN and ANFIS models were used to predict the CEX removal
efficiency from the aqueous solution. Therefore, a multi-layer feed-forward using an
ML algorithm was trained to improve the ANN model for forecasting. Finally, sensitivity
analysis was performed to verify the importance of the considered variables in the proposed
models by the three mentioned methods.

2.4. Optimization and Modeling the Experiments Using the Machine Learning Model
2.4.1. Experimental Design and Optimization

The response surface model based on CCD was used to design and optimize the
experiments. In this regard, four independent parameters, including (a) CEX initial concen-
tration (15–55 mg/L), (b) electrolysis time (20–40 min), (c) initial pH (3–11), and (d) type of
electrode was considered to achieve the dependent parameter. The range of the operating
parameters using the CCD method is presented in Table 1.

Table 1. Independent parameters and ranges based on CCD.

Factors
Experimental Field

−2 −1 0 1 2

CEX Initial Conc. (mg/L) 15 23.1 35 46.89 55
Electrolysis Time (min) 20 24.05 30 35.94 40

Initial pH 3 4.62 7 9.38 11
Electrode Type Non-Insulated Insulated

The number of tests in the CCD method is calculated according to the following
equation (Equation (2)). A total of 80 tests were proposed based on this equation and by
repeating the experiments twice.

N = 2K + 2K + C0 (2)

where K is the number of parameters, 2K central experiments, 2K axial experiments, and
C0 center points.
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2.4.2. Modeling an Artificial Neural Network

An artificial neural network (ANN) is a mathematical or computational model that
simulates the biology of the human brain. ANN predicts the unmeasured values of the
target parameters using the correlation between the measured parameters and the target
parameters. The structure of a general ANN consists of an input layer, a hidden layer,
and an output layer. Each layer has corresponding units (neurons or nodes) and weight
connections. The connections could be feed-forward or feed-backwards. Each unit would
receive its total weighted inputs and would transmit the result through a nonlinear ac-
tivation function (transfer function). The activation function would operate on the total
weight of the layer inputs. One of the most widely used transfer functions is the sigmoid
(logistic) function. Finally, the transfer function would operate based on the weight of the
layer inputs, as given in Equation (3) [21].

Y = f
(
∑i wixi + b

)
(3)

where xi is the ith input data, wi is the weight of the ith value, and b is the bias of this
neuron. The outputs are fed through the network to optimize the weight between the
layers. The optimization is achieved by minimizing the errors in the training or learning
phase. The training step is consisted of learning the mathematical relationship between
the input variables and the corresponding outputs. In order to reduce the discrepancy
between the predicted and the observed values, the ANN would change the weighted
bonds. This process is repeated many times in the training cycles until achieving a certain
level of accuracy. A multi-layer perceptron network is illustrated in Figure 2 [31,34].
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Figure 2. ANN Architecture.

MATLAB 13b, an artificial intelligence software, was used in the ANN studies. A
sigmoid transfer (TANSIG) function with the Levenberg Marquardt training algorithm
was used for adjusting the ANN network. To develop the ANN architecture, 80 trials of
wastewater treatment containing CEX by EC were used and assigned to the following sub-
groups randomly: 70% training (56 trials), 15% validation (12 trials) and 15% experiments
(12 trials). The number of input neurons was defined by input variables, including initial
CEX concentration, initial pH, electrolysis time, and electrode type. The output variable
was the removal efficiency obtained after treatment of the aqueous solution by EC. The
number of hidden layers and the number of neurons in these layers were determined
by trial and error. Various nodes were used to define the optimum number of hidden
nodes (i.e., 5–20). The accuracy of the developed models was evaluated using statistical
parameters, which are presented in Table 2.
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Table 2. Formula, Parameters, and Description of Descriptive Statistical indicators.

Statistical Indicator Formulation Parameters Description

R2
1−∑n

i=1

(
yi,cal−yi,exp

)2

(
yavg,exp−yi,exp

)2

n: Number of data
yi,cal: observed values,
yi,exp: predicted values,
yavg,exp: predicted average values.

Coefficient of Determination.
The average squared
difference between the
estimated values and the
actual value.

MSE ∑n
i=1

∣∣∣yi,cal−yi,exp

∣∣∣
n

n: Number of data,
yi,cal: observed values,
yi,exp: Predicted values.

Mean Absolute Error
The average of all absolute
errors or a measure of
prediction accuracy of a
forecasting method

RMSE
√

1
n ∑n

i=1

(
yi,cal − yi,exp

)2
n: Number of data,
yi,cal: observed values,
yi,exp: Predicted values.

Root Mean Square error. The
difference between the values
predicted by the model and
the recorded data

2.4.3. ANFIS

The adaptive neuro-fuzzy inference system technique is a data learning technique that
uses fuzzy logic, which could transform given inputs into the desired output. The flowchart
of the ANFIS model is depicted in Figure 3, which consists of five major steps. MATLAB 13b
software is utilized in this research to monitor and predict the electrocoagulation process
for CEX removal. Firstly, functions are applied to obtain fuzzy clusters from input values.
Secondly, by multiplying the membership values, the weights are calculated. Thirdly, the
normalized value is evaluated for each rule. In the following stage, the rules’ weighted
values are calculated in each node of the layer. Finally, by the aggregation of non-fuzzy
data, which was obtained in the previous step, the ANFIS outputs are obtained.
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2.4.4. Sensitivity Analysis

The Garson method was applied for the sensitivity analysis of ANN modeling accord-
ing to the following equation (Equation (4)) [35] to estimate the comparative significance of
the influential parameter on the CEX removal process.

Ij =
∑M

m=1

{(∣∣∣Wh
jm

∣∣∣/ ∑Nh
n=1

∣∣∣Wh
nm

∣∣∣)× ∣∣∣WO
m

∣∣∣}
∑N

k=1

[
∑M

m=1

{(∣∣∣Wh
km

∣∣∣/ ∑Ni
n=1

∣∣∣Wh
nm

∣∣∣)× ∣∣∣WO
m

∣∣∣}] (4)

where Ij is the value of the jth variables, Nh and Ni are the figure of neurons in the input
and hidden layer, respectively, and W’s are the link weights, k, m, and n represent input,
hidden, and output neurons, correspondingly.

The main steps for determining the relative importance of input variables are as follows:

• Formation of a matrix containing the input-hidden and hidden-output neurons’ weight.
• Calculation of the effect of input neurons on the network output through each of

the hidden neurons (AH1I1). Therefore, at first, it is necessary to determine the
hidden-input layers’ weight (WH1I1) and the output-hidden layers’ weight (WO1H1)
(Equation (5)).

AH1I1 = WH1I1 ×WO1H1 (5)

• Calculation of the relative effect of each input neurons on the output signal for latent
neurons (RH1I1) and determination of the total R for the input neurons (SI1)

RH1I1 = |AH1I1|/( |AH1I1|+ |AH1I2|) (6)

SI1 = RH1I1 + RH2I1 + RH3I1 (7)

• Calculation of the relative importance of each input variables (II1)

II1 = SI1/(SI1 + SI2)× 100 (8)

3. Results and Discussion

The experimental results were analyzed using Design Expert 12 software. The approx-
imate function of CEX removal percentage by the electrocoagulation process in both cases
using non-insulated and insulated electrodes are presented in Equations (9) and (10). To
simplify the form of the equations below, init. CEX conc., electrolysis time and pH were
coded as Z1, Z2 and Z3, respectively.

R% (Non− insulated Electrodes) = −195.085 + 4.239× Z1 + 10.149× Z2 + 14.633× Z3− 0.033× Z1×
Z2 + 0.036 Z1× Z3− 0.076× Z2× Z3− 0.049− 0.134× Z22 − 1.056× Z32 (9)

R% (Insulated Electrodes) = −197.523 + 3.932× Z1 + 10.773× Z2+
14.633× Z3− 0.033× Z1× Z2 + 0.036× Z1× Z3− 0.076× Z2× Z3− 0.049× Z12−

0.134× Z22 − 1.056× Z32
(10)

The ANOVA results obtained from the quadratic model are presented in Table 3. The
model F-value of 147.27 indicates the significance of the model. Additionally, a “Prob > F”
value of less than 0.05 implies the model terms are significant. In this case, A, B, C, D,
AB, AC, AD, BC, and BD are the significant model terms. The “Lack of Fit F-value” of
1.69 indicates that the lack of fit is not significant relative to the pure error. The regression
factors (adjusted R2 and R2) are 0.9635 and 0.9569, respectively, and the predicted R2 is in
good affiliation with the adjusted R2 since the divergence is less than 0.2.
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Table 3. Analysis of Variance (ANOVA) for the RSM Model of the percentage of CEX Removal.

Factor Sum of Squares Mean Square F-Ratio p-Value (Prob > F)

Model 8053.85 671.15 147.27 <0.0001
Init. CEX Conc. 169.21 169.21 37.13 <0.0001
B- electrolysis time 990.47 990.47 217.33 <0.0001
C- pH 427.54 427.54 93.81 <0.0001
D- electrode type 615.33 615.33 135.02 <0.0001
AB 177.57 177.57 38.96 <0.0001
AC 34.36 34.36 7.54 0.0077
AD 181.83 181.83 39.90 <0.0001
BC 37.84 37.84 8.30 0.0053
BD 188.08 188.08 41.27 <0.0001
CD 0.0201 0.0201 0.0066 0.6360
A2 2867.87 2867.87 629.28 <0.0001
B2 1294.09 1294.09 283.95 <0.0001
C2 2057.40 2057.40 451.44 <0.0001
Residual 305.34 4.56 - -
Lack of fit 111.22 6.54 1.69 0.0777
Pure error 194.12 3.88

The removal efficiency of the experimental and predicted trials by the RSM model
indicated that the removal efficiency for 80 experiments is well predicted, which agrees
with the experimental removal efficiencies. The maximum predicted error in the removal
efficiency was 2%, indicating the model’s acceptability in predicting the CEX removal effi-
ciency. To investigate the effect of each on the obtained response with the model, the graphs
were obtained based on the polynomial function of the model. Figure 4 proves the direct
relationship between the CEX removal efficiency as a function of initial CEX concentration,
electrolysis time, initial pH and electrode type. This figure shows the three-dimensional
interactions of the parameters for two states of (a) uninsulated electrodes and (b) insu-
lated electrodes. The electrolysis time factor is the most effective in both cases because it
has changed with a steeper slope. The intensity of pH changes is higher than the initial
concentration, which means that the pH is more effective than the initial concentration.

The interaction of initial CEX concentration and electrolysis time is shown in Figure 4(aI,bI),
and as can be seen, the electrolysis time has a greater effect on the CEX removal process
than the initial CEX concentration. The removal rate increases by increasing the electrolysis
time at each of the initial CEX concentrations. However, the removal efficiency peaked by
increasing the initial CEX concentration from 15 to 35 mg/L and the electrolysis time by
30 min.

As presented in Figure 4, the removal efficiency is higher using an insulated electrode.
In this regard, Elazzouzi et al. (2018) have conducted a study on municipal wastewater
treatment and have attributed the increment to the fact that insulated electrodes help to
regulate the iso-potential, which leads to a more uniform distribution of current density.
It also has shown that insulating the edges of the electrodes would increase the number
of Al3+ ion particles and thus would trap a large amount of contaminants in the growing
flocks [35]. Figure 4(aII,bII) illustrates the effect of initial CEX concentration and initial pH.
The highest removal efficiency occurred at initial CEX concentrations of about 35 mg/L
and natural pH (about 7). However, the CEX removal rate was decreased by increasing the
initial CEX concentration to 55 mg/L and pH above 7. Although this phenomenon is also
observed at lower concentrations (15 mg/L) and lower pH than 7, higher removal efficiency
is observed compared to alkaline conditions. The electrolysis time and pH interaction are
presented in Figure 4(aIII,bIII). Based on the results, the electrolysis time had a greater
effect on CEX removal than pH. As shown in Figure 4, the highest amount of CEX removal
occurs at the electrolysis time of about 31 min, and the pH is in the natural range. The
variation in the CEX removal is more considerable at the acidic pH than the alkaline. In
addition, the CEX removal rate is increased with the increase of electrolysis time in both
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acidic and alkaline pH. Additionally, Figure 4 shows the CEX removal is peaked at an
electrolysis time of about 30 min. Moreover, the removal rate is increased slightly with the
increasing electrolysis time at low and high pH ranges, and it does not change significantly
after reaching a certain removal rate.
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Regarding the effect of the electrode type and initial CEX concentration on the removal
rate, it was noticed that the highest removal rate is observed for the two types of electrodes
at a concentration of about 35 mg/L. However, the removal efficiency is higher when
using insulated electrodes. In both types of electrodes, by increasing the concentration, the
removal efficiency is increased and then decreased with a further increment of the initial
concentration. The obtained results proved the effect of electrode type and electrolysis
time on the response, where an increase in the removal efficiency is observed by increasing
the electrolysis time from 20 to about 30 min for both electrodes. However, for more
than 30 min, the removal increment is insignificant, and this removal rate is higher in the
insulated electrode than in the non-insulated electrode. Additionally, it was noticed that
the removal rate increases slightly by increasing the pH to the natural range using both
types of electrodes, but increasing the pH to 11 would reduce the removal, and the removal
efficiency is higher by means of the insulated electrode. This could be attributed to the
formation of more hydroxyl radicals from the surface of the insulated electrode preventing
electrons from escaping from the sharp sides of the electrodes.

Model equations were solved, maximizing CEX removal while the effective factors
were considered in their range. Predicted optimization was obtained at the initial CEX
concentration of 30.16 mg/L, electrolysis time of 34.62 min, and pH of 6.14 using insulated
electrodes with 93.87% CEX removal efficiency, and the removal efficiency of 88.21%
was obtained by conducting an experiment under this situation. In addition, using non-
insulated electrodes, the proposed optimal conditions were the initial CEX concentration of
34.26 mg/L, electrolysis time of 31.75 min and pH of 6.43, which led to a predicted and
experimental CEX removal efficiency of 85.26% and 73.81%, respectively.

The experimental data presented in Table 2 include four factors: initial CEX concentra-
tion, electrolysis time, initial pH and electrode type as input data and removal efficiency
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of experiments were used as output in ANN modeling using MATLAB-13 software, and
a one and two-layer feed-forward model was developed. Input and target datasets are
randomly divided into three subsets: training (70%), validation (15%) and test (15%). In this
network, the Levenberg-Marquartd (Trainlm) algorithm was used for training the neural
network due to its applicability for small and medium-size networks [36]. In order to avoid
overfitting and to ensure good generalization in the model, the validation set is used to
access the network convergence. The test set is used as a proxy for hidden data and, finally,
the prediction results on the test set were presented. The hyperbolic tangent (TANSIG)
function transferred data from the input to the hidden layer. For data training, the linear
activation functions (Purelin) is employed for input and output layers, and the rectified
linear unit (ReLU) is used for hidden layers as the activation functions. The optimum
number of neurons in the hidden layer was estimated by trial and error with 5–20 neurons,
and the statistical coefficients were determined based on the presented relationships in
Table 2 (see Table 4).

Table 4. Performance evaluation in ANN selection.

No. of Neurons
in the

Hidden Layer

No. of Layers
1 Hidden Layer 2 Hidden Layer

R2 MSE RMSE R2 MSE RMSE

5 0.91853 10.43 3.2295 0.96575 10.7753 3.28257
6 0.98587 4.063 2.00157 0.9831 4.269 2.06615
7 0.94192 25.9804 5.09709 0.93291 4.2733 2.06719
8 0.94804 19.2963 4.3927 0.96753 15.5505 3.94341
9 0.97112 2.0534 1.43296 0.98615 5.3168 2.30581

10 0.98466 7.9797 2.82483 0.98322 7.6628 2.76817
11 0.9816 3.4759 1.86437 0.9571 10.1992 3.19361
12 0.93707 12.0046 3.46476 0.98172 4.3321 2.08136
13 0.86697 16.0169 4.00211 0.98494 2.8548 1.68961
14 0.9841 3.2313 1.79758 0.98444 3.8091 1.95169
15 0.9791 4.4144 2.10104 0.96624 4.0183 2.00456
16 0.93155 5.6492 2.376804 095561 15.2422 3.90412
17 0.94337 17.8711 4.22742 0.95468 4.2971 2.07294
18 0.95113 5.4189 2.32785 0.98337 5.7874 2.40570
19 0.98186 7.0144 2.64847 0.98597 4.9296 2.22027
20 0.9697 6.7675 2.60144 0.98524 4.0565 2.01407

Finally, the results showed that to predict the removal rate based on the maximum
coefficient R2 and the minimum MSE using 11 neurons with one hidden layer, utilizing
13 neurons with two hidden layers proved to have the best performance. Comparing
these two optimal conditions shows that these coefficients do not have a considerable
discrepancy, but using one hidden layer is recommended because of the more desirable R2

and MSE values. Eleven neurons in the hidden layer were selected for the final model to
limit the model capacity for better generalization capabilities.

It was noticed that the performance gradient (for the training process) was 0.017522.
The gradient will be very small as the training performance reaches the minimum value (the
training will terminate if the gradient is less than 1 × 10−7). The number of validation checks,
which indicates the number of successful iterations that the validation performance could not
reduce, was 100. The training will stop if the number of validation checks reaches 100.

The results showed that the best validation performance was 65.1332 at Epoch 157.
After Epoch 157, the MSE of training gradually decreased with increasing iteration num-
bers. In addition, after Epoch 157, the error on the validation set usually starts to rise,
which indicates that the network starts to over-fit the data. The test curve has increased
slightly with the rising validation curve, indicating that the validation and test curves are
very similar.

To optimize the network performance, the adjustable network parameters, such as
weights and biases, were set out, which are presented in Table 5.
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Table 5. The adjustable network parameters.

Input layer to Hidden Layer Weights
W1 (Input 1) W1 (Input 2) W1 (Input 3) W1 (Input 4) Bias

PE1 −0.021 −0.965 4.373 2.237 −4.117
PE2 −7.369 −3.284 0.686 7.401 −4.524
PE3 −9.214 4.764 21.949 13.686 8.786
PE4 2.778 2.277 1.178 3.869 −1.082
PE5 1.645 −1.559 −1.661 −0.131 −1.134

Hidden Layer to Output Layer Weights
W2PE1 W2PE2 W2PE3 W2PE4 W2PE5 Bias

−0.719 0.249 −0.676 0.660 −0.786 −0.737

Figure 5 demonstrates the correlation between network outputs and network targets.
The dashed line shows the perfect result, for example, outputs = targets, while the solid
line represents the best fit linear regression. The training plot proves good fitness as the
R-value is higher than 0.98. The validation and test plots show that the R-values are 0.76
and 0.96, respectively, indicating that some data points have poor fits.
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A Sugeno structure was built with a fuzzy toolbox in MATLAB 13b to create the
ANFIS model. It consists of five layers, including fuzzification, implication, normalization,
aggregation, and defuzzification layers. At the final stage, the estimated value is presented.

It was noticed that the electrolysis time had the most effect on the removal response in
both situations of electrode types with high slope variations.

The Garson method was used to evaluate the significance of operating parameters
on the electrocoagulation process in the CEX removal. Therefore, their comparative val-
ues were estimated by this method. According to the results presented in Figure 6, the
effect of individual parameters is as follows: pH > initial concentration > electrolysis
time > electrode type. Different types of oxidants with different oxidizing powers might
be produced at a specific pH, which means that the pH factor is more important than
other variables.

Additionally, as reported in Figure 7, the ANFIS model was able to estimate the
CEX removal with a 0.99 regression coefficient, which is an acceptable accuracy. As
shown in Figure 7A,B,C the experimental observations and predictions by ANFIS, RSM,
and ANN are compatible. The evaluation of models is completed with respect to the
correlation coefficients (R2), the mean square error (MSE), and root mean squares error
(RMSE). Although in the range of 80 data points, three models provided reliable estimates
for CEX antibiotic removal, the ANFIS model had a more accurate prediction than the
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RSM and ANN with a better R2 value, which shows the precision of the model in CEX
removal estimation.
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The sensitivity analysis of individual parameters and their interaction effects were
evaluated based on the Pareto analysis, Garson method, and dual interaction for RSM, ANN
and ANFIS, respectively. The relative importance of the individual parameters obtained
by ANN is comparable to that of RSM and ANFIS. Moreover, the order of importance
for the individual parameters for the RSM model is electrolysis time > electrode type >
pH > initial concentration, for the ANN model is pH > initial concentration > electrolysis
time > electrode type, and for ANFIS model is electrolysis time > initial concentration >
and pH.

Some investigations have utilized the ML algorithms for the projection of the re-
moval percentage in the electrocoagulation process. Taheri et al. (2015) have evaluated
the performance of GA and ANN in modeling the acid azo dye removal through the
electrocoagulation process [37]. The outcomes of the mentioned study have illustrated that
these models were able to present a reliable estimation with high levels of credibility, which
is in agreement with the results of this research. Nasr et al. (2015) have investigated the va-
lidity of the ANFIS model in the projection of efficiency of electrocoagulation in greywater
treatment [38]. The outputs of applying the above algorithm in their prediction model have
expressed that there was a correlation coefficient between the experimental and predicted
values, which is compatible with the outcomes of the present study. Maleki et al. (2014)
have estimated the performances of ANN in modeling the removal of color [39]. The results
of that research have demonstrated that ANN has provided a precise model in anticipating
color removal. This is in alignment with the outcomes of this research.

4. Conclusions

In this study, experiments were performed to simulate (using RSM, ANN and ANFIS)
the electrocoagulation process for removing the CEX antibiotic from synthetic wastewater
using aluminum electrodes.

The outcomes of this study demonstrated that the RSM model is excellent in explaining
the interaction of the parameters. Additionally, it was noticed that the three models, RSM,
ANN and ANFIS, were able to predict the experimental results well; however, the ANFIS
model showed the best performance with R2 of 0.9921. Generally, the main conclusions of
this study could be summarized as follows:

• The CCD-RSM, ANN, and ANFIS algorithms have an acceptable accuracy in simulat-
ing the removal of CEX.

• The ANFIS model has the best performance in predicting the removal of CEX by the
electrocoagulation method.

• According to the CCD-RSM and ANOVA results, the electrolysis time is the most
important parameter in removing CEX.

• The best removal of CEX was 93.87% achieved at a CEX concentration of 30.16 mg/L,
electrolysis time of 34.62 min, pH of 6.14 and application of insulated electrodes.

For future studies, the authors recommend conducting kinetic studies for the removal
of CEX by the electrocoagulation method. Additionally, the mechanism and pathway of
CEX by the electrocoagulation method should be studied.
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