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Applications of Covariance Structure Modeling in Psychology: 
Cause for Concern? 

S t e v e n  J. B r e c k l e r  
Johns Hopkins University 

Methods of covariance structure modeling are frequently applied in psychological research. These 
methods merge the logic of confirmatory factor analysis, multiple regression, and path analysis 
within a single data analytic framework. Among the many applications are estimation of disattenu- 
ated correlation and regression coefficients, evaluation of multitrait-multimethod matrices, and as- 
sessment of hypothesized causal structures. Shortcomings of these methods are commonly acknowl- 
edged in the mathematical literature and in textbooks. Nevertheless, serious flaws remain in many 
published applications. For example, it is rarely noted that the fit of a favored model is identical for 
a potentially large number of equivalent models. A review of the personality and social psychology 
literature illustrates the nature of this and other problems in reported applications of covariance 
structure models. 

A principal goal of  experimentation in psychology is to pro- 

vide a basis for inferring causation. Among the tools used to 

achieve this goal are the active manipulation and control of in- 

dependent variables, random assignment to experimental treat- 

ments, and appropriate methods of  data analysis. Causal infer- 

ences are difficult to support without true experimentation. 

Nevertheless, social and behavioral scientists often make such 

inferences in the context of  nonexperimental and quasi-experi- 

mental research (cf. Blalock, 1961; Cook & Campbell, 1979). 

A variety of  sophisticated methods for multivariate data analy- 

sis have been developed and used in these situations (e.g., 

Kenny, 1979), many of which fall into the general category of  

covariance structure modeling. 

Covariance structure modeling can be used to test whether a 

hypothesized causal structure is consistent or inconsistent with 

the data. Applications ofcovariance structure modeling are still 

rare, but several criteria suggest rapidly increasing use (cf. Bent- 

let, 1986), Published accounts have increased markedly since 

1979. Recent textbooks on multivariate analysis have included 

chapters on covariance structure modeling (e.g., Bernstein, 

1988; Pedhazur, 1982), and several textbooks have been de- 

voted entirely to the topic (e.g., Hayduk, 1987; Loehlin, 1987; 

Long, 1983). 

The purposes of this article are to show how covariance struc- 

ture modeling is currently being applied in two related areas of 

research (personality and social psychology), and to document 

potential flaws in many published applications. The personality 
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and social psychology literature is used primarily for illustrative 

purposes. The major points of  this article apply with equal force 

to other areas of  research in which covariance structure model- 

ing has been used, including developmental and educational 

psychology, sociology, political science, economics, marketing, 

and consumer behavior. 

The first section of  this article provides a brief overview of 

one popular representation o fa  covariance structure model: the 

LISREL model (JiSreskog & S6rbom, 1984). This section defines 

the basic elements of the LISREL model and identifies common 

problems associated with this and other models for the analysis 

of covariance structures. The second section briefly summa- 

rizes the nature of published applications in several representa- 

tive personality and social psychology journals and illustrates 

the method with an example from the social psychological liter- 

ature. The third section examines how problems associated 

with covariance structure modeling have been addressed in 

published accounts and how failures to recognize such prob- 

lems often lead to misleading conclusions. The final section 

offers several recommendations for reporting the results of co- 

variance structure modeling. 

The  Covar i ance  S t ruc tu re  Mode l  

Covariance structure modeling merges the logic of confirma- 

tory factor analysis, multiple regression, and path analysis 

within a single data analytic framework (cf. Bentler, 1980). Sev- 

eral models for the analysis of covariance structures have been 

developed (e.g., Bentler, 1985; Bentler & Weeks, 1980; Browne, 

1984; J6reskog, 1978; McArdle & McDonald, 1984; Lee & 

Jennrich, 1984), but the majority of  applications have used the 

L I S R E L  1 (J/Sreskog & SiSrbom, 1984) representation. Several 

textbooks provide a detailed description of the LISREL model 
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I LISREL (Linear Structural Relations) is the name of a computer pro- 
gram used for covariance structure modeling (J6reskog & S6rbom, 
1984). 
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(Bernstein, 1988; Hayduk, 1987; Long, 1983; Pedhazur, 1982); 

only a brief summary is provided here. 

The LISREL M o d e l  

The L1SREL model has two primary components: the mea- 

surement model, which defines hypothetical latent variables 

(LVs) in terms of observed measured variables (MVs), and the 

structural model, which defines relations among the LVs. A dis- 

tinction is also made between exogenous (independent) vari- 

ables and endogenous (dependent) variables. All variables 

therefore fall into one of  four sets: q exogenous MVs (xj, x2, 

. . . .  Xq), p endogenous MVs (y~, Y2 . . . . .  yp), n exogenous LVs 

(~l, ~2 . . . . .  ~n), and m endogenous LVs (hi, n2 . . . . .  nm). 

Two matrix equations are used to represent the measurement 

portion of the LISREL model: 

X --- Ax~ + ~, (1) 

and 

Y = Ayn + ~. (2) 

In Equation 1, X is a q × 1 vector of  exogenous MVs; Ax is a 

q × n matrix of  coefficients (factor loadings) that indicate the 

influence of  the exogenous LVs on the exogenous MVs; ~ is a 

n × 1 vector of exogenous LVs; and b is a q × 1 vector of errors 

in measurement for the exogenous MVs. In Equation 2, Y is a 

p × 1 vector of endogenous MVs; A r is a p × m matrix of co- 

efficients (factor loadings) that indicate the influence of the en- 

dogenous LVs on the endogenous MVs; n is a m × 1 vector of  

endogenous LVs; and ~ is a p × 1 vector of errors in measure- 

ment for the endogenous MVs. 

The matrix equation for the structural portion of the model 

is 

n = Bn + F~ + ~'. (3) 

In Equation 3, B is a m × m matrix of coefficients that indi- 

cate the influence of endogenous LVs on other endogenous LVs; 

F is a m × n matrix of coefficients that indicate the influence of 

exogenous LVs on endogenous LVs; and ~" is a m × 1 vector of 

errors in prediction for the m endogenous LV equations. LISREL 

defines four additional matrices: 06 is a q × q matrix of  covari- 

ances among the errors in measurement for Equation 1; 0, is a 

p × p matrix of covariances among the errors in measurement 

for Equation 2; ~I, is a n × n matrix of  covariances among the 

exogenous LVs (~s); and ¢J is a m × m matrix of covariances 

among the errors in prediction (~'s). 

The population covariance matrix ~ is defined as a function 

of  eight parameter matrices (Ax, Ay, 0~, O,, ~I,, B, F, and ~b). A 

given theoretical model is represented by specifying a pattern 

of fixed and free (estimated) elements in each of the eight pa- 

rameter matrices. The matrix of observed covariances (S) is 

then used to estimate values for the free parameters that best 

reproduce the data. Although maximum likelihood estimates 

are most frequently used, other methods for parameter estima- 

tion are available (e.g., least squares). 

Covariance structure modeling rests on the logic of confir- 

matory analysis. A theoretical model must be specified on a pri- 

ori grounds, such that it contains fewer free parameters than 

observed data points (the number of  variances and covari- 

ances). A model gains support when the observed data can be 

closely reproduced by a set of  estimated parameters, subject 

to the constraints imposed on the parameter matrices. Thus, 

covariance structure modeling is used to test whether a given 

theoretical model is consistent or inconsistent with the data. 

Identification 

Identification refers to whether the individual parameters in 

a model and the model as a whole have unique solutions. If a 

parameter is not identified, its estimates will be arbitrary and 

uninterpretable. For example, in the equation x + 3 = 5, the 

unknown quantity x is identified because a unique solution for 

it exists. However, in the equation a + b = 5, two unknown 

quantities are involved; without further information (e.g., other 

equations containing a and b), a unique solution for the values 

of  a and b does not exist (for more, see Duncan, 1975, or Hay- 

duk, 1987). 

Unfortunately, computer programs often compute plausible 

parameter estimates even when some of the parameters are not 

fully identified. It can be difficult to detect such problems, espe- 

cially in models involving large numbers of  parameters. Identi- 

fication can always be determined by solving equations that ex- 

press each parameter in terms of  known quantities, but this 

process can be tedious and difficult. Other criteria can some- 

times be used, but they apply only to particular forms of models 

(see Long, 1983). An empirical check on identification can also 

be performed by using the LISREL computer program (see J6re- 

skog & S6rbom, 1984, p. 1.24). 

Assessment of Fit 

Perhaps the greatest practical concern is determining how 

well a model reproduces or fits the data. Goodness of  fit can be 

assessed in many ways. Practitioners are generally advised to 

examine multiple fit criteria rather than to rely on a single sta- 

tistic. Proper assessment of a model's fit involves evaluation of 

the entire model, each equation within the model, and the indi- 

vidual parameter estimates. 

Several indices are available for determining the global fit of a 

model. The most commonly reported fit index is the chi-square 

statistic, which is available when maximum likelihood estima- 

tion is done. However, several difficulties are associated with 

using the chi-square value as a test statistic (cf. Satorra & Saris, 

1985). For example, well-fitting models are ones that produce 

a small chi-square, or a failure to reject the null hypothesis. The 

chi-square test can also be sensitive to small differences between 

observed and estimated data, especially when the sample size is 

large. Several supplemental fit indices have been proposed (see 

Hoelter, 1983). For example, Bentler and Bonett (1980) have 

developed normed (A) and non-normed (p) indices that indicate 

the fit of  a theoretical model relative to a logical worst case (null) 

model. 
Another global fit index is the root mean square residual 

(RMR), which reflects the average deviation between observed 

covariances (S) and their estimates. The scale of an RMR de- 

pends on the data being analyzed. When correlations are used, 

the RMR will be in correlation units and will be readily inter- 
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pretable. However, when covariances are used, the RMR will be 

expressed in covariance units that may be difficult to interpret. 

The global fit of  a given model can also be evaluated by com- 

paring it with a theoretically competing model. This method is 

most useful when one model is hierarchically nested within the 

other (i.e., when one contains the same set of  parameters as the 

other, plus some additional parameters). In these cases, a 

difference in chi-squares for the two models is itselfa chi-square 

statistic that indicates whether the model with more free param- 

eters is better able to reproduce the data. 

In addition to testing the global fit of an entire model, it is 

important to evaluate the fit of  individual equations within a 

model. For this purpose, a squared multiple correlation can be 

computed for each structural equation in the model. These val- 

ues indicate the proportion of  variance in each latent endoge- 

nous variable accounted for by the equation. 

The reliability of individual parameter estimates is also of 

critical importance. Approximate t values can be computed for 

each parameter to test the null hypothesis that its value is zero. 

The global fit of a model may be very good even when one or 

more individual parameters is not reliably different than zero. 

Other Issues and Problems 

The problems of  identification and assessment of  fit are given 

considerable attention in textbook treatments. However, logical 

problems of the sort discussed by Cliff (1983) are not com- 

monly addressed. One problem is that "acceptable" models are 

those that the data fail to disconfirm; when a model is not dis- 

confirmed, many other equally fitting models are also not dis- 

confirmed. Another problem occurs when the same set of data 

is used to both modify a model and evaluate its fit, a practice 

that undermines the entire logic of  confirmatory analysis. 

Third, although correlational data may be consistent with hy- 

pothesized causal relations, they do not provide a sufficient ba- 

sis for establishing causation (cf. Baumrind, 1983; Cook & 

Campbell, 1979). Finally, the invention of  LVs to explain an 

observed pattern of correlations does not guarantee that the in- 

vented LVs truly exist or that they are understood (the nominal- 

istic fallacy). 

Equivalent models. A well-fitting model is one that closely 

reproduces the observed data. However, even when a model is 

found to be consistent with the data, it is almost always the case 

that alternative models will be equally consistent. Although this 

situation is sometimes acknowledged in textbooks (e.g., Loeh- 

lin, 1987; Pedhazur, 1982), it is not always so (e.g., Hayduk, 

1987; Long, 1983). Stelzl (1986) has developed several rules that 

help to generate a family of  equivalent models. Two models are 

defined as equivalent when they are associated with identical fit 

functions (e.g., maximum likelihood loss functions). Two equiv- 

alent models will account for the same observed covariances 

equally well; every global goodness of fit statistic will be identi- 

cal for the two models (x 2, o, A, RMR, etc.). The results from 

covariance structure modeling simply cannot be used to distin- 

guish the global fit of two equivalent models. However, two 

equivalent models can differ in the values estimated for individ- 

ual parameters, thereby providing some basis for distinguishing 

between them. 

Other well-fitting models. If  a model is found to provide a 

good global fit, it is very likely that many other models will also 

provide a good (if not better) fit to the data. It can be difficult 

to construct even a small number of such alternative models, 

especially when many of  them are not easily derived from sub- 

stantive theory. The TETRAD computer program (Glymour, 

Scheines, Spirtes, & Kelly, 1987) was developed to help in the 

search for alternative well-fitting models. Beginning with the 

data, a starting model, and user-specified constraints on the 

search process, the TETRAD algorithm can locate alternative 

models that do a relatively good job in reproducing the data. 

The majority of models produced by the TETRAD program are 

not likely to be readily interpretable. Nevertheless, the program 

may produce theoretically viable alternative models that might 

otherwise have been overlooked. 

Model modification. A priori theoretical models frequently 

do not provide an adequate fit to the data. When this happens, 

the original model may be modified to improve its fit. Modifi- 

cations to the measurement portion of  a model can be made by 

(a) changing factor loadings (ks) from fixed to free or from free 

to fixed, (b) allowing or constraining correlations among mea- 

surement errors (fis, ~s), and (c) allowing or constraining corre- 

lations among the exogenous LVs (~s). The structural model can 

be modified by (a) changing path coefficients (3,s,/~s) from fixed 

to free or from free to fixed, and (b) allowing or constraining 

correlations among the errors in equations (fs). 

Modifications can often be derived on theoretical grounds, 

but the more common practice is to modify models on the basis 

of the data. For example, the L1SREL computer program (J6re- 

skog & S6rbom, 1984) calculates a "modification index" for 

every fixed parameter in a model. The modification index re- 

flects the minimum reduction in the chi-square statistic if the 

parameter is changed from fixed to free. 

The goal of model modification is to develop a model that is 

consistent with the data. However, there is no guarantee that the 

process of model modification (or specification searching) will 

lead to the population model, and in some cases it is unlikely to 

do so (MacCaUum, 1986). Investigators are urged to interpret 

the results of  a specification search with caution and to cross- 

validate the model whenever possible (Cudeck & Browne, 

1983). 

Causal inferences. Covariance structure modeling goes by 

many names, one of  which is causal modeling (e.g., Bentler, 

1980). Indeed, covariance structure modeling can be used to 

test whether a hypothesized causal structure is consistent or in- 

consistent with the data. However, covariance structure model- 

ing does not provide a sufficient basis for drawing causal infer- 

ences (cf. Baumrind, 1983). If one model is supported, so too 

are all of its equivalent models. Causal inferences ultimately 

depend on criteria that lie outside the data analytic system, such 

as manipulation and control of independent variables (cf. Cliff, 

1983). The term causal modelingis a misnomer and should not 

be so casually applied. 

Computer Programs 

Several computer programs are available to estimate covari- 

ance structure models. The LISREL computer program (J6re- 

skog & S6rbom, 1984) was the first widely used program. A 

more recent computer program, EQS (Bentler, 1985), repre- 
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sents the covariance structure model in a different way and can 

be used to estimate a broader class of  models. Programs origi- 

nally developed for other purposes can also be used to estimate 

structural equation models (e.g., Lee & Jennrich, 1984). Such 

programs are available for microcomputers and in commercial 

statistical packages. Thus, software for covariance structure 

modeling is readily accessible. 

Assumptions 

Maximum likelihood estimation of  the parameters in a co- 

variance structure model assumes that the variables have a mul- 

tivariate normal distribution in the population. Distribution- 

free methods for parameter estimation are also available, but 

the maximum likelihood method is most commonly used. Sev- 

eral of the textbooks provide a good discussion of  the multivari- 

ate normal assumption (e.g., Hayduk, 1987). When the raw 

data are available, the EQS (Bentler, 1985) computer program 

will compute several statistics developed by Mardia (1974) for 

testing this assumption. J/Sreskog and Sbrbom (1984) have 

warned that standard errors must be interpreted with caution 

when the normality assumption has been violated. 

The development of goodness of fit statistics and standard 

errors is based on asymptotic normal theory. This means that 

large samples are typically required for proper interpretation of  

the chi-square global fit statistic and to justify the use of  stan- 

dard errors in testing hypotheses about individual parameter 

estimates. Research is only beginning to examine the conse- 

quences of small sample size on estimating a covariance struc- 

ture model (e.g., Anderson & Gerbing, 1984; Gerbing & Ander- 

son, 1985; Geweke & Singleton, 1980). Tanaka (1987) provided 

a good overview of  the sample size issue and also suggested the 

application of alternative fit indices when sample size is small. 

Applicat ions in Personality and Social Psychology 

Nature of  Applications 

Covariance structure modeling is being used with increasing 

frequency in personality and social psychological research. 

During the period 1977-1987, 72 applications of covariance 

structure modeling were reported in four representative jour- 

nals (Journal of Personality and Social Psychology [63 articles], 

Journal of Experimental Social Psychology [5 articles], Person- 
ality and Social Psychology Bulletin [2 articles], and Psychologi- 
cal Review [2 articles]). Figure 1 shows the number of  articles 

in which covariance structure models were used during each of 

the 11 years covered by this review. A list of  the articles appears 

in the appendix. 

Examination of  Figure 1 shows that the Journal of Personal- 
ity and Social Psychology accounts for the majority of  published 

applications within this set of journals. Published accounts of  

covariance structure analysis were rare before 1979, presum- 

ably because computer programs were not widely available. 

One indication that covariance structure modeling was just be- 

ing introduced in 1979 was the publication of the Bentler and 

Speckart (1979) article in Psychological Review. Although that 
article contributed to theoretical conceptions of the attitude- 

behavior relation, its primary impact was the introduction of 

covariance structure modeling to the social psychology litera- 

ture. The number of  published applications appears to be grow- 

ing over the period 1979-1987, but the increasing trend is not 

yet a reliable one. 

Covariance structure modeling has been used in personality 

and social psychology to estimate disattenuated correlation and 

regression coefficients (e.g., Breckler, 1984; Hoelter, 1985), to 

evaluate multitrait-multimethod matrices (e.g., Howard, 1987; 

Russell, McAuley, & Tarico, 1987), to test second-order factor 

models (e.g., Judd & Krosnick, 1982; Newcomb & Bentler, 

1986), and to assess hypothesized causal structures (e.g., Bent- 

ler & Speckart, 1981; Bohrnstedt & Felson, 1983). 

Of the 72 articles included in this review, 29 focused solely on 

measurement models (i.e., confirmatory factor analysis). Such 

applications are often used to estimate correlations among the- 

oretical constructs (the latent variables). Because LVs are con- 

ceived as error free, correlations among them (contained in the 

@ matrix) can be interpreted as having been corrected for atten- 

uation due to unreliability in their measured variables (cf. Allen 

& Yen, 1979). An example is Breckler's (1984) evaluation of  

the tripartite (affect-behavior-cognition) model of attitude 

structure. 

The majority of analyses (44) used cross-sectional data; a 

smaller number (21) used longitudinal data, and 7 used data 

collected in the context of  an experiment. Among the analyses 

based on cross-sectional data, most focused on measurement 

models (26). However, a substantial number of  studies (18) used 

cross-sectional data to estimate structural models, even though 

cross-sectional data collected in a nonexperimental context do 

not provide a strong basis for developing prediction equations 

or for inferring causation. Of the 21 articles using longitudinal 

data, 20 analyzed complete structural models and 1 focused 

solely on measurement models (Newcomb & Bentler, 1986). Al- 

though causal inferences may sometimes be justified in longitu- 

dinal contexts, such designs do not always provide a sufficient 

basis for drawing causal inferences. Nevertheless, longitudinal 

designs are better suited for developing prediction equations 

than are cross-sectional designs. 

An Illustration 

A study reported by Fredricks and Dossett (1983) illustrates 

the basic application of covariance structure modeling. This 

analysis was selected because it provides a typical example of  a 
complete covariance structure model. It also suffers from many 

of  the problems described in the previous section. 

Fredricks and Dossett (1983) used covariance structure mod- 

eling to evaluate Fishbein and Ajzen's (1975) model of attitude- 

behavior relations. An important component of  this analysis 

was a comparison between the original model and several modi- 

fications of it reported by Bentler and Speckart (1979). These 
models appear to be good candidates for covariance structure 

modeling because they are very explicit in both the measure- 

ment and the structural portions of  the model. 

According to the model of reasoned action (Fishbein, 1967; 

Fishbein & Ajzen, 1975), target behaviors (TB) are directly de- 

termined by behavioral intentions (BI), which in turn are di- 

rectly determined by attitudes toward the behaviors (AACT) 
and by subjective norms (SN). Bentler and Speckart (1979) 
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Figure 1. Publications reporting the use ofcovariance structure modeling. (JESP = Journal of Experimental 
Social Psychology, PSPB = Personality and Social Psychology Bulletin, JPSP = Journal of Personality and 

Social Psychology. ) 

modified this model by adding prior behaviors (PB) as a direct 

determinant of behavioral intentions and of target behaviors, 

and by adding a direct link between attitudes toward the behav- 

iors and target behaviors. 

A path diagram representing the final model favored by Fred- 

ricks and Dossett (1983) is shown in Figure 2. Only the latent 

variables are shown in the diagram. In addition to the directed 

paths, the three exogenous LVs (AACT, SN, and PB) are inter- 

correlated. The behavioral domain investigated by Fredricks 

and Dossett was class attendance. Two measures of AACT (XI 

and X2), two measures of SN (X3, X4), three measures of PB 

(Xs, X6, XT), two measures of BI (Y~, Y2), and two measures 

ofTB (Y3, Y4) were collected in a longitudinal context. 

The measurement model matrix equation for the exogenous 

MVs is 

XI-  

X2 

X3 

X4 = 

X5 

X6 

X7 

-~1 0 O" 

X2 0 0 

0 AS 0 

0 X 4 0 

0 0 ~'5 

0 0 ~'6 

0 0 X7 

X Ax 

"6, 7 
62 

AACT 63 I 
SN + 64 I 
PB 6~ 

(56 

(4) 

The Ax matrix contains seven parameters to be estimated 

from the data; the remaining entries are fixed to zero. The mea- 

surement errors (6s) are not directly estimated; instead their 

variances (the diagonal entries of 06) are estimated from the 

data. Intercorrelations among the three exogenous LVs are rep- 

resented in the • matrix: 

[1 1 ¢ = ~b~ I .  . ( 5 )  

~2 ~b3 1. 

The diagonal entries of ¢ are fixed to unity. This is done for 

three reasons. First, the off-diagonal elements of • can be di- 

rectly interpreted as correlations. Second, a metric for the three 

exogenous LVs is established by setting their variances equal to 

one. Third, the constraints help to make the model identified. 

The measurement model matrix equation for the endogenous 

MVs is 

Yt 
Y~ 

Y3 

Y4 

Y 

1 0 

As 0 
0 1 

0 A9 

Ay 

+ ~2 . 

~3 

~4 
(6) 

In Equation 6, the Ay matrix has two free parameters, two 

entries fixed to one, and the remaining entries fixed to zero. The 
entries fixed to one are required to establish a metric for the 

endogenous LVs. 2 The errors in measurement (~s) are not di- 

2 A metric was established for the exogenous LVs by fixing diagonals 
of ,I~ to 1, rather than fixing entries in As to I. Either method is accept- 
able for establishing a metric for exogenous LVs. However, variances of 
the endogenous LVs are not directly estimated in the LISREL model, so 
the method of fixing entries in Ay was used. Other methods can be used 
(e.g., by fixing some entries in the diagonal of OJ, but the ones used here 
are the most common. 



COVARIANCE STRUCTURE MODELING 265 

Prior 
Behaviors 

~jective 
Norms 

Behavioral 
Intentions 

v 

Ta rget 
Behaviors 

Att i tudes 

Figure 2. A covariance structure model of attitude-behavior relations. 

rectly estimated; instead, their variances (the diagonal entries 

of  0J are estimated from the data. 

Finally, the structural model matrix equation is 

~7 B 

+ 

7; 

Io 1  AcTI I ll 72 3"3 SN + . 

0 3"4 P B  ~'2 (7) 

Equation 7 contains five path coefficients to be estimated 

from the data (/~, 3'1, 3'2, 3"3, and 3"4). The errors in prediction 

(~'s) are not directly estimated; instead, their variances (the diag- 

onal entries of if) are estimated from the data. 

This model provided a relatively good overall fit for the data 

collected by Fredricks and Dossett (1983), x2(36, N = 236) = 

55.6, p > .01. The supplemental goodness of fit indices p and 

were, respectively, .96 and .94. Several theoretically competing 

models were also tested; the model shown in Figure 2 was pre- 

ferred on the basis of its fit and parsimony. However, inspection 

of the individual parameter estimates revealed that the factor 

correlation between SN and PB (4~3) and two of  the path coeffi- 

cients (3"2 and/3) were not reliably different than zero. These 

results suggest that the model (as shown in Figure 2) may not 

provide the most parsimonious fit to the data. 

Cause  for Concern?  

Problems associated with covariance structure modeling re- 

ceive considerable attention in the technical literature. In this 

section, the personality and social psychology literature is re- 

viewed to learn whether common problems have been acknowl- 

edged or recognized in published applications. 

Violation of  Assumptions 

The assumption of  multivariate normality was acknowledged 

in 14 of  the 72 articles, and only 7 articles considered whether 

the assumption had actually been violated. Six of  the latter arti- 

cles used distribution-free methods of parameter estimation to 

compensate for probable violations (Hays, Widaman, DiMat- 

tea, & Stacy, 1987; Huba, Wingard, & Bentler, 1981; Newcomb, 

1986; Newcomb & Bentler, 1986; Newcomb & Harlow, 1986; 

Stacy, Widaman, Hays, & DiMatteo, 1985). 

Sample sizes reported in the 72 reviewed articles were typi- 

cally large enough to justify the use of asymptotically normal 

estimators. The median sample size was 198, with a range of  

40-8,650. 3 One fourth of the articles used samples of more than 

500 observations. Nevertheless, a substantial number of appli- 

cations (16) involved sample sizes (n < 100) that are generally 

regarded as too small for estimation procedures that require 

assumptions about population distributions. 

Assessment of  Fit 

The average number of global goodness of fit statistics re- 

ported in the 72 articles was 2.2 (SD = 1.3). Most of  the articles 

(91.7%) reported a chi-square statistic, 44.4% reported differ- 

ence chi-squares (involving competing models), 30.6% reported 

3 Sample sizes were averaged if multiple different-sized samples were 
reported in a single article. 
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Figure 3. Three theoretical models relating affect, behavior, and cogni- 
tion. (Numbers are standardized LISREL parameter estimates.) 

the normed fit index (A), 19.4% reported the ratio ofchi-square 

to degrees of freedom, 12.5% reported the non-normed fit index 

(p), 12.5% reported the goodness of fit statistic computed by 

the LISREL computer program, and 11.1% reported the RMR. 

From these results it appears that the majority of  published ap- 

plications routinely evaluated the global fit of their models us- 

ing the chi-square statistic; relatively few articles reported other, 

perhaps more informative, measures of  fit. 

Very few articles addressed the fit of individual structural 

equations. Of the 43 articles in which complete structural 

models were tested, only 3 reported the squared multiple corre- 

lation coefficients. 

Most of  the 72 articles reported some or all of  the estimated 

parameters (30 gave some of the values, 37 gave all of  the val- 

ues). However, only 41 articles provided t statistics, standard 

errors, or significance levels for estimated parameters. 

An analysis reported by Bagozzi and Burnkrant (1979) is use- 

ful for illustrating the interpretational difficulties that arise 

when individual parameters in a model are not carefully scruti- 

nized. These investigators reanalyzed Fishbein and Ajzen's 

(1974) data to test the construct validity of  a distinction be- 

tween affective and cognitive components of  attitude (Rosen- 

berg & Hovland, 1960). In this structural model (shown in Fig- 

ure 3A), two correlated LVs (affective and cognitive compo- 

nents of  attitude) were hypothesized as predictors of behavior. 

Results indicated an acceptable fit of the model to the data, 

x2(11,N = 62) = 13.11,p> .20. 

The standardized path coefficient for affect (3'0 was .65, and 

for cognition ('Y2) it was .23. These results led Bagozzi and 

Burnkrant (1979) to conclude that "the affective component 

• . . [is] three times as forceful in its impact on behavior as the 

cognitive component" (p. 925). This conclusion was not 

strongly justified because the approximate t values indicated 

that the path coefficient for cognition (~/2) was not reliably 

different than zero (t = 1.12). The proper way to test the differ- 

ence is by estimating a model in which the two parameters are 

constrained to be equal. In this case, the constrained model has 

×2(12, N = 62) = 13.86, p > .20. The difference in chi-squares 

for the constrained and unconstrained models provides a test of 

the null hypothesis that the two path coefficients are equal. 

Here, the difference chi-square (1 df) was 0.75, suggesting that 

the two path coefficients were not, in fact, reliably different• 

Bentler and Speckart (1981) also focused on models of the 

attitude-behavior relation• They used covariance structure 

modeling to analyze the correlations in a cross-lagged panel de- 

sign (Kenny, 1975), concluding that "the r e s u l t s . . ,  unambig- 

uously support the proposition that attitudes have causal prior- 

ity over behaviors, as hypothesized" (p. 235). Nevertheless, the 

attitude-behavior path coefficient had a negative sign in one of 

the three attitude domains tested. This result creates an inter- 

pretational ambiguity because it suggests that behaviors de- 

crease in favorability as attitudes increase in favorability. 

Equivalent Models 

Of the 72 articles reviewed, only 1 acknowledged the exis- 

tence of a specific equivalent model (Dillon & Kumar, 1985). 

However, in the majority of  instances, plausible and theoreti- 

cally compelling alternative models could be easily formulated. 

The covariance structure model reported by Fredricks and 

Dossett (1983), and used in the preceding illustration, has a 

number of plausible and equivalent alternatives (see Figure 2). 

In this case, any of the paths directed at the BI latent variable 

can be reversed in any combination without changing the 

model's global fit. In addition, any of the nondirected paths in- 

volving the three exogenous LVs can be changed to directed 

paths (in either direction and in any combination) without 

changing the model's fit. Thus, one equally fitting and plausible 

alternative model specifies PB as a direct predictor of  SN, BI, 

AACT, and TB; SN, BI, and AACT as intercorrelated; and BI 

as a direct predictor of  TB. This alternative poses a theoretical 

challenge to Fredricks and Dossett's (1983) favored model of  

the attitude-behavior relation by emphasizing the importance 

of prior behaviors as a determinant of both attitudes and future 

behavior. 

The analysis reported by Bagozzi and Burnkrant (1979) illus- 

trates how a failure to recognize equivalent models can lead to 

misleading conclusions. Figure 3A shows a path diagram for the 

predictive validity model favored by Bagozzi and Burnkrant. 

However, at least 26 other covariance structure models are 

equivalent to the one shown in Figure 3A. 4 Two models, in par- 

4 The structural portion of this model is saturated, which means that 
each LV has a connection (either directed or undirected) with every 
other LV. All other saturated models will be equivalent to the one in 
Figure 3A. 
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ticular, offer equivalent and theoretically compelling alterna- 

tives. 

The model shown in Figure 3B reverses the two directed 

paths, hypothesizing behavior as the predictor of  affect and cog- 

nition. This model is substantially different from that shown in 

Figure 3A. Logically, the alternative model indicates that the 

direction of causal influence cannot be determined by the 

method of data analysis alone. The alternative model also has 

theoretical support in self-perception theories of  attitude-be- 

havior relations (Bem, 1972), which hypothesize prior behavior 

as a strong determinant of attitudes. 

A third model, shown in Figure 3C, represents the classic tri- 

partite theory of attitude structure (Insko & Schopler, 1967; 

Katz & Stotland, 1959; Rosenberg & Hovland, 1960), in which 

the LVs are hypothesized as three intercorrelated components 

of attitude. This alternative represents a measurement model 

only and does not include directed relations among the vari- 

ables. The model shown in Figure 3C makes distinctions among 

theoretical components of  attitude without implying that one 

component has causal priority over another. 

Although the models shown in Figure 3 are equivalent in co- 

variance structure, each leads to a different conclusion about 

the relation between attitudes and behavior. Further inspection 

of the individual parameter estimates also reveals differences 

among the models. As noted previously, the path coefficient for 

cognition in Figure 3A was not reliably different than zero. 

However, relations among all three LVs were reliable (all t val- 

ues > 4.0) in the models shown in Figures 3B and 3C. Thus, 

preference might be given to the latter two models because of  

their greater parsimony. If a single model is to be favored, the 

one shown in Figure 3C is most consistent with the cross-sec- 

tional nature of the data. 

Another example comes from an analysis reported by Pavel- 

chak, Moreland, and Levine (1986). Their favored model is 

shown in Figure 4. This model takes the same form as those 

shown in Figure 3, involving three interrelated LVs. This model 

can be modified by changing the directions of any of the three 

paths, in any combination, without changing the model's global 

fit. The three paths can also be changed to correlations (creating 

a factor model) without changing the fit. One plausible equiva- 

lent model reverses the path between beliefs about college 

groups and efforts to identify college groups. The latter model 

is consistent with theories of  self-perception and self-justifica- 

tion, in which past behavior is hypothesized as a strong determi- 

nant of  current attitudes. 

Malamuth (1983) tested the covariance structure model 

shown in Figure 5. According to this model, two exogenous LVs 

(sexual arousal to rape; attitudes facilitating violence) are hy- 

pothesized predictors of  one endogenous LV (aggression against 

women). The exogenous LVs were measured first, followed sev- 

eral days later by measures of the endogenous LV. The primary 

goal was to develop a prediction equation rather than to support 

a causal inference. This study demonstrates how covariance 

structure modeling can be useful in a longitudinal context, but 

it also illustrates some of the limitations inherent in nonexperi- 

mental situations. 

The model shown in Figure 5 provided a good fit to the data: 

x 2 (6, N = 42) = 8.1,p > .05, A = .91. However, the model also 

takes the same general form as those shown in Figure 3 and is 

associated with at least 26 equivalent models. The longitudinal 

design does not itself rule out the plausibility of most equivalent 

models. Although it is difficult to justify the reversal of either 

directed path strictly within the context of this study, the model 

formed by reversing the two paths may be justified on theoreti- 

cal grounds. Such a model might have been supported had the 

order of  data collection been reversed. This situation does not 

detract from the merits of  the research because the goal was 

simply to develop a sound prediction equation. Nevertheless, a 

degree of ambiguity remains regarding the most appropriate 

theoretical model for describing interrelations among these 

variables. 

Nearly Equivalent Models 

Two models are defined as equivalent when they share identi- 
cal fit functions. Although two models may not be formally 

equivalent, they may be similar enough in fit to be considered 

within the same class of  equivalent models. As an illustration, 

consider again the attitude-behavior model tested by Fredricks 

and Dossett (1983), shown in Figure 2. As described in the pre- 

vious section, this model belongs to a relatively large family of 

equivalent models. Other models, although not strictly equiva- 

lent, also provide a good fit to the data. One such model can 

be formed by exchanging positions of the AACT and BI latent 

variables in the path diagram. This model removes the direct 

effect of BI on TB, hypothesizing AACT and PB as having the 

only direct effects on TB. The modified model has the same 

number of free parameters as the original model and also pro- 

vides a good fit to the data, x2(36, N = 236) = 56.3,p > .01. 

All of  the interpretational problems that arise with strictly 

equivalent models apply when nearly equivalent models can be 

formed. Along these lines, the TETRAD computer program 

(Glymour et al., 1987) can be helpful in locating many alterna- 

tive models. However, the TETRAD program is not guaranteed 

to produce theoretically plausible results. 

Confirming the Consequent 

One virtue of confirmatory analysis is that it offers a basis for 

hypothesis testing. A theoretical model dictates which parame- 

ters are to be fixed at some value and which are to be estimated. 

Such constrained models are supported when they do a good 

job of  reproducing the data. For example, in a confirmatory 

factor analysis each variable loads on some factors but not on 

others (loadings are fixed to zero). This stands in contrast to 

exploratory factor analysis in which all variables are free to load 

on all factors. 

The power of  confirmatory factor analysis rests on a priori 

specification of  a theoretical factor structure. If  the theories in 

a particular domain are not refined enough to derive an a priori 

factor structure, then exploratory factor analysis can be useful 

in developing the appropriate factor models. New data should 

then be collected to evaluate these models, using confirmatory 

factor analysis. This cross-validation strategy of  theory develop- 

ment requires use of different data for the exploratory and con- 

firmatory stages of the analysis. 

Six of  the reviewed articles used the results of  exploratory 

factor analysis to derive a factor structure for confirmatory fac- 
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Figure 4. Structural model reported by Pavelchak, Mooreland, and Levine (1986). 

tor analysis (Bryant & Veroff, 1982; Gottfredson, 1982; New- 

comb, 1986; Newcomb & Harlow, 1986; Tanaka & Huba, 1984; 

Wagner, 1987). Of these articles, only one (Tanaka & Huba, 

1984) used cross-validation procedures by using different data 

for the exploratory and confirmatory stages of the analyses. The 

entire logic of confirmatory analysis is undermined when the 

same set of data is used both to develop a model and to evaluate 
its fit. This is most evident in the case of model modification. 

Model Modification 

Of the 72 articles reviewed, 28 (38.9%) reported modifica- 

tions to an initial model. Among these articles, only 1 based the 

modifications on explicitly stated theoretical grounds (Vinokur, 

Schul, & Caplan, 1987); 23 (82.1%) appear to have made modi- 

fications strictly on the basis of the data; and 4 (14.3%) used 

both theory and data to guide the modifications. 

Sexual ArousaJ 
to Rape 

Aggression 
Against 
Women 

Attitudes 
Faci l i ta t ing 

Violence 

Figure 5. Structural model reported by Malamuth (1983). 
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The process of  model modification (specification searching) 

can often lead to a model that contains far more estimated pa- 

rameters than does the original model. An example is a study 

reported by Newcomb, Huba, and Bentler (1986) in which an 

initial model was modified (on the basis of  the data) by allowing 

37 correlations among errors in measurement (fis). The initial 

model contained 80 free parameters, but it was rejected on the 

basis of  the chi-square statistic. The modified model (not re- 

jected by the chi-square statistic) contained 37 additional free 

parameters. Which among the errors in measurement were cor- 

related was not reported, but it is unlikely that the pattern of 

intercorrelations had a substantive interpretation. 

Of the 28 articles reporting model modifications, 3 (10.7%) 

mentioned the problems associated with specification searches 

(Bentler & Huba, 1979; Smith, 1982; Tanaka & Huba, 1984) 

and only 2 (7.1%) used cross-validation to support a modified 
model (Reisenzein, 1986; Tanaka & Huba, 1984). 

Causal  Inferences 

As a method for data analysis, covariance structure modeling 

does not provide a sufficient basis for inferring causation (cf. 

Baumrind, 1983). Cross-sectional data clearly do not justify 

causal inferences. Longitudinal data provide a stronger basis, 

but other criteria are typically required to firmly support a 

causal conclusion. Nevertheless, 8 of  the 72 articles referred to 

the method as "causal modeling" or otherwise implied a causal 

inference in their titles. Twenty-nine of  the articles used phrases 

that implied that causal relations were established (phrases of  

the form a affects b, c has an impact on d, e is influenced by f, 

etc.). One example of  a strong causal claim is reflected in the 

previous quotation from Bentler and Speckart's (1981) study of  

attitude-behavior relations. 

Some investigators were sensitive to the limitations of  their 

data: Causal inferences were made in only 11 of  the 44 cross- 

sectional studies, whereas similar inferences were drawn in 13 

of  the 21 longitudinal studies and in 5 of the 7 experiments. 

Baumrind (1983) cogently argued against making strong 

causal claims on the basis of  correlational data. Baumrind's ar- 

ticle appeared in print (in the Journal of  Personality and Social 

Psychology) before many of the articles included in the present 

review were submitted for publication. Nevertheless, it was 

cited only once (by Hays et al., 1987), even though the problem 

area addressed by Baumrind (drug use) was directly relevant to 

other studies (e.g., Stein, Newcomb, & Bentler, 1987). Thus, 

when it comes to making causal inferences, it would appear that 

investigators are not as sensitive as they can be to the limitations 

of  their data. 

Summary ,  Recommenda t ions ,  and Conclusion 

S u m m a r y  

Covariance structure modeling is commonly used in person- 

ality and social psychology. It is a powerful data analytic tool 

with a variety of useful applications. However, serious problems 

associated with the method have not been completely acknowl- 

edged or addressed in the personality and social psychology lit- 

erature. Among these problems are (a) potential violations of  

distributional assumptions, (b) failure to recognize the exis- 

tence of  equivalent models, (c) use of  the same data to both 

derive and confirm models, (d) modification of models without 

cross-validation, and (e) poorly justified causal inferences. 

Other problems are not so readily detected. For example, if 

the modification history is not described in a published report, 

it may be difficult or impossible to know how many changes 

were made to an initial model. It is even possible that the final 

product of  a series of  modified models will be presented as the 
a priori model. Such practices may be common in the pursuit 

to confirm initial hypotheses (cf. Greenwald, Pratkanis, Leippe, 

& Baumgardner, 1986). 

R e c o m m e n d a t i o n s  

Several recommendations may help to avoid some of the de- 

ficiencies observed in previously published applications of  co- 

variance structure modeling. 

The data should be inspected for potential violations of  the 

multivariate normality assumption. The EQS computer pro- 

gram (Bentler, 1985) is especially helpful in this regard. Distri- 

butional assumptions are likely to be violated when variables 

are strongly skewed or when extreme outliers are present. These 

situations should be acknowledged in published reports. In 

such cases, the investigator is advised to pursue one of  the distri- 

bution-free methods for parameter estimation. 

Authors must make every effort to identify equivalent models 

and to discuss whether such models offer plausible representa- 

tions of  the data. In many instances, it may be possible to elimi- 

nate equivalent models on theoretical or logical grounds. Other 

features of the data-collection context (e.g., an experimental de- 

sign or supplemental data) may make some equivalent models 

implausible. Editors and reviewers must also be vigilant in de- 

tecting the possibility of  equivalent models. 

Cross-validation should be conducted whenever an initial 

model is modified on the basis of  the data (see Cudeck & 
Browne, 1983). A prudent procedure is to routinely divide the 

original sample into two parts: a derivation sample and a cross- 

validation sample. The derivation sample can be used to fit the 

initial model and to derive modifications of  it. Once a favored 

model is found, its fit can be assessed by using (different) data 

from the cross-validation sample. Editors and reviewers should 

be skeptical of  models that are "confirmed" with the same data 

as were used to make modifications. 

Published accounts of covariance structure modeling should 

provide enough details of  the analysis to permit replication by 

other investigators. It is often the case that a model's estimated 

parameters are not made explicit. This is especially common 

when a model has been modified or when many of the measure- 

ment errors (6s or ~s) are correlated. Unless all of a model's 

free parameters are clearly defined, the reader has no way of 

knowing the precise model being fit. 
Whenever feasible, the data (correlations or covariances) 

should be provided as part of  the published report. If  the num- 

ber of  data matrices or space limitations prevent publication of  

the data, authors should make the data readily available. This 

practice helps other investigators to replicate the analysis and 

to fit rival models to the data. It can also be useful in evaluating 
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differences in solutions obtained among different computer  

programs. 

Conclusion 

Covariance structure modeling is rapidly becoming a popular 

data analytic tool. Indeed, McGui re  (1973) anticipated its pop- 

ularity as " the new methodology where correlation can indicate 

causat ion" (p. 454). When used in suitable contexts, and with 

appropriate cautions in mind, covariance structure model ing 

can be useful in making sense of  complex interrelations in mul- 

tivariate data sets. However, the power attr ibuted to covariance 

structure modeling is often overstated, as when McGui re  (1985) 

described it as being used " to  detect the links and directions o f  

causal flow" (p. 238). Recent  applications o f  covariance struc- 

ture model ing have indeed created cause for concern. It is hoped 

that the issues identified here will be properly addressed in fu- 

ture applications. 

R e f e r e n c e s  

Allen, M. J., & Yen, W. M. (1979). Introduction to measurement theory 

Monterey, CA: Brooks/Cole. 
Anderson, J. C., & Gerbing, D. W. (1984). The effect of sampling error 

on convergence, improper solutions, and goodness-of-fit indices for 
maximum likelihood confirmatory factor analysis. Psychometrika, 

49, 155-173. 
Bagozzi, R. P., & Burnkrant, R. E. (1979). Attitude organization and 

the attitude-behavior relationship. Journal of Personality and Social 

Psychology, 37, 913-929. 
Baumrind, D. (1983). Specious causal attributions in the social sci- 

ences: The reformulated stepping-stone theory of heroin use as exem- 
plar. Journal of Personality and Social Psychology, 45, 1289-1298. 

Bem, D. J. (1972). Self-perception theory. In L. Berkowitz (Ed.), Ad- 

vances in experimental social psychology (Vol. 6, pp. 1-62). New 
York: Academic Press. 

Bentler, P. M. (1980). Multivariate analysis with latent variables: Causal 
modeling. Annual Review of Psychology, 31, 419-456. 

Bentler, P. M. (1985). Theory and implementation ofEQS: A structural 
equations program. Los Angeles: BMDP Statistical Software. 

Bentler, P. M. (1986). Structural modeling and Psychometrika: An his- 
torical perspective on growth and achievements. Psychometrika, 51, 

35-51. 
Bentler, P. M., & Bonett, D. G. (1980). Significance tests and goodness 

of fit in the analysis of covariance structures. Psychological Bulletin, 
88, 588-606. 

Bentler, P. M., & Huba, G. J. (1979). Simple minitheories oflove. Jour- 
nal of Personality and Social Psychology,, 37, 124-130. 

Bentler, P. M., & Speckart, G. (1979). An evaluation of models of atti- 
tude-behavior relations. Psychological Review, 86, 452-464. 

Bentler, P. M., & Speckart, G. (1981). Attitudes "cause" behaviors: A 
structural equation analysis. Journal of Personality and Social Psy- 
chology, 40, 226-238. 

Bentler, P. M., & Weeks, D. G. (1980). Linear structural equations with 
latent variables. Psychometrika, 45, 289-308. 

Bernstein, I. H. (1988). Applied multivariate analysis. New York: 
Springer-Verlag. 

Blalock, H. M., Jr. (1961). Causal inferences in nonexperimental re- 
search. New York: Norton. 

Bohrnstedt, G. W., & Felson, R. B. (1983). Explaining the relations 
among children's actual and perceived performances and self-esteem: 
A comparison of several causal models. Journal of Personality and 
Social Psychology, 45, 43-56. 

Breckler, S. J. (1984). Empirical validation of affect, behavior, and cog- 

nition as distinct components of attitude. Journal of Personality and 

Social Psychology, 47, 1191-1205. 
Browne, M. W. (1984). Asymptotically distribution-free methods for 

the analysis ofcovariance structures. British Journal of Mathematical 

and Statistical Psychology, 37, 62-83. 
Bryant, E B., & Veroff, J. (1982). The structure of psychological well- 

being: A sociohistorical analysis. Journal of Personality and Social 

Psycholog3¢, 43, 653-673. 

Cliff, N. (1983). Some cautions concerning the application of causal 

modeling methods. Multivariate Behavioral Research, 18, 115-126. 

Cook, T. D., & Campbell, D. T. (1979). Quasi-experimentation. Chi- 

cago: Rand McNally. 

Cudeck, R., & Browne, M. W. (1983). Cross-validation of covariance 

structures. Multivariate Behavioral Research, 18, 147-167. 

Dillon, W. R., & Kumar, A. (1985). Attitude organization and the atti- 

tude-behavior relation: A critique of Bagozzi and Burnkrant's re- 

analysis of Fishbein and Ajzen. Journal of Personality and Social Psy- 

chology, 49, 33-46. 

Duncan, O. D. (1975). Introduction to structural equation models. New 

York: Academic Press. 

Fishbein, M. (1967). A consideration ofbeliefs and their role in attitude 
measurement. In M. Fishbein (Ed.), Readings in attitude theory and 

measurement (pp. 257-266). New York: Wiley. 

Fishbein, M., & Ajzen, I. (1974). Attitudes towards objects as predictors 

of single and multiple behavioral criteria. Psychological Review, 81, 

59-74. 

Fishbein, M., & Ajzen, I. (1975). Belief, attitude, intention, and behav- 
ior. Reading, MA: Addison-Wesley. 

Fredricks, A. J., & Dossett, D. L. (1983). Attitude-behavior relations: A 
comparison of the Fishbein-Ajzen and the Bentler-Speckart models. 

Journal of Personality and Social Psychology, 45, 501-512. 

Gerbing, D. W., & Anderson, J. C. (1985). The effects of sampling error 
and model characteristics on parameter estimation for maximum 
likelihood confirmatory factor analysis. Multivariate Behavioral Re- 

search, 20, 255-271. 

Geweke, J. E, & Singleton, K. J. (1980). Interpreting the likelihood ratio 
statistic in factor models when sample size is small. Journal of the 
American Statistical Association, 75, 133-137. 

Glymour, C., Scheines, R., Spirtes, P., & Kelly, K. (1987). Discovering 

causal structure. A rtificial intelligence, philosophy of science, and sta- 
tistical modeling. Orlando, FL: Academic Press. 

Gottfredson, D. C. (1982). Personality and persistence in education: A longi- 

tudinal study. Journal of Personality and Social Psychology, 43, 532-545. 

Greenwald, A. G., Pratkanis, A. R., Leippe, M. R., & Baumgardner, 
M. H. (1986). Under what conditions does theory obstruct research 

progress? Psychological Review, 93, 216-229. 

Hayduk, L. A. (1987). Structural equation modeling with USREL. Balti- 
more, MD: Johns Hopkins University Press. 

Hays, R. D., Widaman, K. E, DiMatteo, M. R., & Staey, A. W. (1987). 
Structural-equation models of current drug use: Are appropriate 
models so simple(x)? Journal of Personality and Social Psychology, 
52, 134-144. 

Hoelter, J. W. (1983). The analysis of eovariance structures: Goodness- 
of-fit indices. Sociological Methods and Research, 11, 325-344. 

Hoelter, J. W. (1985). The structure of self-conception: Conceptualiza- 
tion and measurement. Journal of Personality and Social Psychology, 
49, 1392-1407. 

Howard, J. A. (1987). The conceptualization and measurement of attri- 
butions. Journal of Experimental Social Psychology, 23, 32-58. 

Huba, G. J., Wingard, J. A., & Bentler, P. M. (1981). A comparison of 
two latent variable causal models for adolescent drug use. Journal of 
Personality and Social Psychology, 40, 180-193. 

Insko, C. A., & Schopler, J. (1967). Triadic consistency: A statement 



COVARIANCE STRUCTURE MODELING 271 

of affective-cognitive-conative consistency. Psychological Review, 74, 
361-376. 

J6reskog, K. G. (1978). Structural analysis of covariance and correla- 
tion matrices. Psychometrika, 43, 443--477. 

J6reskog, K. G., & S6rbom, D. (1984). LISREL VI. Mooresville, IN: Sci- 
entific Software. 

Judd, C. M., & Krosnick, J. A. (1982). Attitude centrality, organization, and 
measurement. Journal of Personality and Social Psychology, 42, 436--447. 

Katz, D., & Stotland, E. (1959). A preliminary statement to a theory of 

attitude structure and change. In S. Koch (Ed.), Psychology: A study 
of a science (Vol. 3, pp. 423-475). New York: McGraw-Hill. 

Kenny, D. A. (1975). Cross-lagged panel correlation: A test for spuri- 
ousness. Psychological Bulletin, 82, 887-903. 

Kenny, D. A. (1979). Correlation and causality. New York: Wiley. 

Lee, S.-Y., & Jennrich, R. I. (1984). The analysis of structural equation 
models by means of derivative free nonlinear least squares. Psychome- 
trika, 49, 521-528. 

Loehlin, J. C. (1987). Latent variable models: An introduction to factor, 
path, and structural analysis. Hillsdale, N J: Erlbaum. 

Long, J. S. (1983). Covariance structure models: An introduction to LIS. 
REL. Beverly Hills, CA: Sage. 

MacCallum, R. (1986). Specification searches in covariance structure 
modeling. Psychological Bulletin, 100, 107-120. 

Malamuth, N. M. (1983). Factors associated with rape as predictors 

of laboratory aggression against women. Journal of Personality and 
Social Psychology, 45, 432-442. 

Mardia, K. V. (1974). Applications of some measures of multivariate 

skewness and kurtosis in testing normality and robustness studies. 

Sankhyff, 36B, 115-128. 

McArdle, J. J., & McDonald, R. E (1984). Some algebraic properties 

of the reticular action model for moment structures. British Journal 

of Mathematical and Statistical Psychology. 37, 234-25 I. 

McGuire, W. J. (1973). The yin and yang of progress in social psychol- 

ogy: Seven koan. Journal of Personality and Social Psychology, 26, 
436-456. 

McGuire, W. J. (1985). Attitudes and attitude change. In G. Lindzey & 

E. Aronson (Eds.), Handbook of social psychology (3rd ed., Vol. 2, 
pp. 233-346). New York: Random House. 

Newcomb, M. D. (1986). Nuclear attitudes and reactions: Associations 

with depression, drug use, and quality of life. Journal of Personality 
and Social Psychology. 50, 906-920. 

Newcomb, M. D., & Bentler, P. M. (1986). Loneliness and social sup- 

port: A confirmatory hierarchical analysis. Personality and Social 

Psychology Bulletin, 12, 520-535. 

Newcomb, M. D., & Harlow, L. L. (1986). Life events and substance 
use among adolescents: Mediating effects of perceived loss of control 

and meaninglessness in life. Journal of Personafity and Social Psy- 
chology. 51, 564-577. 

Newcomb, M. D., Huba, G. J., & Bentler, P. M. (1986). Determinants 
of sexual and dating behaviors among adolescents. Journal of Person- 
ality and Social Psychology, 50, 428-438. 

Pavelchak, M. A., Moreland, R. L., & Levine, J. M. (1986). Effects of 
prior group memberships on subsequent reconnaissance activities. 
Journal of  Personality and Social Psychology. 50, 56-66. 

Pedhazur, E. J. (1982). Multiple regression in behavioral research (2nd 
ed.). New York: Holt, Rinehart & Winston. 

Reisenzein, R. (1986). A structural equation analysis of Weiner's attri- 
bution-affect model of helping behavior. Journal of Personality and 
Social Psychology, 50, 1123-1133. 

Rosenberg, M. J., & Hovland, C. I. (1960). Cognitive, affective, and be- 
havioral components of attitude. In M. J. Rosenberg, C. I. Hovland, 
W. J. McGuire, R. P. Abelson, & J. W. Brehm (Eds.), Attitude organi- 
zation and change: An analysis of consistency among attitude compo- 
nents (pp. 1-14). New Haven, CT: Yale University Press. 

Russell, D. W., McAuley, E., & Tarico, V. (1987). Measuring causal at- 
tributions for success and failure: A comparison of methodologies for 
assessing causal dimensions. Journal of Personality and Social Psy- 
chology. 52, 1248-1257. 

Satorra, A., & Saris, W. E. (1985). Power oftbe likelihood ratio test in 
covariance structure analysis. Psychometrika, 50, 83-90. 

Smith, E. R. (1982). Beliefs, attributions, and evaluations: Nonhierar- 
hical models of mediation in social cognition. Journal of Personality 

md Social Psychology, 43, 248-259. 
Lcy, A. W., Widaman, K. E, Hays, R., & DiMatteo, M. R. (1985). 
Validity of self-reports of alcohol and other drug use: A multitrait- 
aaultimethod assessment. Journal of  Personality and Social Psychol- 
ogy, 49, 219-232. 

S .in, J. A., Newcomb, M. D., & Bentler, P. M. (1987). An 8-year study 
)f multiple influences on drug use and drug use consequences. Jour- 
~al of Personality and Social Psychology, 53, 1094-1105. 

S lzl, I. (1986). Changing a causal hypothesis without changing the fit: 
;ome rules for generating equivalent path models. Multivariate Be- 

t~avioral Research, 21, 309-331. 
Tanaka, J. S. (1987). "How big is big enough?": Sample size and good- 

ness of fit in structural equation models with latent variables. Child 
Development, 58, 134-146. 

Tanaka, J. S., & Huba, G. J. (1984). Confirmatory hierarchical factor 
analyses of psychological distress measures. Journal of Personality 
and Social Psychology, 46, 621-635. 

Vinokur, A., Schul, Y., & Caplan, R. D. (1987). Determinants of per- 
ceived social support: Inteqaersonal transactions, personal outlook, 
and transient affective states. Journal of Personality and Social Psy- 
chology. 53, 1137-1145. 

Wagner, R. K. (1987). Tacit knowledge in everyday intelligent behavior. 
Journal of Personality and Social Psychology, 52, 1236-1247. 

(Appendix follows on next page ) 



272 STEVEN J. BRECKLER 

Appendix 

Publications Reporting the Use of Covariance Structure Analysis (1979-1987) 

Journal of Experimental Social Psychology 

Birnbaum, M. H., & Stegner, S. E. (1981). Measuring the importance 
of cues in judgment for individuals: Subjective theories of IQ as a 
function of heredity and environment. Journal of Experimental So- 
cial Psychology, 17, 159-182. 

Fiske, S. T., Kenny, D. A., & Taylor, S. E. (1982). Structural models for 
the mediation of salience effects on attribution. Journal of Experi- 
mental Social Psychology, 18, 105-127. 

Jaccard, J., & Sheng, D. (1984). A comparison of six methods for assess- 
ing the importance of perceived consequences in behavioral deci- 
sions: Applications from attitude research. Journal of Experimental 
Social Psychology, 20, 1-28. 

Brown, J. D., & Taylor, S. E. (1986). Affect and the processing of per- 
sonal information: Evidence for mood-activated self-schemata. Jour- 
nal of Experimental Social Psychology, 22, 436-452. 

Howard, J. A. (1987). The conceptualization and measurement of attri- 
butions. Journal of Experimental Social Psychology, 23, 32-58. 

Journal of Personality and Social Psychology 

Bagozzi, R. P., & Burnkrant, R. E. (1979). Attitude organization and 
the attitude-behavior relationship. Journal of Personality and Social 
Psychology, 37, 913-929. 

Bentler, P. M., & Huba, G. J. (1979). Simple minitheories of love. Jour- 
nal of Personality and Social Psychology, 3 7, 124-130. 

Birnbaum, M. H., & Mellers, B. A. (1979). One-mediator model of ex- 

posure effects is still viable. Journal of Personality and Social Psychol- 
ogy, 37, 1090-1096. 

MoreLand, R. L., & Zajonc, R. B. (1979). Exposure effects may not de- 
pend on stimulus recognition. Journal of Personality and Social Psy- 
chology, 37, 1085-1089. 

Romer, D. (1979). Internalization versus identification in the labora- 
tory: A causal analysis of attitude change. Journal of Personality and 
Social Psychology, 3 7, 2171-2180. 

Weeks, D. G., Michela, J. L., Peplau, L. A., & Bragg, M. E. (1980). 
Relation between loneliness and depression: A structural equation 
analysis. Journal of Personality and Social Psychology,, 39, 1238- 
1244. 

Bagozzi, R. P. ( 1981). Attitudes, intentions, and behavior: A test of some 
key hypotheses. Journal of Personality and Social Psychology,, 41, 
607-627. 

Bentler, E M., & Speckart, G. (1981). Attitudes "cause" behaviors: A 
structural equation analysis. Journal of Personality and Social Psy- 
chology, 40, 226-238. 

Huba, G. J., Wingard, J. A., & Bentler, P. M. (1981). A comparison of 
two latent variable causal models for adolescent drug use. Journal of 
Personality and Social Psychology, 40, 180-193. 

Maruyama, G., Rubin, R. A., & Kingsbury, G. G. (1981). Self-esteem 
and educational achievement: Independent constructs with a com- 
mon cause? Journal of Personality and Social Psychology, 40, 962- 
975. 

Romer, D. (1981 ). A person-situation causal analysis of self-reports of 
attitudes. Journal of Personality and Social Psychology, 41, 562-576. 

Bryant, E B., & Veroff, J. (1982). The structure of psychological well- 

being: A sociohistorical analysis. Journal of Personality and Social 
Psychology, 43, 653-673. 

Gottfredson, D. C. (1982). Personality and persistence in education: A 
longitudinal study. Journal of Personality and Social Psychology, 43, 
532-545. 

Huba, G. J., & Bentler, P. M. (1982). On the usefulness of latent variable 
causal modeling in testing theories of naturally occurring events (in- 
cluding adolescent drug use): A rejoinder to Martin. Journal of Per- 
sonality and Social Psychology, 43, 604-611. 

Hunter, J. E., Gerbing, D. W., & Boster, E J. (1982). Machiavellian be- 
liefs and personality: Construct invalidity of the machiavellianism di- 
mension. Journal of Personality and Social Psychology, 43, 1293- 
1305. 

Judd, C. M., & Krosnick, J. A. (1982). Attitude centrality, organization, 
and measurement. Journal of Personality and Social Psychology, 42, 
436-447. 

Lau, R. R. (1982). Origins of health locus of control beliefs. Journal of 
Personality and Social Psychology, 42, 322-334. 

Smith, E. R. (1982). Beliefs, attributions, and evaluations: Nonhierar- 
chical models of mediation in social cognition. Journal of Personality 
and Social Psychology, 43, 248-259. 

Wolfle, L. M., & Robertshaw, D. (1982). Effects of college attendance 

on locus of control. Journal of Personality and Social Psychology, 43, 
802-810. 

Aneshensel, C. S., Clark, V. A., & Frerichs, R. R. (1983). Race, ethnic- 
ity, and depression: A confirmatory analysis. Journal of Personality 
and Social Psychology, 44, 385-398. 

Bohrnstedt, G. W., & Felson, R. B. (1983). Explaining the relations 
among children's actual and perceived performances and self-esteem: 
A comparison of several causal models. Journal of Personality and 
Social Psychology, 45, 43-56. 

Fredricks, A. J., & Dossett, D. L. (1983). Attitude-behavior relations: A 
comparison of the Fishbein-Ajzen and the Bentler-Speckart models. 
Journal of Personality and Social Psychology,, 45, 501-512. 

Judd, C. M., Kenny, D. A., & Krosnick, J. A. (1983). Judging the posi- 
tions of political candidates: Models of assimilation and contrast. 

Journal of Personality and Social Psychology, 44, 952-963. 
Malamuth, N. M. (1983). Factors associated with rape as predictors 

of laboratory aggression against women. Journal of Personality and 
Social Psychology, 45, 432-442. 

Newcomb, M. D., & Bentler, P. M. (1983). Dimensions of subjective 
female orgasmic responsiveness. Journal of Personality and Social 
Psychology, 44, 862-873. 

Paulhus, D. (1983). Sphere-specific measures of perceived control. 
Journal of Personality and Social Psychology, 44, 1253-1265. 

Breckler, S. J. (1984). Empirical validation of affect, behavior, and cog- 
nition as distinct components of attitude. Journal of Personality and 
Social Psychology, 47, 1191-1205. 

Cutrona, C. E., Russell, D., & Jones, R. D. (1984). Cross-situational 
consistency in causal attributions: Does attributional style exist? 
Journal of Personality and Social Psychology, 47, 1043-1058. 

Feison, R. B. (1984). The effect of self-appraisals of ability on academic 
performance. Journal of Personality and Social Psychology, 47, 944- 
952. 

Paulhus, D. L. (1984). Two-component models of socially desirable re- 
sponding. Journal of Personality and Social Psychology, 46, 598-609. 

Reuman, D. A., Alwin, D. E, & Veroff, J. (1984). Assessing the validity 
of the achievement motive in the presence of random measurement 
error. Journal of Personality and Social Psychology, 47, 1347-1362. 



COVARIANCE STRUCTURE MODELING 273 

Tanaka, J. S., & Huba, G. J. (1984). Confirmatory hierarchical factor 
analyses of psychological distress measures. Journal of Personality 
and Social Psychology, 46, 621-635. 

Tyler, T. R., & Rasinski, K. (1984). Comparing psychological images of 
the social perceiver: Role of perceived informativeness, memorability, 
and affect in mediating the impact of crime victimization. Journal of 
Personality and Social Psychology,, 46, 308-329. 

Aneshensel, C. S., & Yokopenic, P. A. (1985). Tests for the comparability 
of a causal model of depression under two conditions of interviewing. 
Journal of Personality and Social Psychology, 49, 1337-1348. 

Ashkanasy, N. M. (1985). Rotter's internal-external scale: Confirma- 
tory factor analysis and correlation with social desirability for alterna- 
tive scale formats. Journal of Personality and Social Psychology, 48, 
1328-1341. 

Bagozzi, R. P., & Burnkrant, R. E. (1985). Attitude organization and 
the attitude-behavior relation: A reply to Dillon and Kumar. Journal 
of Personality and Social Psychology, 49, 47-57. 

Cochran, S. D., & Hammen, C. L. (1985). Perceptions of stressful life 
events and depression: A test of attributional models. Journal of Per- 
sonality and Social Psychology,, 48, 1562-1571. 

Demo, D. H. (1985). The measurement of self-esteem: Refining our 
methods. Journal of Personality and Social Psychology, 48, 1490- 
1502. 

Dillon, W. R., & Kumar, A. (1985). Attitude organization and the atti- 
tude-behavior relation: A critique of Bagozzi and Burnkrant's re- 
analysis of Fishbein and Ajzen. Journal of Personality and Social Psy- 
chology, 49, 33-46. 

Franzoi, S. L., & Davis, M. H. (1985). Adolescent self-disclosure and 
loneliness: Private self-consciousness and parental influence. Journal 
of Personality and Social Psychology, 48, 768-780. 

Hoelter, J. W. (1985). The structure of self-conception: Conceptualiza- 
tion and measurement. Journal of Personality and Social Psychology,, 
49, 1392-1407. 

Kelly, K. E., & Houston, B. K. (1985). Type A behavior in employed 
women: Relation to work, marital, and leisure variables, social sup- 
port, stress, tension, and health. Journal of Personality and Social 
Psychology, 48, 1067-1079. 

Marsh, H. W., Barnes, J., & Hocevar, D. (1985). Self-other agreement 
on multidimensional self-concept ratings: Factor analysis and multi- 
trait-multimethod analysis. Journal of Personality and Social Psy- 
chology, 49, 1360-1377. 

Neff, J. A. (1985). Race and vulnerability to stress: An examination of 
differential vulnerability. Journal of Personality and Social Psychol- 
ogy, 49, 481-491. 

Stacy, A. W., Widaman, K. E, Hays, R., & DiMatteo, M. R. (1985). 
Validity of self-reports of alcohol and other drug use: A multitrait- 
multimethod assessment. Journal of Personality and Social Psychol- 
ogy, 49, 219-232. 

and meaninglessness in life. Journal of Personafity and Social Psy- 
chology, 51, 564-577. 

Newcomb, M. D., Huba, G. J., & Bentler, P. M. (1986). Determinants 
of sexual and dating behaviors among adolescents. Journal of Person- 
ality and Social Psychology, 50, 428-438. 

Pavelchak, M. A., Moreland, R. L., & Levine, J. M. (1986). Effects of 
prior group memberships on subsequent reconnaissance activities. 
Journal of  Personality and Social Psychology, 50, 56-66. 

Reisenzein, R. (1986). A structural equation analysis of Weiner's attri- 
bution-affect model of helping behavior. Journal of Personality and 
Social Psychology,, 50, 1123-1133. 

de Jong-Gierveld, J. (1987). Developing and testing a model of loneli- 
ness. Journal of Personality and Social Psychology, 53, 119-128. 

Earley, P. C., & Lind, E. A. (1987). Procedural justice and participation 
in task selection: The role of control in mediating justice judgments. 
Journal of Personality and Social Psychology, 52, 1148-1160. 

Hays, R. D., Widaman, K. E, DiMatteo, M. R., & Stacy, A. W. (1987). 
Structural-equation models of current drug use: Are appropriate 
models so simple(x)? Journal of Personality and Social Psychology,, 
52, 134-144. 

Jaccard, J., & Turrisi, R. (1987). Cognitive processes and individual 
differences in judgments relevant to drunk driving. Journal of Person- 
ality and Social Psychology, 53, 135-145. 

Rasinski, K. A. (1987). What's fair is fair--or is it? Value differences 
underlying public views about social justice. Journal of Personality 
and Social Psychology, 53, 201-211. 

Rippetoe, P. A., & Rogers, R. W. (1987). Effects of components of pro- 
tection-motivation theory on adaptive and maladaptive coping with 
a health threat. Journal of Personality and Social Psychology, 52, 
596-604. 

Russell, D. W., McAuley, E., & Tarico, V. (1987). Measuring causal at- 
tributions for success and failure: A comparison of methodologies for 
assessing causal dimensions. Journal of Personality and Social Psy- 
chology, 52, 1248-1257. 

Stein, J. A., Newcomb, M. D., & Bentler, P. M. (1987). An 8-year study 
of multiple influences on drug use and drug use consequences. Jour- 
nal of Personality and Social Psychology,, 53, 1094-1105. 

Vinokur, A., Schul, Y., & Caplan, R. D. (1987). Determinants of per- 
ceived social support: Interpersonal transactions, personal outlook, 
and transient affective states. Journal of Personality and Social Psy- 
chology 53, 1137-1145. 

Wagner, R. K. (1987). Tacit knowledge in everyday intelligent behavior. 
Journal of Personality and Social Psychology, 52, 1236-1247. 

Personality and Social Psychology Bulletin 
Smith, E. R., & Miller, E D. (1982). Latent-variable models ofattribu- 

tional measurement. Personality and Social Psychology Bulletin, 8, 
221-225. 

Bachman, J. G., & O'Malley, P. M. (1986). Self-concepts, self-esteem, 
and educational experiences: The frog pond revisited (again). Journal 
of Personality and Social Psychology,, 50, 35-46. 

Davis, M. H., & Franzoi, S. L. (1986). Adolescent loneliness, self-disclo- 
sure, and private self-consciousness: A longitudinal investigation. 
Journal of Personality and Social Psychology, 51, 595-608. 

Maruyama, G., Miller, N., & Holtz, R. (1986). The relation between 
popularity and achievement: A longitudinal test of the lateral trans- 
mission of value hypothesis. Journal of Personality and Social Psy- 
chology, 51, 730-741. 

Newcomb, M. D. (1986). Nuclear attitudes and reactions: Associations 
with depression, drug use, and quality of life. Journal of Personality 
and Social Psychology, 50, 906-920. 

Newcomb, M. D., & Harlow, L. L. (1986). Life events and substance 
use among adolescents: Mediating effects of perceived loss of control 

Newcomb, M. D., & Bentler, P. M. (1986). Loneliness and social sup- 
port: A confirmatory hierarchical analysis. Personality and Social 
Psychology Bulletin, 12, 520-535. 

Psychological R e v i e w  

Bentler, P. M., & Speckart, G. (1979). Models of attitude-behavior re- 
lations. Psychological Review, 86, 452-464. 

Higgins, E. T. (1987). Self-discrepancy: A theory relating self and affect. 
Psychological Review, 94, 319-340. 

Received August 8, 1988 

Revision received May 8, 1989 

Accepted May 26, 1989 • 


