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0. Introduction.

Countable Markov processes with right continuous path functions have
been discussed by many authors under somewhat different formulations. For
example, the process whose tramnsitions are well ordered in time was studied by
J.L. Doob [1], the process of “#ype transfini” by P.Lévy [9] and the instan-
taneous return process by W. Feller [5]

Let X be a countable state space with the discrete topology and x(w)
(¢t=0), a Markov process over X having the right continuous path functions.
P, - ) is the Markovian probability measure determining the behavior of the
paths which start at x. We can define the jumping times as follows:

t,(w)=inf {£; xfw) # x(w)} , -, 7o) = 7o)+ Ti(00%, ), o
Tw(u)) = }Limm Tn(w) PR Tum(w) - Tw(n—-l)(w)_"‘ Tm(wtu,(n_n) sty

Taﬂ(w) = lim Tonlt)

where the shifted path w%,_, is defined by x(w%,_ )= %, (w) as well as
Whon-n DY Wiy 1) = Frerwm—@).  The expectation of ¢; relative to P( - )
is denoted by ¢!, and the distribution of xr, relative to P,{ - ) is denoted by
o(x, + ).

As is usual in the theory of Markov processes, we shall define the Green
operator G, by

Gaf (D)= Eo( | etupat)
Let (@) be the range of the set of all bounded functions by G,. The gen-
erator & is defined for # = () as
Gu=(a—Gz .

It is well known that a Markov process is completely determined by speci-
fying the generator & together with its domain ©(®). In our case @& can be
expressed in terms of II{x, - } and ¢, as

Selx) = yg}qun (%, ) y)— g1 x)
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for v = ¥D®). In order to determine D(®) we should introduce the boundary
B0X and the jumping-in probability ﬁ(b, - ), and establish the boundary condi-
tion that determines (®).

J.L. Doob [1] and W. Feller [5] discussed this problem in case X consists
of a finite number of points and P. Levy [9], the general case in an intuitive
way. The aim of this paper is to discuss it rigorously in full generality,
making use of the theory of Martin boundary introduced by T. Watanabe [11,
127, J.L. Doob and G. A. Hunt [6]

It should be noted that the boundary condition for the reflecting barrier
is not contained in our discussion since any path of our process describes a
right continuous curve iz X by our definition of the Markov process.

The outline of this paper is as follows. In §1 we shall mention preliminary
known results in the theory of Markov processes with countable number of
states. In § 2 we shall introduce superharmonic functions and Martin bound-
aries for Markov processes following [11, 127. §3 is devoted to the classifi-
cation of boundary points. In §4 we discuss the representation of bounded
x3)-harmonic functions by means of «-order harmonic measures, while the
Martin representation of a wider class of a2%#)-harmonic functions which are
not necessarily bounded, are obtained in §3. In §5 we shall determine the
boundary condition for the first instantaneous return process, i.e. the process
satisfving the condition Pz, =0-)=1, where o. is the killing time. To
discuss the higher order instantaneous return process such that Pt = 0.) << 1,
we should introduce the higher order boundaries and corresponding boundary
conditions besides the above boundary conditions. This problem will be dis-
cussed in §6. In §7, we shall construct the paths of the Markov process
corresponding to the given & (including the boundary conditions). In §8, we
shall give an example of a higher order instantaneous return process by modi-
fying the dyadic branching scheme, together with some other examples.
In Appendix, we shall discuss the instantaneous return process satisfying
Pz w=00)=1 and show that the instantaneous return processes treated in
and satisfy Pure:=co)=1.

Acknowledgement. Professor K. It6 suggested me the problem treated here
and encouraged me throughout my study. The definition of instantaneous
return process is due to Professor T. Watanabe, The full use of the Riesz
decomposition theorem is owing to a discussion with him and Mr. M. Fuku-
shima. The introduction of the operator 1V, in Appendix was suggested by
Professor N. Ikeda. I wish to thank them for their kindness.
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1. Definitions and preliminary results of Markov processes.

Let X be a countable state space with discrete topology and co an extra
point to be added to X as an isolated point. X\ {oo} is denoted by X* and
the set of all subsets of X* by Bx. Let T be a continuous parameter set
[0, +o71. Any function from 7 into X* is denoted by w and its value at € T
by x(¢t,w) or x{w). The set of all the w’s which satisfy the following conditions
(W.H)~(W.3) is denoted by W and each element of W is called a path-function.

(W.1) Xy () =00 .
(W.2) There exists a mapping o.(w) from W into 7 and:
2(w) = o0 for t=o(w) and,
x{w)e X for t<o.(w).
(W.3) «x(w) is right continuous with respect to ¢
We shall denote by By, the Borel field generated by the sets {w;x(w)< E},
where £ runs over By. and ¢ over 7. For any w < W and any random time
o(w), i.e. a measurable function from W into 7, we shall define the stopped
path ws, and the shifted path w} as follows:
(1.1) %5) = Fming,oww) (§ <A-o0) and =oco (¢ = +o0),
x{ws) = Xeslw) .
We can easily show that both w; and w; belong to W and that ¢ (w)=uz
and yr,(w)=w are measurable mappings from (W, By, into itself. Therefore
(¢:)8y =B, is the Borel field of By. Especially %, for the constant random
time ¢ coincides with the Borel field generated by the sets {w;xw)< E} for
s=t. Further [O%SBH;; is denoted by B,,. Finally a random time o is a Markov
n=1

time if
1.2 {w;olw) <t} B, for any = T.

LEMMA 1.1. (1) Let {6,;=1,2,---} be a sequence of Markov times. If
.1 (1) a0, ¢ is also a Markov time.
@) If olw) and () are Markov times, 8(w) = o(w)+{wd) is a Markov time.
3) If o(w) is a Mavkov time, o(w) is a B, measurable function.

The proof will be given in K. It6 and H.P. McKean [8] and omitted here.
The jumping times are defined as follows:

() =1inf {#; x(w) %= x,(w)} (the first jumping time),
o) = T w)+ (w0, _,) (the wn-th jumping time),
tw)=lime,(w),  Tor(w) = (W)t (w*), -,

(13) Twn — Tw(n—l)‘\_fw(w-;'w(n_l)) "t
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- + —1;
Tontm — Twn‘{‘Tm(lU Twn) 3Ty Tw2 — lim Twn »
T -sc0
— +
Toln = Twla-n T Tw(w rmz(n_n) » s
. - 1
Twlnrwmtl — z'wzn‘k'5'wm+L(W Ta)zn) PR Tws — lim Twin s

N+ o0

and so on. The first jumping time is a Markov time, because, using (W.2)
and (W.3) we have

{w;z, =t} = UY {w; x{w)=x for any rational r <¢} €%,.
relX*

Therefore, applying Lemma 1.1, all jumping times are Markov times.
A countable Markov process is a system M = (X*, W, By, P, ; x = X*) satis-
fying the following conditions.
(P.1) For any fixed x, P,( - ) is a probability measure over (W, By).
(P.2) Pw; axw)y=x)=1 for any x= X*.
(P.3) (MARKOV PROPERTY). For any x< X¥*, t< T and B < By,

1.4 Pfw; w! < B/B,)=P,(B) with P,probability 1.
The Markov process M is also denoted briefly by x(z).

Let B(X) be the family of all bounded functions on X* such that f{c0)=0.
We can consider B(X) as a Banach space by introducing the norm |f|| =
sgg Lf()). Semi-group H, and Green operator G, (a>0) are bounded linear

operators from B(X) into itself defined by
(1.5) Hof(x)=Ef (%)) .

1.6) Guf = Eu( | er(ar)= [ e f (a.

H, and G, have the following properties.

(H1) Hrf=0 for any f=0.

(H.2) Hl=z1l

(H.3) H,of(x)=HHf(x) (SEMI-GROUP PROPERTY).

(Gg) Gof=0 for any = 0.

(G2 aG.1z=1.

(Ga-3) (@—B)GoGaf (X)+Guf(£)—Gaf(x)=10 (RESOLVENT EQUATION).

From (G,.3), we can see that the range of B(X) by the Green operator G, is
independent of «. Its range is denoted by .

Since the topology of X is discrete, we may regard the Green operator G,
as mapping from any continuous function to another continuous function.
Therefore noting (W.3), we have the following strong Markov property.

(P.4) For any Markov time o, x= X and B< B, we have

1.n Plw; wy € B/B,.)= P, (B) with P,-probability 1.
We shall define the quantity ¢, and the kernel I7(x, y) (x,y = X*) as follows:
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(18} Q.;l - E.v('ﬁ) ’
1.9) I1(x, y)= Px:, =) if g.#0,

=0y, if ¢g,=0.
Then from the right continuity of path functions, we have
110 0=g, <o if =X, ge=0.
(11D (xy)=0, > H(x=1,

ysX*
Iz, x)=0 if ¢q.,#0.

LEMMA 1.2, x,, and ©, are independent with respect to P,probabilily.
PrOOF. Let A be a subset of X*. We have

(1.12) Pyt > 1, Xe € A)=Pyle > 8, o) € A)
= -fx(Pm(xn €A, > Pw(xrl c A) - Pfr,>1).
The kernel I7,(x,%) is defined by

(1.13) O x,3)=Efe™™ " xe= ).
Using Lemma 1.2 and the well known relation Pz, =¢) =e¢~%, we have
114 I (%,3)=E e« P&, = 3)

. “ —at —gpt — 4q“2,ﬁ

= (fo e "'q.e™ dt)ﬂ(x,y)ﬁ a+q. I(x,y).
By the strong Markov property, the function G,f is changed into

- i —od —al = —etl
W15 Gar= B[ e )+ Eu(em B, ( f e Gadat))
1

= g ST B 9GS ().

Writing g, ZXII(x,y)wa(y):qHGmf(x) and using (1.14) and (1.15), we have
ya
def“fquGmf-—quf-
Put G,f=0 in (1.15) then we get f=0. Therefore for f= R, inverse operator
G3! can be defined. We shall define the generator & as follows:
(1.16) Cf=af—Gi\¥=qllf—qf.
The domain of generator & is denoted by I=G), i. e. D(GB)=R. Then a Markov
process is uniquely determined by the generator & (see K. Ité6 [7]). The

operator g(/l—I) is called Dynkin generator and denoted by (.
A Markov process x(¢) is called a k-th instantaneous wreturn process if it
satisfies

(L17) P02(t0) = T @) =1

for every x= X. Particularly, when £2=0, x(¢#) is called a minimal process.
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Let M=(X* W,®,, P,; x= X*) be a Markov process and let x%) be a map-
ping from W into itself defined by
(1.18) x5(t, w) = 2(t, w) if 2 <rtumen,

=0 if f%’l'wckﬂw

Then a stochastic process M* =(X*, W, By, Pk; x < X*) (or briefly x%()) defined
by
1.19 PEBY=Pyw; x"(w)=s B), Be B,

becomes a k-th instantaneous return process. It is clear that the pair {gq, I} of
the process x(#) and that of the process x"(#), i.e. the quantities {g,, II(x, ¥);
x,ye X*} for the processes x(#) and x*¢) defined by and (1.9), coincide
completely. Moreover the Green function GEf for the process x*(#) becomes

(1.20) GEF(x) = Ek( { :Oe““f(xt)dt) — E( f :w‘k*l)e-wtf(xc)dt) .

So we shall call x%¢) the k-th instantaneous return process induced by x(f).
Let x(¢¥) be a Markov process with the pair {g,/I} and let xXi) be a
minimal process with the pair {a+gq, II,} where IT, is defined by Such
x3(t) is called the «-order minimal process. The Dynkin generator G, of x¥D
becomes
Gu=(@taXy—I)=qUl —-)-a=8—a.

The first passage time for AC X (relative to the minimal process x°%7)
induced by x(¢)) is defined by

1.2D) o,(e)=1Inf {¢; xXw) = A} if xdw)= A for some ¢=0,
=oco otherwise.
Then o,(w) is also a Markov time, because
{os=t} = {w; x%w) ¢ A for every rational » <{¢}

=NHw; ww) e Ar<c} Vir>cll1eB:.

A state x is called recurrent if it satisfies
(1.22) Plw; U{x}(w;}_) < Feolr(w) <oo)=1,

and a subset R of X an indecomposable recurvent set if R contains a recurrent
state x satisfying
(1.23) Plo, <c0)>0 for any y = R and,

Pylw; oge < H00)=0.
We know that X is uniquely decomposed into X=\JR;4+N, where each R; is

an indecomposable recurrent set and N is the non recurrent part of X.
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2. x°(¢)-superharmonic functions and Martin boundaries.

Since our arguments in the sequel are essentially based on the Martin
boundary theory, we shall sketch it following {11, 127.

Let F(X) be the family of finite valued functions on X* taking the value
0 at oo. If u = FX) satisfies

—~

@0 Gu=0 (Guz0),

u is called an x%(#)-superharmonic (x°(t)-subharmonic) function. Especially if »
is both x°(f)-superharmonic and x°(#)-subharmonic, # is called an x°()-harmonic
Function. A non-negative x°(¢)»-harmonic function # is called wminimal if any
nonnegative x%)-harmonic function » which does not exceed # is a constant
multiple of #. A function z e F(X) is called the x°(¢)-potential of f, if « can
be written in the form

2.2) u:GV:E%ﬁ}mﬁﬂ.

THEOREM 2.1.% (Analogue of Riesz decomposition theorem). An x°(f)-super-
harmonic function u is decomposed by means of x°({)-potential ENG"(x, W —Geu(»)]
ye
and x°()-harmonic function lim II™u into the form

(2.3) u()= 3 G's, ) —Gu(y)]-Him 11w,

if and only if there exists an x*(t)-harmonic function which does not exceed u.
THEOREM 2.2.2 (1) If u < ¥(X) is the x°({)-potential of f, the set {x; f(x)++0}
is contained in the transient part N. (2) If u is the x°(O)-potential of positive
Sunction f, we have
2.4 HITH w(x,)=0
with Py—19 ’
From now on, we shall consider the Markov process satisfying the following
condition :
(P.5)? There exists at least one state ¢ such that Pfoy, < +c0)>0 for any
y& X. Such state ¢ is called center.
In the sequel we shall fix a center ¢. Define

Ploy <+00)

@5) Ko, )="FE" ST,

1) See [12, Theorem 2.87.

2) See [3, Theorem 3.1], or [12, Theorem 2.67.

3) By this notation, we mean Pg-probability 1 for every x = X,

4) We assume this condition only for the simplicity. According to [6], we can
establish the Martin boundary theory by introducing a reference measure if the process
does not satisfy this condition.
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then K(c, x,y) becomes an x°#)-superharmonic function of x for any fixed y,
and Kl(c, x,v)= K(c, x, ") (for every x) induces that y=4’ or that both y and
y' belong to the same indecomposable recurrent set. Let us denote by X, the
union of N and », from R, We can metrize X by

_ | K(c, x, )—K(c, %, 2)|
2.6) oy, Z)_LTHK(& %, y)—~K(c, x, 2)|

m(dx)

where m is a totally finite measure which is positive on any state x= X.
The completion of X by p-metric is denoted by M, and called the canonical
Martin space. Moreover 6 X = M-—N is called the Martin boundary, and espe-
cially {{U»]} (C0X), the degenerate boundary points. The element of 79X is

denoted by b. Let b be a non-degenerate boundary point and {y,} a sequence
converging to b in p-metric, then lim K(c, x,,) exists and is denoted by

n-»o0

K(c,x,b). The set of all & such that K{(c, x,b) is minimal harmonic is called
minimal part of 80X and denoted by (2X),. (6X), is a Borel set of X, The
natural mapping from X onto X is denoted by 6.

Let D be a closed subset of M and (D) be the family of all open sets
containing D. The réduite u(x) or #(x, D) of a nonnegative x%¥)-superharmonic
function # is
2.7 up(x) =, 6151(1; ) Eolxsp)) = ilqng Ellxsg ),

where [G]:e?'l(Gm)?), and {G,} is any sequence in (D) such that G,] and
G, 1 D. For any Borel set B of 9X, we can define the réduite uz(x) or u(x, B),
which is the extension of the réduite defined above.

THEOREM 2.3. (1)® Let u be a nonnegative x°(t)-superharmonic function, and
B a Borel set of 0X, then u(x, B) can be uniquely represented by means of a
Radon measure p over 0X whose total mass is concentrated in (0X),, in the form

(2.8) w(x, B) = j K, % byu(db)

The measure p is independent of B and is chavactevized by
(2.9) u(B)=u(c, B).
(2 If u is an x-harmonic function satisfying imIT™|ui(c) < oo, then

(2.10) u(x) = j o, F(E 3 D)D)

The réduite yx(x, B) of the indicator function of the state space X is
denoted by A(x, B) and is called the hrarmonic measure to the Mariin boundary.

5) [12, Lemma 4.8 and Main Theorem].
6) [12, Theorem 4.37.
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THEOREM 2.4. (1)” lim 8(x.,) exists with Py,—1, and is a random variable

o

over 0X\J {co}. Moreover, if we set x., (w)=I1im 0(x. (w)), we have

(2.11) x, B) = P,(5,,(w) < B).

2) If uis a bounded x°(t)-harmonic function, there exists a bounded measurable
Junction b)) over 0X\J {co} such that 7i(co)=0 and

2.12) u(x) = j(w) K(c, x, bYb)lc, db) = I(aX) U(b)(x, db)

= FEy((%c,-)) »
where § is uniquely determined without h(c, - y-measure 0. # is called the boundary
Function of .
REMARK. Since x., () is measurable in the smallest Borel field containing
\U®,,,, applying martingale theory to (2.12) we have with P,—1
2.13) lHm se(x.,(w)) = (%, () -

-0

3. xi(t)harmonic functions and the classification of boundary points.

In this section, we shall establish some relations between x°()-harmonic
functions and x3(¢)-harmonic functions, which are applied to classify the bound-
ary points.

First we shall define several families of functions:

9 ={u;u is x°%¢)-harmonic and satisfies lim II"|#|(c) < oo},

R =00
+*={u;# is nonnegative and x°(¥)-harmonic},

D= {ts; 1ts 1s x8)-harmonic and satisfies lim 2% ]u|{¢c) < oo},
n-—co

= {ux; . is a nonnegative x%(¢)-harmonic function of 9.} .
If # is an element of *, then
G.D @wu = (@—a)u =—au=0

holds, which shows that # is an xY#)-superharmonic function. Hence by
Theorem 2.1, we have

3.2) wlx)= 33 Galn, 9~ Cure(3) 1+ lim I u()
= aGlu(x)+1im H%ux) .

Setting "

(3.3) (%) = lim I %(x),

n--»oo

the above formula [3.2) can be rewritten as

7y [11].
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(34) w(x) = aGu(x)+uLlx) .

Since any element of § can be expressed by the difference of nonnegative
x°(®)-harmonic functions,” the formula holds for any « of .
LemMa 3.1 (W. Feller). The functions u, and uz defined by (3.3) satisfy

(3.5) ug—ug = (F—a)Gaug = (F— )Gty -

PrOOF. Since G coincides with the Green function of minimal process
x°(#) induced by x(#), Gon satisfies the resolvent equation. Hence using (3.4),
we get
(3.6 (B—a)Giug = (B—a)aiu—B(B—a)GaGiu

= (B~ a)Gu—HGIu—Gu)
= ,BGgu_aGaou = Uy—tg .
The formula #,—ug=(#—a)Gju, can be also derived by the same method.

Conversely if #, is an element of §,, we have

(3D Gty = ity .

Hence if #, is nonnegative, —u, is x(f)-superharmonic. But generally —1imII"u,

N —o0

may be —oco. So we shall restrict 9, to 9, such that 9, is the family of
functions #, of 9, satisfying Iim II"|u,| <+co. If u, is a nonnegative func-

nroo

tion of §,, —u, is Riesz decomposable and satisfies

38 — ()= 2 G, NG (—ua(3)] +Hm " —aa(x)]
= ayZ}vG%x, V)taly)—1im IT"u,(x) .

Writing

(3.9 (%) = 1im IT"24,(%) ,

we get

(3.10) o x) = aG 2 L)+ ufx) .

The above formula also holds for any u, < 9,.

REMARK. (i) In the case that » € § N B(x) and u, € D, N B(x), the formulas
and have been obtained in by somewhat different
method.

(i) We can easily show that 9, coincides with the range of lim /% where
ueH. o

DEFINITION 3.1. The mapping from 9, into $ defined by (3.9) is called
the canonical mapping.

Now, if b =(@X),, K(c, x,b) belongs to §*. We shall denote lim PIPIHER)!

n—ow yeEX

8) See [127.
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X K(c,v,b) by Ku(c,x,0). Since K (c,x,b) and Ky(c, x, b) statisfy KJfc, x,b)=0
leads to Kglc, x,0)=0, and vice versa, i.e. the set b such that K¢, 1,0 =0 is
independent of «.

DeEFINITION 3.2 If b€ (0X), and K¢, x,0)%0, b is called the exit bound-
ary point. Ut b=(BX), and K xb0)=0 or b=(0X)—(0X), b is called the
passive boundary point. The set of all exist boundary points is denoted by
(0X). and that of passive ones, by (8X),.

LEMMA 3.2. The set (8X), is measurable.

ProOOF. Since K(c, x,b) is (x,b)ymeasurable, K,(c, x,0) is also (x, b)-meas-
urable from the definition of K,. Therefore the set

(OX)e= U {b; Kufc, %,8)> 0}
xre
is measurable.

LEMMA 3.3. If b= (8X), the canonical image of Ki(c, x,b) coincides with
Kl(c, x, b).

Proor. Evidently K(c, x, b) = K.(c, x,b) holds. Operating II™* and letting
n— 00, we get

(3.11) tim 7K (c, x, b)(= lim érﬂ ™%, ¥)Kac, ¥, b))

7 —co n—+oo Y

<UmI"K(c, x, b)= K(c, x,b).

TL—rco

Since K(e, x,b) is minimal, there exXists a constant 2 (0<k=1) such that
lim II*K,(c, x, b) = kK(c, x, &). Therefore Kyc, x,0)<=kK(c,x,b). Operating 7%

[T

and letting n— oo, we get K.(c, x, b) = kK,(c, x,b), which shows £=1. There-
fore £ must be one.

Now, the set of all elements z =& such that #(x) = u(x,(0X),) is denoted
by  and the set of all elements x = such that w(x)=uwu(x,(9X),), by HO.
Let 2 be a function of 9, and (2.10) be its representation formula. Then
operating /7% to (2.10) and letting n— oo, #,(x) defined by (3.3) becomes

3.12 LX) = K. (c, x, byu(db) = ACy %, .
(3.12) 2042 f(ml (¢, x, b)pn(db) j'm)eK (¢, % b)u(db)
By the similar argument, applying Lemma 3.3, #,(x) defined by (3.9) becomes

(3.13) )= | o, K, Db

9) Our definition of the exit boundary points is that in the sense of [5] and is
different from the definitions in and [6] Their exit boundary points in and
are nothing but our Martin boundary points (8X). Our classification is significant
because our Markov process is time-continuous. The probabilistic meaning of exit
and passive boundaries is shown in [Theorem 3.2 There exists a more probabilistic

definition of exit and passive boundaries, which is equivalent to ours. Such definition
will appear some time or other.



Applications of Martin boundaries 77

THEOREM 3.1. Let uc D and, u, and u, be the functions defined by (3.3)
and

(1) D coincides with the range of the canonical image of D,

(2) u belongs to D if and only if =1,

(B) u belongs to O if and only if u,=0.

@ ?lliﬂn; %y = thy.

ProoF. Since any function belonging to the range of the canonical image
is given by (3.13), (i) will be clear. If #(x) is a function of $, it is written in

(149 wx) = uls, (0X)) = [ Ko, 5 bdb).
Hence #=u,, and vice versa. Further, if #(x) belongs to $®, it is written in
(3.15) () = ux, X)) = | I CEAOTCOR

FY

Therefore, by (3.13) %, becomes
(3.16) so(x) = j K(c, %, b)u(db)=0.
CESITGEOP

Conversely if #,=0, we have u((0X).)=0 and # satisfies (3.15). To prove
(4), operate IT2 to (3.13) and let n—oo, and we get lim 7%, = u, immediately.

THEOREM 3.2. (1) Py < 0|2~ €(@X))=1.

(2) Pro=oc0] Xep- € (aX)p) =1

PROOF. If we put u(x)=hx, (0X))) = P(ty- (8X),), it belongs to . If
we operate II% to u(x), we have

(BI7) )= Efe Py, (Sey- € (BX))) = Ee™; Ko,y € (0X),) -
Therefore

(3.18) 2(2) = lim I (%) = Ee™"@ ; %, () E (0X)e) -

Conversely operating 7™ to the above formula, we have

(3.19) M"u(x) = BBy (775 T < 00, Xpyy € (0X),))

= E(e™ 0% ; 7,(w%,) < 00, %, (%) € (3X).)
=E (om0 7, < 00, Xy G (0X),).

Letting #—cc, the canonical image of #«,(x) becomes

(3.20) (%) = P(zp < 00| Hryy- €(0X)e) .

By Theorem 3.1 (2) #=u, holds, which shows (1). Next put zu(x)=/%(x, (X)),
and it belongs to £®. Hence by the similar calculation as (3.17),

(3.21) lim 7 5(x) = Eo(e™0; x,,_ € (0X),)=0.

n—roc
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Therefore

(3.22) Py <00l d,- €(0X))=0,

that is,

(3.23) Pxey- € (0X)p) = Pl7p=00|%rp- € (0X)p),

which shows (2).

THEOREM 3.3. The exit boundavy (0X)., does not contain the degenerate
boundary points.

Proor. If b is a degenerate boundary point, there exists y=iJR; such
that

_ Pog <00)
Klc,%,b)=- Plo <oy

Therefore it is enough to prove lim X} II%(x, 2)Ploy, <o0)=0. We know that
n—oo X

if x(w) once reaches a recurrent point y then it passes through y infinitely

often (with P,—1). Hence we have {w; oy, <oo}={w;oyws,) <o} with

P,—1. Moreover, since Py(r,=o0)=1 for x& \JR;, we get

z;YHg(x’ Z)Pz<0{'y) < OO) == Em(e“aranrn(o(y} < OO)) = Ex(e_arn; G(y} < OO)

— — — T +
— E e ; 0y < 00)= [ (e we oWy s gy, < c0)

n—rco

= x(e—aa{y}Exa{y}(e—arw)) =0.

4. The representation of bounded x%(f)-harmonic functions.

Let z, be a bounded xi(#)-harmonic function and #, the canonical image
of #, and #, the boundary function of #, Then it follows that

@D w)= [ Kule, 5, byioYe, db)

={ B, db),
®x),

where %.(x, db) = K, (¢, x, B)l(c, db). But according to the argument of the pre-
vious section, we have

4.2) hal%, B) =1im X [I3(x, y)i(y, B)

noveo YEX
=E (e~ ; x,,-(w) = B).

Therefore the formula [(4.I) can be rewritten in

(4.3) 4ol 2) = B 0 (%ey-)) s

which proves the first part of the following
THEOREM 4.1. (1) Any bounded x{&)-harmonic function u, is expressible in



Applications of Martin boundaries 79

the form (4.1) or (4.3), using the boundary function #, of the canonical image

of Uy
2) lim welxe, (W) = f(%e ()} Tt0lds with P,—1.

N0

ProoF OF (2). In (3.10), since lim #,(x. (20)) = #(x;,-(w)) and lim Gu(x,,)=0

71— 0

with 2,—1 (Theorem 2.2), we get (2) immediately.
REMARK. Conversely if # is a bounded Borel function on 8X\/ {co} such
that #(cc)=0, the function

“.4) (%) = Eo(e™ "%, )
becomes a bounded x%(#)-harmonic function. But generally the formula
(4.5) 1 24500, (0)) = (% ()

does not hold. In fact if #,x) is the canonical image of x, and 7, its boundary
function,
{4.6) F(0)=(b) if b=(0X),,

=0 if be=(0X),
holds except for the set of i{c, - }measure 0. Therefore we may call (8X),
the PW B resolutive boundary points for u, defined by (44) and (3X),, the PWB
non-resolutive ones.

From and the above Remark, we get
COrROLLARY 1. If B is a Borel subset of (0X),, we have with P,—1,

“.7) lm o ke ey € B)=1 if A, (w)eB,
o =0 if e, (w)eE B.
CoroLLARY 2. With P,—1, we have
“4.8) Hm E (o™ ) =1 I Xep-(w) € (0X),,
' =0 i %oy () € (8X), .

THEOREM 4.2. Every function f such that both f and &f e B(X) can Dbe
expressed by the diffevence of xJ({)-superhavimonic function (i.e. x3¢)-Riesz decom-
posable), and both x)i)-potential part and xXE)-harmonic part of the x3{)-Riesz
decomposition of | ave bounded. Moreover the boundary function of its x¥&)-
harmonic part is independent of «.

Proor. Writing g:(a—@)f and u#,=—G2g, u, is an x%¢)-harmonic func-
tion. Therefore f=uwu,+GJlg is nothing but the formula of x%#)-Riesz decom-
position. Since &F is bounded, clearly G2g is bounded. Hence , is also
bounded. Since
“.9) 6o £ g B | e ar)= -1 g A Eee)),

«

T
0
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from [Corollary| of [Theorem 4.1, we get with P,—1

(4.10) lim Gig(x.,) =0 if x,-<0X),.
Therefore
4.11) lim 1 (x,,) = lim #,(x.,) for x,.<€(@X),

holds with 7,—1, which shows the last statement of this theorem.

Now, we shall introduce the several notations. The family of all bounded
Borel functions # on (0X),\V{co} such that fi(cc)=0 is denoted by BEX).
The norm of # & B(OX) is defined by

4.12) | % | =ess sup [#(b)]

where the essential superior limit is taken with respect to #A(c, - )-measure.
If | &,—%, | =0, we shall regard #, and #, as the same element. Then B@BX)
becomes a Banach space. The mapping % from the Banach space B(9X) to
the Banach space $ \B(X) defined by

(4.13) hii(x) = j e, ACOYACx, D)

is one to one and onto, because any element of ~\B(X) is represented in the

form f(aX) #(b)(x, db) and @ is uniquely determined except A(c, - )}-measure O.
1

Moreover % is an isometric linear operator. Let B{8X), be the subspace

of B(AX) consisting of elements of BVB(BX) which vanish on (6X),. Then

H N B(X) coincides with the image of B((AX).,) by the operator 4. The map-
ping %, from BUGX),) to D, N\B(X) defined by

(4.14) Pratt(x) = j o, AL, dD)

becomes also an one to one isometric linear operator. In the sequel we shall
consider any bounded function on (9X)\J {co} (taking the value ¢ at co) as an
element of Banach space B(BX) or B(8X),).

DEFINITION 4.1. All the functions f of B(X) such that SreBX) are
denoted by B,(X). The boundary function of the xi(#)-harmonic function
obtained by x8(#)-Riesz decomposition of f & B (X) is called the boundary value
of f.

Finally, we shall give the generator's domain of the minimal process,
which is the reformulation of [5, Theorem 6.27] from our point of view.

THEOREM 4.3. The generator's domain D(®) of the minimal process is

(4.15) D) = {#; (@) u, G = WX) and () Lim 72w =0}

or equivalently
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“.16) D®) = {u; (a) =, @u e B(X) and (B") #=0, wheve i
is the boundary value of u}.
PrOOF. Denote the right side of (4.15) by &X@). In Section 1, we have

already shown that G.f satisfies (@). To prove that G,f satisfies (3), we shall
rewrite G,.f as

417) Guf ()= Ey( e ()dt) + Ee™ "G af (32
= B | "emr (o)) HITAGF ().

Letting n— oo, Ex(fr"e“"“f (xl)dt) converges to G,f(x). Hence limT3G,f(x)=0.
0 i ]

Conversely take any # from 2(®), and put g=(a—@&)u and » =u—G.g. Then
v is an x2Y#)-harmonic function because g:(a—-@)@mg. Since # and G,g
satisfy (8), v also satisfies (8). Concequently

(4.18) v=Hp— - =[w—0.

n-=oo0

Therefore v =0, i.e. #=G,f. Thus we have proved (4.15). Since lim %% =0

O

shows that # is an xJ(f)-potential, the equivalence of (8) and (8’) will be clear.

The process being completely characterized by the generator together
with its domain, the minimal process is characterized by the pair {g,7}. But,
as is well known, the non minimal processes can not be characterized only by
{g.II}. In Sections 5 and 6, we shall determine all the factors characterizing
the instantaneous return process, using the results obtained hitherto.

5. The boundary conditions for the first instantaneous return processes.

We shall now introduce the new Kernels ,JI{(x, A) and 1 (x, A) as
(5'1) (Z)H(x) A) = Pa:(xz'a; = A: Tw < OO) »
(5.2) ollalx, A)y=E (™" ; 2, € A).

If we consider the kernel [T, (x, A) as a function of z, it is a bounded x30¢)-
harminic function, because

(53) (Q)Hw(x, A) = Ex(e—mle—arw(w;‘l))
= Ex(e'—aTlExfl(e—“T(D ; xrw S A)) et Ha’: (Z)Hw(x, A) .
Moreover (,/1(x, A) is the canonical image of T (x, A), since

(5.4) lim 17,0 o, A) = lim E (="~} x, & A, 7, < 00)

To- 20

= P, € A, 74 < 0).
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Therefore oJJI{x, A) and /. (x, A) are represented by means of ff(b, Ae
BUOX),) as follows;

(5.5) olT(x, A) = j o b, Dhlx, db) = hIl(x, A),
(5.6) ol A= [0, A, db)=hall(x, A).
BX ),

Noting the relation
(57) *UEZX*(Z)H(}C’ y) = Px(rm < OO) = h(x: (aX)e) ’
we get
(5.8) ap,»=0,

Sk, N=1 if b=(BX).,

YA *®
—0 if be(9X),.

REMARK. Because of the uniqueness of the Laplace transform, the formula

is equivalent to
(5.9) Pm(xrw EA T == '[(EX) ﬁ(b: A)Px(xrw— edb,to 1),

which may be proved by the direct calculation. Probabilistically speaking,
the formulas (5.5) and [(5.9) interprete the following circumstances. Consider
the particle whose motion yields to the given Markov process x(¢) with right
continuous paths. Such particle will move in accordance with the minimal
process x°(#) having the same {¢, I} as x(¢), until it converges to some bound-
ary point b. If b is a passive boundary point, the particle has to take infinite
time before it reaches b, and if » is an exit boundary point, it reaches & after
some finite time. In the latter case, as soon as the particle reaches b5, it
returns to the interior X* with the probability distribution fl(b, +) not
depending on the past movement and starts from scratch in accordance with
the minimal process.

Let L be the operator of the space B,,(X) into the space B(GX),) defined
for u = B (X) by

(5.10) L) =2®)— % 110, (),

~

where # is the boundary value of #. To inquire a houndary condition for
Gqf to satisfy, we shall rewrite G,f as follows;

(5.11) Gaf (X)) = Gaf ()+Ele™ G uf (4:,))
= G O+l JGof(X) = G (X)F holI G F (x) .

Since GUf(x) and hJIG.f (%) are an xY¢)-potential and an x3(¢)-harmonic function
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respectively, the above formula is nothing but the Riesz decomposition of

Guf. Therefore the boundary value G:}‘ of G,f satisfies G’;}:ﬁwa i.e.
LG.f=0.

To get all the conditions which determine the generator’s domain E)
.completely, it is convenient to discuss the first instantaneous return process
-and the higher order ones separately. So at the remainder of this section we
shall treat this problem in the case of the first instantaneous return process.

THEOREM b.1. The genevator's domain ®) of the first instanianeous return
process is given by

(5.12) S = {u: (@) u and Guc BX),(F) Lu=0
and (y) im o T2 =0} .

PrROOF. Denote the right side of (5.12) by @(@). We have already shown
that # = G,f satisfies (@) and (8). Let us rewrite G.f as

G.13) Gut = Eu( [ emiraar)

T
0

1

Eo( 7" e Gt )+ Ee™ ™0 Guf ()

= B et (rdt) + 36T (),

and letting n—co, we get lim o2G.f(x)=0. Therefore G.f<3(). Con-

versely take any element # from ®(®) and put f:(a:~(§j)u and v =u—G.f.
Since (a—@)wa:f, v satisfies (a—@®&w =0, which shows that » is an x3&)-
harmonic function. Moreover » is in @(@) because both 2z and G.f are in
¥®). Therefore

v="0lv=lpv—= = w—0

n—roo

which shows #=G.f. Thus we have proved (&)< E).
COROLLARY. The first instantaneous return process is completely chavac-
tevized by the following factors;

G148 {gw 15, 9), 1B, 9); 3,9 € X%, b = (9X),} -

6. The boundary coenditions for the k-th instantaneous return processes.

In the previous section, we have obtained the three factors {g, 17,11} which
determine the first instantaneous return process completely. To obtain all the
factors determining the 2-th instantaneous refurn process, it is mnecessary to
define the boundaries of higher order besides the boundary which has been
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already introduced. First we shall discuss the second boundary and the second
instantaneous return process in detail, for our procedure is applicable to the
k-th instantaneous return process by induction.

Let x(#) be a second instantaneous return process and ,/I(x, A)= P,(x;, <
A, 1y < 0), Ily(x, A)=E,{e™*%; x., = A) (e >0) as was defined in the previous
section. We now consider a new time discrete Markov process® ,a(#) having
oIl as the one step transition probability. In the same way, the time discrete
Markov process induced by /7, is denoted by ,x.f). The Dynkin generator

@S (8. of the process x(t) (x.()) is defined by
(61) (2)@ = (Z)H_[ ((z)@w = (2)Hm—]) .

If # is a nonnegative (,x(¢)-harmonic function, i.e. (2)@u~_~0, it 1S (xa{0)-

superharmonic function, because (2)@wu§(2)@u:0. Therefore by the xa(t)-
Riesz decomposition, we get

(6.2) u=lim I hu+ 2 (z)Hz(—(z)@mu) .

n— oo nl

Y

Noting that o= ,Tu= hﬁu, it is plain to see that # is x%(¢)-harmonic. Further

# is the canonical image of oII,u =h.Jlu. Hence recalling the formula (3.4)
we get

6.3) — @it = th— o IT ot = XG4 .
Therefore becomes
(6.4:) U= lim (z)ﬂgu‘l“a 2 (2>H2G3u

n—co no

—lim liuta S E. (jiwmme“”‘u(xc)dt)

=
n~—oe nz0 D7

=lim (Z)HZM‘!"C(G,;;M s

oo

where
Glu(x) = Ex( f :wze‘“‘u(xt)dﬂ .

Noting that Gjf satisfies the resolvent equation and using the relation [(6.4)

we can easily prove the following lemma by the similar argument as Lemma
3.1.

LEMMA 6.1. Suppose u a nonnegative ox(E)-harmonic funclion and put
oty = 1M oIl %u. Then we have
M- 00

(6.6) ta— @t = (F—)Ga ot = (B— )G @lha -

10) In the definition of the Markov process in Section 1, if we take the discrete
time parameter T'={0,1,2,---, 4 oo} for the continuous one, we get the time discrete
Markov process. For detail, refer to [127.



Applications of Martin boundaries 85

Let us denote by (,X the union of center ¢ and y such that ,77(c,y)>0.
Then »I(x,y)=0 for every x< X and y & (X, because

6.0 0= l1(c,y) = Plo, < 0| x,(ws,) = »)

= P, < ) ll(x, ).
Therefore we can confine the Markov process (,»,x(¥) on the state »X, where
the state ¢ is also a center of the confined process (,x(¥). Hence we can
construct the Martin boundary 8¢,X, which is called the second boundary.
The K-function corresponding to b < 8,,X is denoted by ,K(c, x,8) and the
minimal part of 8 X by (0nX),. The (»x(¥)-harmonic measure for a Borel

set B 8, X is denoted by »a(x, B) where x = ,,X. Moreover for xe& ,,X, we
shall define the ,x(f)-harmonic measure as follows;

6.8 @z, B) = ZX@H(-’C; Ny, B).

YE(2)

Then it is clear that any bounded ,,x(¢#)-harmonic function over X can be
represented as

69 w@D=[ i) whls db)=whei),

@%)1
where (% is uniquely determined except for %(c, - )-measure 0. If ,K(c, x,b)
is a minimal x(¥)-harmonic function and

(610) (Z)I(w(c’ X, b) = llm EX (ZDHZ(-%: y)(z)K(C’ v b) + O >

oo YS(z)

b is called the second exit boundary point. The set (9,,X), of all second exit
boundary points is independent of «, according to Lemma 6.0 (8y,X),=
(O X)—(0nX), is called the second passive boundary.

It is easy to show that all the analegous results of Sections 3 and 4 hold
without any essential change. For example, denoting the limit of x.,,(w) in
the topology of the second Martin space by x.,.-(w), we get

(6.1D) Pt < oo Xrpo- E (0X)) =1,

Px(raﬁ =00 ] Xrpo- E (a(z)X)p) =1.
And

6.12) Hm By e =1 il 2y (0) € @ X,
=0 if xrwz_(w) = (8(2)X)13

holds with P,—1. Moreover any bounded ,x.(#)-harmonic function # can be
represented as

(6.13) w(x) = 5(6 ) R0 23l X, dD) = oyl T o(%) s
(2 e

where #l, is the boundary function of u,=1im " and hlx, B)=

- oo

lim 3 ol %%, )y, B). The analogue of is the following

n=-oo ycX
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THEOREM 6.1. Let B,(X) be the family of functions u such that (@) u,Gu <
B(X) and (B) Lu=0. Every u=DBu(X) is xft)-Riesz decomposable and the
potential part of wxfl)-Riesz decomposition of u is written in the form Glg,
where g is an element of B(X). Moreover, the boundary function of oXa(f)-
harmonic part is independent of «.

RrOOF. Take any element # from B,(X) and put g=(a—@&u and »=
u—Ggig. Then v is a bounded x&#)-harmonic function because Glg satisfies
g=(a—®)Glg. Since % and Gig belong to B, (X)), v belongs also to B, (X).
Therefore if # is the boundary value of », we have

(6.14) 0= hyd = hodlv= 0 v,

which means that » is . (f)-harmonic. Hence # =Glg+v is the formula of
@Lt)-Riesz decomposition. Next noting the relation

(6.15) laGig®)| = gl {1—ELle" )}

and (6.12), we can easily prove the second statement of our theorem.

Next we denote the set of all bounded Borel functions vanishing except
on (F»X), by B9 X).). Then such function family constitute a Banach
space with the norm |/l = h(c, + )-ess sup |f(B)] (b € (BpX).).

DEFINITION 6.1. The boundary function i< B(0X),) of Theorem 6.1
is called the second boundary value of u.

Now, if we define the kernels ,/7(x, A) and ¢,/ (x, A) by

(6.16) (%, A= Pol K2 € A, T < 20),
(6.17) Il a(%, A) = Ele™ " 20 S A),

then they are represented by means of (2)]7(17, A) e B0 X),) as

(6.18) Wl )=[  wll, D, db) = wh ol 4),

23X Je

(6.19) Wl D= b, Dwhas, db)=whawll( 4.

@)X e

mﬁ(b, - ) is a prohability measure over X* for any fixed b €(0,X).. Let L
be the operator of B,(X) into B9, X),) defined by

(6.20) wLu = oii—ulu,

where % is the boundary value of # & B,(X). Then we have
THEOREM 6.2. The generator’s domain X®&) of the second instantaneous
retuvn process is given by

(621) DS ={ u; (a) u,GucBX), (B) Lu=0, (f;) wlu=0
and (y) im ) I%u=0.
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PrOOF, Denote the right side of (6.21) by 3(®). It has been shown in
the previons section that every G,f satisfies {«) and (#,). To prove that G.f
satisfies (4,), we shall rewrite G,f as follows:

(6.22) Gof (5) = Gaf (x)+ E(e™ @ Gof (%:42)
= Gaf W)+ @l Gaf (%)
= Gig (Dt whawllGaf (5).
We may consider that the above formula is o x.(¢)-Riesz decomposition of G,f

and that ol /lGef 18 its ¥(f)-harmonic part. Therefore (Z)G:f:mffG,f,

where (2>G;'}‘ is the second boundary value of G,f. Thus we have proved (£,).
To prove that G,f satisfies (y), we shall rewrite G,f as follows;

Tw
0

(6.23) Guf ()= Ex( | 2ne“"‘f(x,_)dt) 1 B0 G f (g2 )

=E(f :“’2”e-mf<xt>dt) o T2GLF (%) .

Letting »~—occ in the above formula, we get lim /175G, f =0, because
n-—+0

T

(6.24) lim E | Owgne“"‘f(xz)dt> =E(| ste““’tf(xﬁ)dt) = Guf(®)

by virtue of the definition of the second instantaneous return process, Con-
versely for any given # from ®(®), put f =(a@—&wu and v =u—G,f, then v is
x%¢)-harmonic and belongs to (®). Therefore

(6.25) 0= hod == hodlv = Il v .
Hence v can be rewritten in

(2‘26) U= (2)]%55 = fta <z>ﬁ v=pll v .
Therefore

(6.27) D= (3)[]27}"—) 0 s

n—ros

which shows @(@)g (®). Thus we have accomplished the proof of Theorem
6.2.

COROLLARY. The second instantaneous return pvocess is completely charac-
terized by the factors
(228) {ge T2, ), TG, 3, I, 3); 2,3 € X%, b= (0X), and b € B X)e} -

REMARK. In the previous section, although we have given the generetor’s
domain @) of the first instantaneous return process, we shall here giveJits
another form using the second boundary, i.e.

(6.20) D) = {23 (@) w, G = BX), (B) Lu =0 and (8,) ol = 0} .
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For, it is easily shown that the above (8,) is equivalent to the third condition

(r) of

Quite in the same way we can introduce the i-th boundary (0,,X) and the
i-th exit boundary (9.,X). The Kernel . plI(x, A)= Pys.,i < A, tei < o0) and
aenll o, A)= E(e"*"; x. = A) can be represented by means of the i-th exit
boundary as

(6-30) asndI(x, A)= J.(a - (i)ﬁ(b: A)wh(x, db),

(8-
(631) conllals A= b, A ohln, db)
@ e

Let Bu(X)={u; (@) w, GucB(X), and (8) oLu=0 (i=1,2,-,k—1)} where
<z>L%(b)=mﬁ(b)—yeEXwﬁ(b, We(y) G=1,2,.-.,k—1) and @ is the ¢-th boundary
value of #.)” Then we can define the k-th boundary value ,fi of « for every
# € B(X) by induction. If 4L is the operator defined for # =B, (X) as
(k,Lu(b):@)ﬁ—y?X(k,ﬁ(b, yu(y), then the following theorem will hold.

THEOREM 6.3. The generator's domain (S) of the k-th instantaneous rveturn
process is given by

(632) V= u;(@)u,GusBX),(B)wLu=0 (=12 k)
and (r) “Hm el % =0

COROLLARY. The k-th instantaneous veturn process is completely charace
terized by the following factors

(633) {Q;c; H(xl * )x ﬁ(bl ) )! Tty (i)ﬁ(bir * )’ ER) (k)ﬁ(bics : );
xe X* and by = (04,X)e) -

7. The construction of instantaneous return processes.

From Section 1 to 6, we have studied the Markov processes with right
continuous paths when they exist, and shown that the generator’s domain of
the k-th instantaneous return process is uniquely determined by (6.33). In
this section we shall solve the construction problem of instantaneous return
praocesses which is formulated as follows:

THEOREM 7.1.2  Let x*(t) be the k-th instantaneous return process whose
generator's domain is given by (6.32) and (OgwnX)e the set of all the (k-+1)-th
exit boundary points and genhx, B), the «-order harmonic wmeasure for the
(k+1)-th exit boundary. Take an arbitvary measurvable function (;m)ﬁ (b,y) defined

11) Thﬁ: first boundary value ()% is the boundary value # defined in Section 4, and
L and {7 denote L and ]I respectively.
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o7 (DX )e X X* satisfying

(7~1) <k+1)ﬁ(b. y)= 0, yg{*ckﬂ)ﬁ(f): y)=1.

Then we can construct the (k-F1)-th instantaneous return process whose genevator’s
domain is

~

(12)  VUG)=1 u; (@) w, GuecBX), (8) wLlu=0 (G=12,, k), (Bes) }

sl = Gl —aeolla =0 and (r)lim gl 5u=0
n—ee

where @il is the k+1-th boundary value of u and

el o2, y) = j. (k-!-l)ﬁ(b: y)<k+1>/2m(x. dby.

@x+r1)X)e

For simplicity we shall discuss the case £=0; thie proof goes with no
essential change for every k.

CONSTRUCTION. Let M°={X* W, By, P}, x= X*} be the minimal process
with the pair {g,IT} and satisfy the condition (P.5), and let (8X), (6X), and
(6X), be the Martin boundary, its exit part and its passive part respectively.
II(p, ) is an arbitrary measurable function on (9X),x X* satisfying Next
we consider an abstruct probability field (W, 8y, P) over which the following
family of stochastic processes and random variables are defined. (A) ;Y &(@)
(x= X*,t=[0,+o00] and i=0,1,2, ---) is right continuous with respect to ¢ for
any fixed @, x and 7, and is subject to the following probability measure (not
depending on 1)

(7.3) Py ; . YOW) € B)= PYB) for any BeB,.

B)Y 29 (b= @X)\J{cw},i=1,2,---) are random variables which are meas-
urable with respect to (b, %), and satisfy

(7.4) PGz e A=1®, A) if be@X).,
= (oo, A) if »e((0X),\ {0},

where 6&(oo, - ) is the unit measure at oco. (C) ;Y®PW) and ;Z9W) (xs X%,
be@X)J{oo}, and i=0,1,---, j=1,2,.--) are mutually independent.
We shall define the jumping times for the process ;Y (i) as

12) It is well known (e. g. [1]) that for any pair (g, /]} satisfying (1.10) and [T.I1)
we can construct the minimal process x9(f) whose generator’s domain is given by

D(@) = {#; (a)u, ®u = g([1—IueB(X) and (8) lim "% =10},
n oo
where [1,(x, ) =qu/(a+qs)-1I(x,-). Further the condition (P.5) is equivalent to
2. [*(e,y)q,~1> 0 for any y. In this theorem, we assume that the given instantaneous
ngl

return process x%(?) satisfies this condition.
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@5) 2P(@) = inf {3 YO@) # Y@
FELD) =10 {5 Y Ry, @) # Y Q@@ (> 1),

T (@) = lim ;o;”(@) .
n—os
A new stochastic process X;(i) is defined as

(7.6) XP =Y if 0=t<e =,

FAC)) ~
X ,
ZP = 12( ™) where X® = lim X,
ﬁ]f(l‘)
[
Z'f(lx))

()

. Z

=l t(_.r(m) if th=t<cfon= Tﬂ'{‘nfag W)
wn

Ea%)) ~

X «

Zé'ﬁ — n+1Z( n+i) where X’(z,:r(_)l = lgm ){b(r)
2 Taf()nﬂ)

=co if t=W=1limzf).

n—co

Then X0 =(X2@);t=[0,4+]) is also a right continuous function. Let
W and By be the space of paths and its Borel field defined in Section 1. Put

(7D PAB)=Pw ; XW) = B) for Be %y,

then M=(X, W, 8y, P,; x= X) is the first instantaneous return process whose
generator’s domain is given by

78 VS)=| u; (@) uGue B, () d— 31, )u(3)=0 and }
(r) lim el =0 a :

where # is the boundary value of # and ,/7.(x, y):j(a )ﬁ(b,y)hm(x, ab).
X),

It is clear that M satisfies the conditions (P.1), (P.2) and Pfte:=0.)=1
for every x= X. Moreover, since ;Y and ;2 are independent, we have

(7.9  Pur, €A ,<00)=PLZPe A, <o)
= f PGz®» e HPX® = db) = f (b, Ai(x, db)= hll(x, A).
BX), @x),

Therefore if we prove that M satisfies (P.3) i.e. the Markov property, our
process M is the first instantaneous return (Markov) process having &) of
(7.8) as its generator’s domain. To prove that our process M satisfies the
Markov property, it is enough to show for every 0=¢ <, < - <& Ya
Y, E X®

(7'10) Px(An) = Pa:(-xﬁj, :yl)Pyl(xtz—-tl :y?&) " Pyn—l(xzn—zn_l :yn) )

where A, ={w; x,=», -, %, =y} (see K. 1t6 [7]. We shall prove the above
relation following the technique due to K.L. Chung [0].
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LEMMA 7.1. The following formulae hold.
(711)  Pu(Aas Tt S tuet < Tatas Tom = In < Totm+)
=P(Au15 Tat Sty < Twan)
K Pyt ety = 0} Toom—pd = tn—tp1 < Totm-ran) <),
(112)  Pudds; tom=tn1 <tr < Twimen)
= Py(A-1; Tan S tn-1 < Tomsn)
X Py (Fity—tny = Y3 T > En—tn1) -

PrROOF. We shall only prove (7.11). The proof of (7.12) is similar and
simpler than that of (7.11). First we shall show the following formula.

(7.13) Px(An—l 3 Tt = Enes < Twa+ns Xrger+13 — Vs Toxt+1 = u)
= PAn13 Tor = tpe1 < Toas) Pyni(To S t—to1, Xeyy =) -
Put AP = {0 ; XP@) =y, -, X@@W@)=y,} and Y@= lim Y, then the left

t1 l",&r)

member of (7.13) is equal to

N~8 A

() — 5
21 PUAR ;6 <of Sting <tbpey <800, Xi(iom) Ty = u)
i=

s

- 1+
2 2 j "BAw ¢, <o, X% =2, 78 < ds}
=1zeX*

. . ¥@
NYGs=y; GH1=75<n) iz T ) =y, <))

n—-3
=5 3 [MUBUP 4 <o, X9y =225 € )
i=] aS X ¥
X BQY &=y, (1125 <) 10,207 D=y, 08 Sus)
= Ly e () @) o)
= . L 5\0 P(Az 3 8 <Tai r“”l’___z’ ) € ds)
=12

% J gy DY =9, GHLE5 <) 8 S s, F O ab)T0,).

Using the Markov property of ;Y @, the above member is

n~3

2 2 [P UE; <o, Xy =2, 00 € dIPGYEL =y, G+15] <n)

i==] pEX*

X j o P(ronv < u—t,_,, Vo0 e dab)T b, y) .
e
Noting

(7.14) j o Pl < u—t,,, T w0 e dni®, v)

= yn_1<7-'a) Su—ilpy Xrg :j/')
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and retracing our step, we have the formula
Here we shall define the stochastic process ; X®(W) having the same
probability law as X/®(%) by

(7.15) X0 =Y if 0=¢ <ol

7 (@) ~
X .
s ZI(Jc) — tZ(l 1 ) where i )(l(x) — hm Xt(.r)

it 7,7'('”)

(x) ()

- Z . z

i+n Y;(_z s ) it i St < t8thn =T n+ﬂ'(z )
2

wn
("‘(x .
D =2\ ) where X®, = lim ,X®

REY)
”ZTSC(M-!)

=co if ¢> ;% =lim 5.

Then the left member of (7.11) is equal to

fo'd

() . A2 () (x) (@) — (2) @)
~X*P(An 15 Top = tam1 < TGa1n ng& =X Xc” = Y Taom = n < Tom+1))
A=

tn o~
_ [75) ) (x) @ — ()
= 2 _f P({Anx 15 Tot =ty < T8w1s Xﬁ&}+1)_y’ Toury & du}

yeX*d fhi g

M {H—lth—u Vs l+1f<m-—z = u< L+1‘C(m—w})
ln

— @ .l & : — oy ol
= 2 P({Anmu T = ey < T8 Xf‘%()cﬂ)#y’ TS  dut})

YSX* Y g
X P X2 = Yns 10178 om1- = =% < 01Tln-) -
Substituting to the last member, it becomes

tn
Pldp-y; tor Stpy < Twarn) * Z P(zT v 44, & du, ;}(W” v ,=19)

(?In v
tn—1

fa'd
)
X PO X =Yy 1417811 = b= 0 < 111 TSn-0)
A1 T = by < Twarn)

Wn-1 — @ — Yn—1) o)
yg*P(zX Yoy =Y 101X by Y1) == Vg Ty Ly T -1

_ ¢
=t —tn—y <god V4t n)

( (W 1))
Z

X(yn 1
tn_cn 1= -(lln—l) tn—tn—1 and

If we put ; Z¥0v =, X(’yn »

U?’L—l)’ l‘l‘l

Wn-1)
Z n .
TP T mei1) )= w¥2=1 hold by definition. Hence the last member is

Pldp 1t St < Twcl+1))P(lXa(gfznl) L= VT Sty <t .

Thus we have proved the formula (7.11).

We now return to the proof of the Markov property. Using
we have
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(716> Px(An> — Z‘anPw(An Tt = et < Tottanr Tom = 6n < z.w('rrH-l))
MENZ

m=‘>0Px(An-1 } Tom = b1 < Toman) * Pynl_l(xtn—tn_1 = Vay bn— -1 < Tw)

+m>2i)opx(/1n~1 FTar Stn < Tm(l+1))Pyn_1(xtn-—tn-1 = Yy Toxemed = En—tn—1 < Tw(m—-l-!-l))

=2 Px(An-l FTar =l < Tw(l+1))Pyn-1(xtn—tn—1 :yn)

= w(An—l)Pyn—1(xtn—zn_1 — yn) .

Repeating our argument, we get [(7.10
Thus we have proved for the case £=0.

8. Example

I. Let X=1{0,1,2,3,---} and x%¢) be the minimal process over X satisfying

@B.1) IQD=10,2=5, In2n+2=1,
M@n—1,20=NCn—12m+1)= 5 (=12
(8.2) %=1, Gu.=27  g,=2"  m=L2,-).
In this process, 0 is the unique center and K-function K(0,x,y) is given by
(8.3) K(©,2m,2n—1)=0 if m=1.
KQO,2m,2m)y=( 0 if n<m,
K©0,2m—1,2m)=1{ 0 if n<mm=1),
1__2m—(n+1) .
—]-—_'gmiﬁ otherwise,
K0, 2m~1,2n——1):{ 0 if n<m,
2" if nzm.

Obviously {2n} and {2»—1} are two fundamental sequences which are not
equivalent to each other. Denote the boundary points determined by {2s}
and {2n—1} by b, and b,. Then

8.4) K@O,x,0)=1.
KO, x,0)=1 0 if xis even,
1 if xis 0,
2m if x=2m—1.

From the definition of réduite, we get A(x, b,)=1 and #A(x, b,)=0. Now, oper-
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ating 7% to K(0, x, b)), we get

m m+n—1
8.5) 3K, 2m, b)) = aizm e ai_zmﬂrz—l = m-
H(” per)

Since éo-z%,; < oo implies that ﬁﬂ (1+——2,§-“+T) <400, K0, 2m, b,) > 0 and there-

fore b, is an exit boundary point. Next operating 172 to K(0, x,5,), we get

n-1 2 -k 1
(8.6) ITEK(0, 0, bz):( )nk y aE27F T 2= 0,
go(l+(x2k)

so that K,(0,0,5,)=0, namely, b, is a passive boundary point. Since A(x, »,)=1,

we get Pz, < o)=/hlx,b,)=1.
REMARK. A function s,(x) defined by

is called a sojourn solution unless it is identically zero (see W. Feller [4)).

the above example, constant 1 is the only one sojourn solution because every
bounded x°(f)-harmonic function is constant. Therefore the Feller boundary
consists of one point. According to the notation of [5], the canonical image

of X,,(x):vlli_’rg II?1(x) is denoted by X(x). By the similar calculation as in the
proof of we get X, (x)=FE(e~")>0 for some x. Hence the
boundary point b, is exit in the sense of [5]

II. A simple example of the first instantaneous return process is this:
Let x°(#) be an arbitrary minimal Markov process with {g, II} satisfying (P.5)
and (8X), be its exit boundary points. ﬁ(b,y) is a probability measure on X*
which does not depend on any b =(8X),. Then as in the previous section we
can construct the first instantaneous return porcess x%(¢) by giving {g, 17,1}
Since this process satisfies Py(rye—=0o0)=1 (see Appendix), we need not consider
any instantaneous return process_of higher than first order. This process was

treated in [1]

III. Let x°¢) be an arbitrary minimal Markov process with {g, I}
satisfying (P.5), and (8X), be its exit boundary. Assume that II(b,-) coin-
cides with each another for every b= B, and b=(0X),—B,, and ﬁ(b, oo)=1
for b= (0X),~—B,. Moreover we change notations as follows: Ii(-)=1II(5,-)

for be B, ﬁ(X)z%rT, a(9)=m+DI(y), X (x)=hdx, B) and A x)=

Ea{(y)G z{y}(y)—Za(y)G (y,%). Then from of Appendix the
Green kernel of the first instantaneous return process having the factors
{g, 11,0} is
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B8 Gury(d=CUt VX X 31,2963 )
- 36,256 T

A
= Gl X 5 =X
yeX

This process also satisfies the condition P {r,2—o0)=1. The above formula
(8.8) has been obtained in analytically. But the definition of the instanta-
neous return process of [5]is a little wider than ours. The case ¥ a(y)=oo
is not contained in our definition. v

Although Examples Il and III satisfy the condition P{r,=w0)=1, there
exists surely a process such that P(r,: < o0)>0 holds. In fact.

IV. A modification of dyadic branching scheme. Let X=/{c,0,1,00,01,10,

11,..-,8,00,81, --- where d=a«, -+ a3 (@¢;=0 or 1)}, and x°%¢) be the minimal pro-
cess satisfying [1(5,00) = II(§,01) = é ,¢e=11and ¢g;=2F(if 6 =@, - a,). Accord-

ing to its Martin boundary (8X) is the countable infinite direct product
of the compact Hausdorff space consisting of two points 0 and 1. Every point
of 80X is denoted by b=0b, - (b;=00r 1). We shall make such b coorrespond

to the real value (%LJF +fgﬁﬁ+ ) But, since b =5, --- $,1000 --- and »’' =
b, -+ b,0111 .- are different points in (3.X), we shall in such case make & cor-
bl ﬂn 717 ’ b1 bn 1
respond to (<-4 -+ 5i g )+ and B to (G4 Fogr ) 1
b=b, by, Klc,x,b) is
{8.10) K(c, x,b)=2F if x=b,- by,
=0 otherwise.

Moreover, by the similar calculation as Example I, we get

11
lim TT (1+-5) (144 )

n—roo k=0

(8.11) Kilc,e,b)=

>0.

Therefore (9X)=(3X),. Next, we shall define ﬁ(b,y) as follows;
8.12) 0,0~ a®=1 it pe[Zrte Fol ]

where a;=1 for 1=ZiZn.

Let #(¢) denote the first instantaneous return process corresponding to the
above {g,II,1I}. We have
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@ 1o [T )= b

h(al---an_JO 2222 ,zn—"—]) if @;=1 for 1=2i=x—-1,
and
2r—2 2r—1 1 .
B14) kx| "+, S — | ) = ———=—>0, if x=a, -0 (@:=1),
(x[z 2 :l) E(1+§) it x=a a

]/lm(x, 2n2_n—2 +,- 22;1 —]c) =0, if x=a; a0 (@;=1).

The kernels (/I and /1, become

(8.15) ol(c,y)=2"" if y=a, 2,10 (&;=1),

=0 otherwise.
wll(x,y)=1 if x=a,a,-0, y=a, a0 (@&,=1).
(8.16) Il (x,v)= 7—1? if x=a, a0 and y=gqa, --- 2,0 (@;=1),
11 (1+5)

= otherwise.

Therefore the set , X which is covered with the center ¢ with respect to /7
is {c,a;--a0; n=1,2,.-, and @;=1}. The corresponding ,K-function is
8.17) @K, x,y)=1 if =y,

=0 it x>v.

Therefore {a, - @,0} (#=1,2,---) is the unique fundamental sequence and the
corresponding second boundary is one point ,b. Moreover,

(8.18) B, x,b)=1 for all x= o, X.
Operating /17 to K, we get
1
(8.19) E T30, DK, 3, pb) =TT~
n=1 H (1__{_;“7)
k=n+1 Zk
1 1
— — . ,>0
m o kE—1 oo o m I 50 ﬂ_« k ’
() LI () (145

because Zoo)rr—%é—a—<oo. Therefore Ky c, 10, ;) >0, that is, (0 is the second
k=1

exit boundary point. Further in this case

(8.18) Puryr < 00) == i(%, 8y X )e) = %, b)) = 1.

Hence we can construct the second instantaneous return process by giving an
arbitrary measure (b, - ) on X*. But since the second exit boundary is
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one point, all the second instantaneous return processes x%(¢) satisfy Pty =
co)=1 for any choice of (2)17((2)17, - &, But if we choose ﬁ(b, - ) suitably, the
second exit boundary has infinitely many points and moreover if the (2,ﬁ (b, - )s
are suitably chosen, the third exit boundary points will be not void. Thus,
in such case, we shall be able to construct the third instantaneous return

processes actually.

Appendix. On the processes satisfying the condition P (r,x+1=o0)=1.

Let x*(¢#) be the k-th instantaneous return process with the factors
1g, 1, ﬁ,---,mﬁ}. In general, since P (ru+1=00)<1 or equivalently since
(€, P X)e) > 0, we can construct infinitely many (£--1)-th instantaneous
return processes with the same {g, H,ﬁ,---,(,,,)ﬁ}. In other words, {g, H,ﬁ,
,(mﬁ} do not determine the Markov process with right continuous paths,
though these factor determine the k-th instantaneous return process uniquely.
But if the relation P,z e+1 =o0)=1 is satisfied, our process x*(¥) is maximal
in the sense that if x(¢) is a Markov process with right continuous paths
having the same {g, /1, [T, -, wll}, x(®) is nothing but x*(¢). In this section
we shall give some useful conditions under which Pree+1 = o0)=1 holds.

Let B((6,X),) be the family of all the bounded Borel functions over
DX U {co} vanishing except for (04,X).. We shall define the operator ¢,V
from B((04,X).) into itself as

¢ wVal 0= B wllh, whal (9, for J&B(@eX)).

Then

@ el T8, y) = ‘f e, A V&‘_l(k)ﬁ(b,y)
Berd)e

= ot VE  awll(x,¥),

where , V2! is the iterated operator of (,V,. Particulariy, (0,X)., wll, wha
and ,V, express (6X),, II, h, and V, respectively.

13) See Appendix.
14) It is easy to show that analogously to or [6.13), the relations
Po(tpri1 < oo Xryppi- €E@qin X)) =1,
Py(tgrs1 =00 [0~ € @ginX)p) =1
hold for any k, where xr ;. (w) is lim Xr,p, (W) With respect to the canonical Martin
space of k-th order. Therefore A

Polgpnt <o) = o Garv XD =f | e Ker % D) crh(e, D)
E+1)4/e

which shows the equivalence of Py(ryre1 =co)=1 (for all xeX) and A(c, (BginX),) = 0.
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THEOREM 1. The following conditions are equivalent.

(i) PAlrgxri=oo)=1 Sor every x= X.

(1) lim gaenlT¥x, X*)=0,

(lli) lim (k)V;’l(b)ZO.

(iv) (I—wVe)f=§ has at most one solution 7 for any &< B(8wX).).
ProorF. When Prox=c0)==1 for all x< X, this theorem is trivial. So

we assume P,(t i < o0) > 0 for some x, which is equivalent to .. l1{c, X¥)> 0.
Since FE (et =1im . J1%(x, X*), the equivalence of (i) and (ii) is clear.

(ii) « (iii). From (2), we have
3 Hm gy IT8(x, X¥)= 11_{2 e VEUX) = wihs [11_{(13 a VE 1) .

Therefore lim ¢, V2 '1(0)=0 is equivalent to lim . [7%x, X*¥)=0. ({Qi) - (iv).

If (I—wVa)/=2§ has two solutions f, and 7, for some Z< B(BuX)o), f=Fi—Fa
satisfies (J—u, Va)f =0, i.e,

(4) ]ﬂ = |<k>wa] =t ](Ic)VZfl = Hf” (k>V§1:::0 .

(iV) —> (iil). Since lim (k)VZl(b) Satisﬁes (I—(;@Vw)lim (k)VZ]- = 0, lim [ VZ]. = O.

COROLLARY. If the norm of @V is smaller than 1, Ptpr1=c0)=1 holds
for every x= X*.

ProoOF. By the general theory of linear operator, we have V3l =
toVil=lw Vel Letting n—oo, we get lim 4, V31 =0.

According to the above theorem, we may define the inverse operator
(I— @ Ve of I—aV,) for the range of (/—Vw), if the process satisfies
PArxr1—o0)=1. Further, if we recall the boundary operator (,, we have

5) (oL )] = aollahaf)=U—wVa)f -

Therefore the inverse operator (wl awfa)™ of wl whae 1S U—q Vi)™
THEOREM 2. When Plrerri=c0)=1 holds, Guf is given by

(6) Gaf (%) = G5 () Fahall— o Vi) o IGE Y ()
oY
(1) Gof (%) = G (%)~ bl oL iolta) ™ oo LGE I (x) 12

15) Particularly if Pp(ry2 =o0)=1 holds, this formula is
Gouf(x) = Ga¥f (%) =y (Litg) LGOS .
We have an interest in expressing G,f in this form. The Green function of the other
type of countable Markov processes, e.g. the reflecting barrier process is expected to

be denoted in the above form by introducing a suitable boundary operator L. In
connection with the multidmensional diffusion process, see T. Ueno [107.
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where

® Gy =Eu( |

i)

T .k
e~f (xt)dt) .
¢
Moreover, the generator's domain ) is
1€)) D) = {u; (@) u, G c B(X) and (B) wlu=0 G=1,2,-,k)}.
Proor. Using the strong Markov property, we have

Tokin41

Q0 Guf (D =G+ SE( [ " eretrtat)
=G (x)+ ngl aenllaGE (X))

Twkn

= GEY ()t whad 2 o0 Vol IGE ().

Since T oV EwlIGYIf is one and only one solution of (I— V) = wIIGEY,
nz0
we have Z)mVﬁﬁG’&"f: (I~ V)t lIGS Y. Hence we get the formula (6).
nz=0

To obtain (7), it is enough to show —,,LGE'f :cmﬁG’:{lf. Since GEYf is an
xk'({)-potential, its boundary value is zero. Therefore

) wLGE )= 0= 3 ll(b, )GE(9) = —wlIGE 7).

Thus we have proved the first statement of this theorem. In
we have already given the generator’s domain of the %-th instantaneous return
process. But in this case, since lim ., /1%(x, X*)=0, every function x & B(X)
satisfies o

(12) iij?o Vo dT 0| = ?lli_’n; 2|l o dT3x, X*)=0.

‘Therefore we need not the condition () in (6.32). Thus we have accomplished
the proof of this theorem.

Here we shall list several sufficient conditions for P (zur+1=0c)=1 to hold,
which we can easily check up.

THEOREM 3. If any one of the following conditions holds, then Pt x+1= o0)
=1 for every x= X.

(1) The k-th exit boundary (OuX). arve divided into finitely many disjoint
Borel sets By, -+, B, such that (;Qﬁ(b, A) is independent of b so long as b runs
over edach Bj.

() inf  wll(b,0)>0.

€@ X )

(iii) Theve exists a finite set A such that Plx. < A)=0.
Proor. (i) By the definition of operator V., we have

(13) w Vel = awll(b, )awhl ()= T all(b, NE (=)
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Therefore V,1(&) <1 for every fixed ». Since V1) is a finitely valued
function, we get [ Val= max V,1(0)<1l. Therefore by the

=B A Ve

of [Theorem 1, Py(zue+1=00)=1. (ii) Since
as | S wll® 9| =1=_inl  Ilp,o)<1

b= By d e
we get ooVl = 3 ol 9l = | T (e, )l <L (i) Noting PrCseyr & A

:Uc)hck)ﬁ((), A, (k)ﬁ(b, AH=0 for every b (@pX),. Put K= ma} Ey(e‘m“’k),
=
then K <1 and

(15) lwVall S Kl % 0,0 SK<1.

REMARK. Probabilistically speacking, (,C)ﬁ(b, o) is the probability that
the particle is absorbed to oo as soon as it reached the k-th exit boundary
point b. The condition (ii) of the above theorem shows that the probability
of being absorbed is uniformly positive with respect to 5. If we take k=1
in (1), it will be clear that Examples II and III of Section 8 satisfy
Prys=00)=1. Similarly, if we consider k=2, we see easily that Example
IV of previous section satisfies Pty —=o0)=1.
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