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Abstract

We show results of molecular dynamics studies of uid ows in the Knudsen regime in which
the mean free path is comparable to the system size. We elucidate the boundary conditions at
the wall–uid interface in such ows and �nd scenarios envisioned by Maxwell. We also �nd
scenarios which do not agree with Maxwell’s hypothesis. We focus primarily on the case of
repulsive walls and discuss similarities and di�erences in behavior when the wall–uid interaction
is attractive or repulsive. Striking many body e�ects are found on increasing the uid density as
one interpolates between the dilute gas and the dense uid regimes. c© 1999 Elsevier Science
B.V. All rights reserved.

PACS: 51.10.+y; 34.10.+x; 92.20.Bk

Novel technological applications often involve ows of rare�ed uids. The density
of such uids may become so low that the description of the ow within the scope
of continuum hydrodynamics either breaks down or needs to be supplemented by new
parameters. These parameters depend on an atomic level understanding of the phenom-
ena taking place near a con�ning wall. The interest in such subcontinuum ows goes
back to the 19th century studies by Fresnel (1985) and Crookes (1874–1878) of the
physics underlying the workings of a radiometer and the phenomena of photophoresis
and thermal creep. It also provided motivation for Maxwell to interpret the boundary
conditions for uid in the vicinity of a solid surface [1] from the point of view of his
kinetic theory of gases [2]. The 1938 monograph by Kennard [3] gives an exhaustive
account of the three basic new phenomena that arise at high dilution: thermal creep,
thermal slip, and viscous slip. The latter has been studied by Kundt and Warburg [4],
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Timiriaze� [5], and especially by Knudsen [6,7] after whose name the high dilution
regime is called. The Knudsen number, Kn, is de�ned as a ratio of the mean free path,
�, to the characteristic linear system size, L. At high values of Kn, the ows consist
of essentially ballistic movements of molecules between the walls combined with a
usually more complex behavior at the walls.
The current return of interest to this classic problem is due to the fact that it is

an essential aspect of aerosol dynamics [8,9], high altitude aerodynamics [10], isotope
separation schemes [11], and ow cooling techniques [10]. It is also at the core of
functioning of micro- and nanoscale mechanical and electromechanical systems [12,13]
that are currently being tested and produced as a result of the advances made in
silicon-based technology.
Molecular dynamics based simulations o�er a unique tool to study subcontinuum

aspects of ows in the vicinity of a solid surface [4–19]. At present, there are no other
techniques (experimental or theoretical) for deducing the boundary conditions from �rst
principles. Recently [20], we have adopted a fully atomistic model of the uid and of
the walls and studied it by molecular dynamics at high and intermediate values of Kn.
We have demonstrated that the velocity pro�les are very di�erent from those predicted
by continuum hydrodynamics and show an unexpected dependence on the density and
a distinct dependence on the system size on going from low to high Knudsen numbers.
For liquids, an increase in the density results in an increased viscosity and, therefore, in
a slowing down of the ow. Strikingly, an opposite tendency is present in the gaseous
regime due to an interplay between the interactions of the molecules with the wall and
with each other.
In order to elucidate the nature of boundary conditions at a uid–solid interface,

Maxwell [1] has considered two limiting types of the walls: thermal and specular.
The latter corresponds to a perfectly smooth surface that would reect an incident
molecule specularly. The former – to a highly uneven or granular surface which would
scatter an incident molecule internally and multiply and would eventually reemit it
fully thermalized. For the general situation, Maxwell postulated a linear combination
of the two kinds of behavior with the weights f for thermal and (1−f) for specular
contributions, respectively. This hypothesis has been applied to viscous slip, thermal
slip, etc. [3]. Millikan [21], among others, carried out experiments on viscous slip
that attempted to unravel Maxwell’s linear combination – the e�ective value of f for
common solid and liquids was found to be usually bigger than 0.8 but the determination
of f was indirect.
Our own molecular dynamics simulations [20] identi�ed both kinds of limiting be-

haviors suggested by Maxwell: the collisions with walls were thermal, when there was
su�cient attraction between the wall and uid molecules, or specular, when there was
no attractive component in the wall–uid interactions. However, the crossover between
the two behaviors was found to be much more complex and interesting than the simple
linear combination envisioned by Maxwell and used by many workers since.
In our previous publication [20], we presented our molecular dynamics results for

the case of a wall with strong attraction to the uid leading to the formation of layers
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of uid atoms next to the wall. This kind of coating provides an e�cient thermaliz-
ing e�ect. Here, we focus on the other limiting case and discuss what happens when
the wall is purely repulsive. In particular, we demonstrate that the nonmonotonic de-
pendence of the velocity pro�les on the density remains qualitatively similar to the
attractive wall case. The mechanism for this phenomenon, though still many body in
nature, is, however, di�erent. In addition, there are substantial di�erences in the pro�les
of density, velocity and shear stress.
An atomic level modelling requires that the uid and solid molecules be treated

on an equal footing. In previous molecular dynamics studies in the Knudsen regime
[22,23], it was only the uid which had an atomic representation and the boundary
conditions were put in by hand. As a simplest model, we consider a Lennard–Jones
uid in which two atoms separated by a distance r interact with the potential

VLJ (r) = 4�
[( r
�

)−12
−
( r
�

)−6]
; (1)

where � is the size of the repulsive core (the potential is truncated at 2:2�). The
ows take place between two solid planar walls parallel to the xy plane with periodic
boundary conditions imposed along the x and y directions. Couette ow was generated
by moving the walls at constant velocity in opposite directions along the x-axis whereas
Poiseuille ow was induced by an application of uniform acceleration g on all the uid
molecules in the x-direction.
As in the paper by Thompson and Robbins [24], we construct the wall from two

[001] planes of an fcc lattice. Each wall atom is tethered to a �xed lattice site by
a harmonic spring of spring constant k. We chose k = 400 so that the mean-square
displacement about the lattice sites did not exceed the Lindemann criterion for melt-
ing but was close to the value set by this criterion. The wall–uid interactions were
modelled by another Lennard–Jones potential,

Vwf(r) = 16�
[( r
�

)−12
− A

( r
�

)−6]
(2)

with the parameter A varying between 1 and 0, corresponding to attractive and repulsive
walls, respectively. For the narrowest channel that we studied, the uid atoms were
con�ned to a space measuring 13:6� × 5:1� in the xy plane and 12:75� between the
walls. We consider a wall which contains 96 wall atoms each (in each wall plane, the
atomic periodicity is 0:85�). The geometry used is illustrated in Fig. 1 which shows a
snapshot of the positions of the atoms.
The equations of motion were integrated using a �fth-order Gear predictor-corrector

algorithm (see e.g. [25]) with a step size of 0:005�, where �=(m�2=�)1=2 and m is the
atomic (wall and uid) mass. The uid and wall temperatures were �xed at kBT=�=1:1.
Here, we present results obtained with the use of Langevin thermostat [26]. We have
checked that the results obtained with the use of the Nose–Hoover thermostat [27,28]
for the attractive wall case were virtually identical and we expect the same to hold for
the repulsive wall as well. The noise was applied in all directions during equilibration
and only in the y-direction during the data-taking phase. The averages were obtained
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Fig. 1. The snapshot of the ‘atoms’ of the systems. The black circles represent the uid atoms. There are
three uid atoms here which illustrates the case of extreme dilution: the central density is 0:004=�3. The
open hexagons represent the wall atoms. The top panel is the x − z projection whereas the bottom panel is
the x − y projection. Here, the hexagons are either solid or dotted to di�erentiate between atoms from the
two wall layers.

over runs which lasted at least 5000 �, and in the extreme dilution case, for up to
400 000 and 16 000� for the attractive and repulsive wall cases, respectively. An initial
time of at least 400� was spent for equilibration. The spatial averaging was carried out
in slabs of width �=4 along the z-axis.
In the dilute gas limit, the Knudsen number, Kn, is de�ned as �=L, i.e., as (

√
2��

�2L)−1; where � is the mean free path, � is the uid number density and L is the char-
acteristic width of the channel. The expression for � is adopted from the result for the
hard core gas. A study of the density pro�le shows qualitatively di�erent behaviors of
the density pro�les for the attractive and repulsive walls, as illustrated in Figs. 2 and 3,
respectively. In the former case, formation of adsorbed layers form near both walls
whereas there is merely a depletion zone, whose thickness is of order �, alongside the
repulsive walls. The �rst layer at the attractive walls is fairly periodic, as measured
by the static structure factor, and the resulting local order corresponds to a square
lattice. L is de�ned as an e�ective channel width in which the ow takes place (in
the attractive case this is the distance between centers of the second layers and in the
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Fig. 2. The density pro�les for the attractive wall and for the three densities indicated. The values refer to
the density in the central region.

Fig. 3. The density pro�les for the repulsive wall.
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Fig. 4. Velocity pro�les of gravity-driven channel ow with g = 0:01�=�2 for the smallest width channel
with repulsive walls. The values of the interior uid density and the corresponding Knudsen number are
indicated. The inner wall layers are at the edges of the �gure.

repulsive case this is the width of a region in which the density is non-zero). In the
center of the channel, the uid density is essentially constant and this value is chosen
as � in the de�nition of Kn. Increasing the density to liquid values results, for both
kinds of walls, in a buildup of atomic layers further and further into the bulk.
Fig. 4 shows the ow velocity pro�les for three di�erent values of � (or Kn) for the

repulsive wall case. The ow was induced by a small gravitational force with g=0:01
along the x-axis. The pro�les correspond to plug ows across the whole density range
with some Poiseuille-like parabolicity present only at the highest densities. This is in
contrast to the pro�les found for the attractive wall case [20]. For the attractive walls,
the pro�les are plug-ow like only at high dilution whereas they are nicely parabolic at
intermediate and high densities. The attractive wall exerts a pull on the uid molecules
leading to virtually no-slip boundary conditions whereas the repulsive wall gives rise
to a large slip.
A further understanding of the problem is obtained by studying the shear stress

component of the stress tensor. This is shown in Figs. 5 and 6 for the attractive
and repulsive walls, respectively. In the attractive case, � of 0.004 corresponds to
a very small velocity gradient and thence virtually zero stress. At intermediate and
high densities, however, the shear stress has an overall slope indicating a non-zero
viscosity. In the repulsive case, the behavior is similar but the shear stress is an order
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Fig. 5. The shear stress pro�les of the gravity-driven channel ow for the smallest width channel with
attractive walls. The values of the interior uid density and the corresponding Knudsen number are indicated
and they are ordered top to bottom corresponding to the left-hand side portions of the pro�les.

Fig. 6. Same as in Fig. 5 but for the repulsive walls.
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Fig. 7. Velocity pro�les of Couette ow with u=0:1�=� for the smallest width channel with repulsive walls.
The uid densities in the central region are indicated.

of magnitude smaller. The decoupling of the uid ow from the repulsive wall is also
seen in Couette ow. This is illustrated in Fig. 7 which shows the velocity pro�le for
the situation in which the top wall moves to the right and the bottom wall moves to
the left, both with a speed of u. In the limit of large dilution, the pro�le is not smooth.
The smoothness observed in gravity-driven ow is due to an organizing inuence of
the gravitational force which acts on all molecules. In Couette ow, the forcing is
restricted to the wall area and, in the absence of viscous e�ects, it does not propagate
inward to provide organization.
We now proceed to study the e�ect of interactions between the uid particles un-

dergoing gravity-driven channel ow on varying � within the channel. In such a ow,
the velocity �eld is the highest in the middle of the channel and is denoted by vmax.
For the attractive wall, one expects that vmax ought to scale as L at small densities and
as L2 at high densities. The low density behavior is implicit in an analytic result for
the owrate derived by Smoluchowski [29,3] and its physical origin is that the driving
force is e�ective in accelerating the uid particles only during the time spent traversing
the channel between collisions with the walls (and the associated adsorbed layers). This
time simply scales as the channel width. The high density behavior follows from the
Navier–Stokes equation with no-slip boundary conditions. The crossover between the
two situations results in a monotonic dependence of vmax on � – there is a maximum
around a characteristic density �K of about 0.19�−3 above which the velocity pro�les
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Fig. 8. Plot of the uid velocity in the middle of the channel in gravity-driven ow with g = 0:01�=�2 as
a function of uid density The plot is for two di�erent channel widths. The L0 in the �gure denotes the
narrowest channel. 2L0 denotes a channel that is e�ectively twice as wide as the smallest channel.

are clearly parabolic [20]. Above �K , the uid intermolecular interactions dominate the
inuence of the wall.
Fig. 8 shows that the repulsive wall also generates a maximum in the dependence

of vmax on � at �K of about 0:4�−3. However, the scaling behavior appears di�erent.
Doubling the separation between the walls at the highest Knudsen numbers results
in increasing vmax only by a factor of about 3

2 . A similar factor characterizes the
scaling around �K . A further increase in � makes the scaling factor bigger (between
3 and 6) with no evidence for the quadratic law. The low density behavior should be
related to the fact that the saturation of the velocity pro�le with time is not due to the
thermalization at the wall but merely due to bulk thermalization by the Langevin noise.
Furthermore, the wider the channel, the longer lasting is the accelerating inuence of
the force. The large density behavior, on the other hand, is modi�ed by the large slip
length. A further increase in the wall-to-wall separation is expected to lead to the L2

law asymptotically.
The most interesting aspect of Fig. 8 is that, as in the attractive wall case, vmax in-

creases with � when �¡�K . In the attractive wall case we attributed this phenomenon
to an increased scattering which keeps the atoms in the channel longer [20]. This re-
sults in two e�ects: (1) the acceleration time gets extended and (2) the time spent on
thermalization at the walls gets reduced. A scattering-induced e�ective deection of
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Fig. 9. Plots of the time dependence of the z-coordinate of a typical uid particle undergoing gravity-driven
ow in the narrowest channel. The horizontal dotted lines indicate the z-coordinates of the wall molecules.

ballistic trajectories from the wall is also present in the case of the repulsive wall and
is illustrated in Fig. 9. In this case, however, only the �rst of the above two e�ects
is operational since the specularly reecting wall has little thermalizing inuence. The
upper panel of Fig. 9 shows the trajectory of the z-coordinate of a typical atom when
three uid atoms are present in the channel. At the wall, the atom is reected approx-
imately specularly and moves out of the vicinity of the wall immediately. The bottom
panel shows qualitatively di�erent behavior when 27 more atoms are added into the
system: each atom hits the wall less frequently.
A useful characterization of the uid–solid interface is provided by the collision

kernel [30,31] – the probability density that a molecule striking the surface with a given
velocity reemerges with a speci�c velocity after a given residence time. We �nd that,
both for the attractive and repulsive walls, the scenarios envisioned by Maxwell hold
very well. For the repulsive wall, the residence time is negligible and the reections are
specular. On the other hand, for the attractive walls the distribution of residence times
develops a long tail and the residence time is found to be uncorrelated with the outgoing
velocity. Strikingly, the velocity distribution of a particle after the collision with the
wall is substantially independent of the incoming velocity. The velocity distributions
agree with the thermal wall scenario and for vx and vz they are given by [2,3,32]

�x(vx) =
√

m
2�kBT

exp
(
− mv2x
2kBT

)
; (3)
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Fig. 10. The thick solid lines (marked additionally by the label 1) represent the probability density distri-
butions for the velocity components of the outgoing velocity of a uid molecule after collision with a wall
with the wall–uid interactions given by Eq. (2) with A= 1

4 . There are no adsorbed uid atoms on the wall.
The upper and lower panels are for the x and z (normal) velocity components, respectively. The statistics are
based on about 3000 scattering events with the wall. The dotted lines correspond to the linear combination
of to the combined distributions f��(v�) + (1−f)�(v� − vsp� ) with f= 0:9. Here, �� is given by Eqs. (3)
and (4) and vsp� denotes the specularly reected component of the velocity. The selected value of f o�ers
the closest match to the data for both velocity components simultaneously. The thinner solid lines in the
main panel (marked by the label 50) represent the velocity distributions obtained for A = 1

4 when 50 uid
molecules are placed in the narrowest channel (� = 0:066).

and

�z(vz) =
m
kBT

vz exp
(
− mv2z
2kBT

)
; (4)

respectively.
Following Ref. [20], we now consider the case in which the wall–uid potential is

given by Eq. (2) with A= 1
4 . This corresponds to the crossover behavior from that of

specular reection to that of a thermal wall. Fig. 10 shows that, in this case, the velocity
distributions of the scattered particles clearly deviate from pure thermal behavior and
contains a specular component. However, the resulting distributions are more complex
than the simple linear combination form.
The behavior of the collision kernel is further enriched on considering the role of the

interactions between the uid molecules as the Knudsen number decreases to a value of
0.27 corresponding to a density of �=0:066. The density pro�le corresponding to this
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Fig. 11. The top panel shows a snapshot of the atoms, similar to Fig. 1, which depicts the geometry used
to determine the e�ect of other molecules on the e�ective collision kernel for one molecule. There are 50
uid molecules here and A = 1

4 . The thin horizontal line corresponds to the monitoring plane. The bottom
panel shows the corresponding density pro�le. The value of the density at the center is indicated.

situation is shown in the bottom panel of Fig. 11 whereas a corresponding snapshot
is shown in the top panel of this �gure. The distributions are obtained by monitoring
molecules incident on the walls at a distance of 1 mean free path (or 3:4�) from the
walls, marked by a line in Fig. 11, during the evolution of the system. The data were
obtained based on about 1100 events in which the incoming molecules happened to be
moving nearly normally towards one of the walls with a speed between 0.8 and 1:2�=�0
and then reemerged with velocities distributed as shown in the �gure. The inuence of
other uid molecules is seen to lead to the distributions more closely approaching the
thermal ones. Moving the monitoring plane further away from the wall also results in
bringing the distributions closer to the thermal ones.
The nature of the boundary conditions at a uid–solid interface is thus more complex

than those envisioned by Maxwell and molecular dynamics simulations are a useful
tool to understand this complexity.
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