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ABSTRACT

ARGUS is a three-dimensional, eleciromagnetic, panicle-in-cell (PIC)
simulstion code that is being distribuied 10 U.S. accelerator laboratories in
" collaboration between Science Applications International Corporation (SAIC™) and
the Los Alamos Accelerator Code Group (LAACG). it uses a modular archiiecture
that allows multiple physics modules to share common wtilities for grid and structure
input. memory management, disk I/0. and diagnostics. Physics modules arc in place
for electrostatic and eleciromagnetic field solutions, frequency-domain (eigenvalue)
. solutions, time-dependent PIC, and sieady-state PIC simulations. All of the modules
are implemented with a domain-decomposition architecture that allows large
problems to be broken np into pieces that fit in core and that facilitates the adapiation
of ARGUS for panliel gmcusing. ARGUS operates on chiher Cray or workstation
platforms, and a MOT1F-based user interface is available for X-windows terminals.
Applications of ARGUS in accelemtor physics and design are described in this paper. -

DESCRIFTION OF ARGUS

The ARGUS code!-? has been under development at SAIC since 1983. lrisa
general-purpose three-dimensional simulation code. The code architecture is
specifically designed to handle the problems associated with three-dimensional
simulations. t uses sophisticated memory management and data handling tech-
aiques? to deal with the large volume of data that is gencrated in theee-dimensional
simulations. Recent work by Leabrook Computing, Ltd. shows that the domain

demn?osllion technlque used in ARGUS provides a suitable framework for coarse-
grained paralielization of the code.

A modular architecture is employed so that ARGUS is in fact a system of three-
dimensional codes {(numerical modules) that utilize a common data structure and
share utilities for structurc input, grid generation, memory management, data
handling, and dingnostics, The codes allow complicated geometrical structures (o be -
represented on the computational grid. The grid can be nonunifoem in all three
dimensions. Cartestan and cylindrical coordinate systems have been implemenied
theoughout ARGUS; some of the moduies also surpon toroidal and mixed
coord . Physicz modufes are in place to compute electrostatic and electromag-
actic ficlds, the cigenmodes of tf structures, and PIC simulation in cither & time-
dependeat mode or a steady-state mode. The PIC madules include mulliple particle
species, relativistic particle dynamics, and algosithma for the creation of particles by
cmission feom material surfaces and by injection onto the grid. A plasma chemisiry
module allows species 1o be created or desiroyed based on specified rale processes.

The structure inpwt in ARGUS ig carried out through combinatarial gecometry.

The code stores a library of basic three-dimensional objects (e.g., a rectangular solid,
an clliptical cylinder, an ellipsoid, eic.). These objects are combined by the user with
ical operntions (to either add or delese the library abject) to produce structures of
arbitrary shape. The siructures so specified are represented on ihe compuational grid
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by a siructure mask arcay, which stores the material and electrical properties of each
cell on the grid.
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‘Figure 1. ARGUS modular code architeciure.

Material properties can be associated with siructures. The code allows per-
fecily-conduciing maierials, as well as materinls with complex values of both
perimittivily and permeability; hence Jossy materials arc alfowed. Funhermore, the
permiltivity and permeability may be specified as diagonal ténsors to treat centain
classes of non-isotropic materials.

ARGUS has a wide variety of diagnostic plets that are selected by user input
and are available at run time. These include set-up graphics, contour and arvow plots
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- of field quantities, and plots of particle trajectories and phase space. The code also

will dllow the user to create HDF files for exporting data to other visualization tools.

SOME EXAMPLES FROM THE ARGUS FRIMER

_The current code release (ARGUS v.25) includes an ARGUS Primer, which
provides a tutorial for new ARGUS users. It presents a set of simple example
problems that illusiraic how to use the features in ARGUS. The Primer will also be
used in testing future ARGUS releases and ARGUS instaliations on aew computing
platforms. A subset of the examples featured in the Primer are presented here.

The “Tombstope™ Cavity

An example in the MAFIA User's Guide consists of analyzing the normal
modes of the structure shown in Figure 2. The structure is a cylrndricnl drift tube
atlached 10 a cavity made of a reclangular box topped with a half cylinder. MAFIA
and ARGUS represent this structure in different ways. ARGUS uses a “stairstep™
representation on the grid, while MAFIA allows triangular “half cells”. (Hall-cell
masking will be included in a fiture ARGUS release.)

y

Figure 1. The “Tombstone® cavlty.

Cold Test of the “Tombstone™ Cavity

A comparison of ARGUS and MAFIA cold-test results for the “Yombsione"
cavity are given in Figure 3. The ten lowest modes of the struciure were compuied.
The discrepancy is generally in the 1-2% range, and is due to the differences in the
structure represcntation by the two codes. This result is consistent with other
comparisons of thesc codes on comparable meshes. With finer meshing, the codes
agree more closely.
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Flgure 3. Comparison of ARGUS and MAFIA resulis for ““Tombsione” cavily cold test.

Wake Fields in the “Tombstone' Cavity
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Figure 4. Wake flekds due to s Grusslan bunch passing through the “Tombstone™ carity.

By initializing a Gaussian buach of heavy particles in the time-dependent PIC
module, and allowing them to drift through a structure, the user can cause ARGUS to
create wake fields in the structure. This method was employed to display the wake
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ficlds in the “Tombstone” cavity. Figure 4 shows three snapshots of the particles and
axial electric ficld as the bunch traverses the structure. Gaussian bunch was
aced on the axis of the cylindrical drift tube and launched into the tombsione cavity.
particles are vigible in the figute as a tine chacge on axis. In the first frame. time
sicp 25, the particles arc just entering the tombsione cavity from the fower drift wube.
In the second frome, time step 75, they are just leaving the tombstone cavity and
‘entering the upper drift tebe. In the third frame, time step 125, they are leaving the
upper drifi tube (by being absorbed on the upper boundary of the simulation).

Radiating Open Waveguide in the Time Domain

The ability of the ARGUS code to handle open, radinting boundary conditions
in the time domain sets i almi from several other codes. Two separate wiilities exist
for ing out this capabi it{. The first is a “port” boundary condition, which ireats
a specified opening in the simulation boundary as though it were connected o a
-wn;ruide extending to infinity, The second is an implementation of the Lindman4
algorithm for radiating boundaries, While the port condition only matches the
boundary for radiation at a specified frequency, the Lindman condition is a general
outgoing wave boundary condition.

This simulation provides a demonstration of the Lindman algorithm for the
simple example of a rectangular waveguide that is driven at the Jower end, and o
st the upper end. Figure 5 shows the radiation fields at two 1ime steps, selected to
show the phase slippage at the top (open) boundary.
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Figure 5. A radisling wavegulde In the tie domain.

WAVEGUIDE-CAVITY COUPLING

An important problem in the design of «f linacs is the coupling between fhe
waveguide that feeds 1f power to the accelerator and the cavilr through which the
beam is accelerated. The desigaer weeds to know the coupling coefficient, the
frequency shift. and the extemal Q due to the waveguide, as well as the fields in the
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aperture of the coupling iris. This problem is difficult for time-domain simulation
codes because accelerator cavities ofien are very high-Q structures, and therefore
requive vesy many ¢f cycles to fill.

ARGUS has been employed in a coliaboration between SAIC and AccSys
Technology, Inc. 1o model the extemal Q of the drilt-tube linac (DTL) cavities in the
injector for the Superconducting Super-Collider (SSC). The intrinsic Q of the DTL
cavities is approxumately 40,000, Figure 6 shows the aperture in the waveguide
cavity sysiem, a5 represenied in the ARGUS modet. The drifi-tube structores are
represented by an “equivalent lond,” consisting of a dielectric rod.
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Figure 6. ARGUS rqirummlna of the DTL cavily/waveguide structure for (he SSC injecter.

The meihods used for the solution are based on published 1echniques$S7 for
using eleciromagnetic frequency-domain algorithms to compute the extemnal Q in
high-Q cavity-waveguide systems. They require the eigenvnlne solver jo be exercised
several times, with the waveguide shorted at different distances from the iris, therety
sllowing a resonance curve of frequency vs. phase shifd, like that shown in Figure 7,
to be mapped out. The figure shows the resonance curve for a round iris, 12 cm in
diameter. This analysis is repeated for different choices of the iris dimensions until a
suitable design point is realized. The design is a trade-off between the exiemal Q, the
fietd strength in the iris aperture, and the cavity mode distortion due to the aperture.

AccSys has bullt an experimental test-stand which atlowed the ARGUS results
to be compared with measured data. The results of that test are shown in Figure 8,
which presents the externat Q and frequency shift as functions of the iris apesture
length, for a fixed ure width of 12 cm. The experimental daia are plotted on the
figure and agree with the simulations to within the experimental uncertainty.

AccSys Technology, Inc. is under contract to build the DTL cavities for the SSC
Laboratory, and has used these simulations to verify the accuracy of their exper-
imental test data prior to constructing full-scale cavities (which are approximately
10 o in length). Dr. Jim Potter of AceSys has collaborated with SAIC n this effor,
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and provided the experimental data which was compared with the ARGUS
simulations in Figure 8.
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Flgure 7. Phase shift va. frequency for a (2 cm dinmeter [cly aperture.
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Figuwre 8. Extcrnal Q and frequency shift va. iris length for the DTE cavity/wavegulde system.
ARGUS simuiailon resulis sre compared with experimenial messusemenis
(couriesy of J. Potter, AccSys Technology, ine.)

HELIX TRAVELING-WAVE TUBE
The frequency-domain selver in ARGUS v.25 can ireat complex ficlds, where

the imaginary part allows the model to treat lossy materials and to handle periodic
boundary conditions with sub-phase specification. This latter feature is particularly
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useful when attempting to compute the dispersion curves for long, periodic stiructures,
The usual periodic boundary condition imposes a phase Shlflp;f Ix across the
computational grid. If the user needs to impose & different phase shift across s
symmetry period of she structure, he does so by modeling seveal structure periods to
build up a phase shifl of 2x (or % with an electr{c wall symmetry planc). The ARGUS
v.25 algorithm nltows the user 1o slm: 1y the phase J-iﬁ toze {mposed across the

i
computational grid, thereby enabling Sim 10 out a di
modeling only a single structure pcrlocr 1ap 0t & dispersion curve while

This module has been used to cold test a helix traveling-wave tube (TWT),
Corporation. Figure 9 shows the ARGUS representation of
the helix TWT, including the metallic vanes ihat are used $o shost the Fields betweea
the helix supports. The supports (not shown in the figuse) ave dielectric rods that are
attached to the helix and to the outer cylindrical wall. The ARGUS simulation model

employed a 8D x B0 x 20 grid,
mki:: : c)‘;e x 80 x 20 grid, and requested six eigenvectors for each phase shift

Figure 9. ARGUS structace pleg for the metslic replons fa the Nocthrep helis TWT.

The dispession curve for the hellx TWT js di in Fi 10. The fi
shows the effect of the suppons and the metallic m‘l’:l;l;:ﬁm dimm curve. *1"1..'7
vanes are needed to flatten the di ion curve (i.0., to reduce the dependence of the
phase velocity on frequency), y are modeled in ARGUS as two-dimensional
metallic sheets. Most three-dimensional eleciromagnetic codes are unable to include
sub-cell features of this type, and therefore do not succeed in cold test analyses of
devices like the helix TWT. Comparison with exrerlmemal data st Northrup indicate
that the phase velocity corresponding 1o Fi 0 differs from the measured
velocity by approximately 10%, but this dimm can be largely accounted for by
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adjusting the conlact area between the support rods and the helix. (The phase velocity
of a helix TWT is known to be very sensitive to the area of comact.) o

Dr. Gunther Doehler of Northrup Corporation has graclously provided o

Mﬂhﬁ of the helix TWT geometsy, and has compased the ARGUS simulation
resulis with his experimental dota.

Helin
JoxANx20 Qrid

TR B o =s ha a8 o - Hrlr -l o bR b neke (§)
)/ HM;LL i + ot 1
1 1. . - Jase -1 -4 —a—= {ka 1 Piule t.\ihllllﬂ
* % L/AF P o Hobu ¢ it + Vo (21 |
a' - ) --K - . -l - . - B B3 =3
[ | ¥ 1
/ % I

A

—o Fingtiog Hewe (1)

AW AAN
A5

Fran (0T}

- - " Ft i e B
N 20 40 &% MO 1A 126 148 1AD 1Ru
T rhass Enih

Figure 10, Disperaion curve for the Northrup helix TWT.
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