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Robotic-assisted rehabilitation system based on Brain-Computer Interface (BCI) is an applicable solution for stroke survivors with
a poorly functioning hemiparetic arm. �e key technique for rehabilitation system is the feature extraction of Motor Imagery
Electroencephalography (MI-EEG), which is a nonlinear time-varying and nonstationary signal with remarkable time-frequency
characteristic. �ough a few people have made e	orts to explore the nonlinear nature from the perspective of manifold learning,
they hardly take into full account both time-frequency feature and nonlinear nature. In this paper, a novel feature extraction
method is proposed based on the Locally Linear Embedding (LLE) algorithm and DWT. �e multiscale multiresolution analysis
is implemented for MI-EEG by DWT. LLE is applied to the approximation components to extract the nonlinear features, and the
statistics of the detail components are calculated to obtain the time-frequency features.�en, the two features are combined serially.
A backpropagation neural network is optimized by genetic algorithm and employed as a classi
er to evaluate the e	ectiveness of the
proposed method. �e experiment results of 10-fold cross validation on a public BCI Competition dataset show that the nonlinear
features visually display obvious clustering distribution and the fused features improve the classi
cation accuracy and stability.�is
paper successfully achieves application of manifold learning in BCI.

1. Introduction

In response to an external stimulus or active thinking
activity, nerve cells in the brain cortex can produce Motor
Imagery Electroencephalography (MI-EEG) signals with the
characteristics of speci
city and rhythmicity, and they not
only contain a large amount of physiological or disease
information but also have a close correlation with the state
of consciousness. As a result, much attention has been paid
to the application of MI-EEG in brain cognition; meanwhile,
the correct interpretation and accurate extraction ofMI-EEG
features are the key to its successful applications [1, 2].

MI-EEG has the characteristics of individual di	erences
and is nonlinear, nonstationary, and time-varying sensitive.
Wavelet transform (WT) is able to take advantage of scale and
shi� operations to perform multiscale decomposition and
time-frequency domain localization, e	ectively obtaining the
time-frequency information of signals. �us, the analysis of
EEG signals can bene
t fromWT. Despite this, recent studies
do not support the e	ective use of wavelet features for the

discrimination of EEG signals because of the redundant and
irrelevant information contained in wavelet coe�cients [3].
To this day, these characteristics remain a problem for the
extraction of useful features from EEG signals for classi
ca-
tion. Many approaches to the problem were proposed in the
last decade. Xu e al. proposed a novel method of extracting
EEG features based ondiscretewavelet transform (DWT) and
autoregressive (AR) model, in which the combination fea-
tures of wavelet coe�cient statistics and the sixth-order AR
coe�cients were used as input vectors for the classi
er [4].
To solve the problem of a lack of spatial information and large
amounts of features, a method based on the time-frequency-
space domain was proposed using independent component
analysis (ICA) and wavelet transform [5]. A method using
only wavelet coe�cients from the subband bound with
speci
c frequency features ofMI-EEGwas proposed byAldea
and Fira [6]. Chaurasiya performed a linear dimensionality
reduction of wavelet coe�cients by principal component
analysis (PCA) and then used the coordinates embedded
in the low dimension space as features and obtained better
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classi
cation results [7]. Obviously, wavelet transform, as a
type of classical time-frequency analysis method, played an
important role in the feature extraction of the EEG signal.

However, the brain is a highly complex biological system
in terms of structure and function; namely, the brain is
a typical nonlinear system [8]. MI-EEG signals not only
contain abundant information and rhythmic characteristics
of motor imagery consciousness but also possess an obvious
nonlinear structure. Taking the reason that traditional time-
frequency feature extraction methods were based on linear
system theory into consideration, wewill inevitably 
nd a loss
of information in the original signal, and follow-up questions
about the nonlinear structural characteristics cannot be
excavated fromhigh-dimensional EEGdatasets [9].Manifold
learning (ML) can recover the structure of lower dimensional
manifolds from high-dimensional data and can help us
obtain the corresponding nonlinear embedded coordinates
that are regarded as a meaningful representation of reduced
data. During the dimension reduction process, ML can best
preserve the local neighborhood of each object or, in other
words, the potential of the manifold structure. At present,
Locally Linear Embedding (LLE), as one of the typical ML
algorithms, has got a certain application in feature mapping
of EEG signal, for the reason that LLE as a noniterative
algorithm has low computing complexity and local optimal
analytical solutions. Lee et al. [10] calculated MI-EEG signal
adaptive autoregression model parameters based on Kalman

lter and then by using LLE performed dimension reduction
to get EEG features, and the classi
cation accuracy was
between 61.9% and 74.2% with a linear discriminant analysis
classi
er; Pan et al. [11] extracted the features of EEG by
weighted LLE for detecting epilepsy, and the classi
cation
rate was between 72.79% and 90.66% using SVM classi
er;
Mirsadeghi et al. [12] calculated the power, covariance, and
several kinds of entropy of EEG to obtain the primitive
features, and LLE was applied to reduce the feature dimen-
sion. �en, the quadratic discriminant analysis (QDA) was
adopted to estimate the depth of anesthesia, and the average
classi
cation accuracy was 88.4%. From the studies, we can
conclude that LLE is applicable for feature extraction and
feature dimension reduction of EEG. However, there exist
the following problems that need to be improved: (1) LLE
algorithm is sensitive to data noise, so if it is directly used in
feature extraction and feature dimension reduction of EEG
signal, the low-dimensional embedding structure may be
easily destroyed, which a	ects the quality of EEG features; (2)
because EEG signal has signi
cant time-frequency distribu-
tion and nonlinear characteristics, using only ML algorithm
is di�cult to get its essential characteristics comprehensively,
which sometimes even will cause feature information redun-
dancy and mismatching problem.

In this paper, to achieve a comprehensive and accurate
extraction of the essential features of MI-EEG signals, a fea-
ture extraction method denoted as DWT-LLE was proposed
based on a Locally Linear Embedding algorithm, a typical
manifold learning algorithm, and discrete wavelet transform.
On the foundation of an analysis with aWignerVille distribu-
tion and power spectrum, we used DWT to obtain the time-
frequency feature and then applied LLE to the approximation
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Figure 1: Block diagram of the proposed method.

components to obtain nonlinear features. Finally, the time-
frequency features and nonlinear features were fused serially,
and then a BP neural network optimized by a genetic
algorithmwas employed as a classi
er andmany experiments
were conducted on a publicly available dataset with 10-
fold cross validation. Compared with the traditional DWT-
based feature extraction methods, the proposed method
enabled the feature vector to contain more comprehensive
and complete MI-EEG information because of the addition
of nonlinear features. �us, better classi
cation results have
been achieved and demonstrate the validity of this method.
�e overall block diagram is given to illustrate the �ow of the
proposed method, shown as in Figure 1.

2. Algorithm

2.1. Discrete Wavelet Transform. �e time-frequency domain
localization and multiresolution as characteristics of wavelet
transformmake it possible to obtain transient information in
di	erent scales under di	erent frequencies that are suitable
for the analysis of nonstationary signals, such as EEG.
�is paper uses discrete wavelet transform to analyze the
Event-Related Desynchronization (ERD) and Event-Related
Synchronization (ERS) of MI-EEG for right and le� hand
movements.
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Based on the Mallat algorithm, for the �-level wavelet
decomposition of the signal, the given signal �(�) can be
represented as

� (�) = �� + �∑
�=1

��, (1)

where � denotes the number of the decomposition levels,��
denotes the approximation coe�cients, and �� denotes the
detail coe�cients at scale �, � = 1, 2, . . . , �. �us, the signal�(�) can be divided into several subbands. Assuming that the
sampling frequency of the signal is��, then for the coe�cients��, ��, ��−1, . . . , �1, the corresponding frequency band

ranges are [0, ��/2�+1], [��/2�+1, ��/2�], [��/2�, ��/2�−1],. . .,[��/22, ��/2], respectively. In wavelet decomposition for MI-
EEG, the number of decomposition layers is decided by
the distribution of useful components in the signal in the
frequency domain and the sampling frequency.

2.2. �e Locally Linear Embedding Algorithm. �e Locally
Linear Embedding algorithm is a type of typical manifold
learning algorithm. �e main idea of LLE is to solve globally
nonlinear problems using locally linear 
tting, which is based
on the assumption that data lying on a nonlinear manifold
can be viewed as linear in local areas [13]. By computing
low-dimensional, neighborhood-preserving embeddings of
high-dimensional inputs, LLE maps its inputs into a single
global coordinate system of lower dimensionality, and its
optimizations do not involve local minima. By exploiting the
local symmetries of linear reconstructions, LLE is able to
learn the global structure of nonlinear manifolds [14]. �e
locally linear 
tting is characterized by linear coe�cients
that reconstruct each data point from its neighbors and the
linear coe�cients, namely, the weight matrix; record the
neighborhood information; and establish a bridge between
the high-dimensional data space and the low-dimensional
latent space.

�e Locally Linear Embedding algorithm consists of
three steps:

(1) Select neighbors: as an input, LLE takes a set of	 �-dimension vectors assembled in a matrix 
 =[�1, �2, . . . , ��] ∈ 
�×�. According to the simi-
larities between data points measured by Euclidean
distances, for each sample ��, � = 1, . . . , 	, its �
nearest neighbors are sought, and then their indices
are stored in an 	 × � matrix �.

(2) Reconstruct weight matrix � with linear weights: to

nd the reconstruction weight matrix � ∈ 
�×�,
where��� represents the contribution of the data point�� to the data point ��, the following cost function
should be minimized:

� (�) = �∑
�=1

������������� −
�∑
�=1

�����
�����������
2, (2)

where the optimization should be subject to con-
straints

�∑
�=1

��� = 1 (3)

and��� = 0, if�� and�� are not neighbors. If not,��� is
decided by the optimization of reconstruction errors
in the way of solving a least-squares problem (2).

(3) Map high-dimensional data to embedded coordi-
nates: the weight matrix � is kept 
xed and the low-

dimensional embedding � = [�1, �2, . . . , ��] ∈ 
�×�,
where � represents embedded dimension, can be
obtained byminimizing the embedding cost function

Φ (�) = �∑
�=1

������������� −
�∑
�=1

�����
�����������
2, (4)

under the constraints below:

�∑
�=1

�� = 0
1�
�∑
�=1

���	� = �,
(5)

which provide a unique solution. A new matrix �
of size 	 × 	 is constructed based on the matrix � :� = (� − �)	(� − �), and then we can obtain
the low-dimensional embedding � by carrying out
an eigendecomposition of the new sparse matrix �
[14]. Because the 
rst eigenvector, whose eigenvalue
is close to zero, is excluded, � can be represented as
below:

� = [V2, . . . , V�+1]	 , (6)

where V2, . . . , V�+1 denotes the 2nd to (�+1)st smallest
eigenvalues of matrix �.

3. Analysis of the Dataset

3.1. ExperimentalDataDescription. �eexperimental dataset
was from BCI Competition 2003 provided by BCI Lab, Graz
University of Technology. �e dataset was composed of 280
trials, of which 140 were for training and 140 were used for
testing images of le�/right handmovements. Each trial lasted
for 9 seconds, and the sequence diagram of the experiment
is shown schematically in Figure 2. �e 
rst 2 seconds were
quiet, during which the subjects kept calm and a short beep
indicated the start of the trial at the end of second 2, with
a 
xation cross “+” displayed on the screen simultaneously.
At the third second, the visual cue (le�-right arrow) was
displayed as the direction of motor imagery. �e data were
sampled at 128Hz. �ree MI-EEG channels were measured
over a C3, CZ, and C4 conductor, using AgCl as an electrode,
and the placement of the electrode is shown in Figure 3.



4 Journal of Sensors

+

Trigger 
beep

Feedback period 
with cue

1 2 3 4 5 6 7 8 90
Time (s)

Figure 2: Timing scheme of the experiment.

1 2 3

1 2 3C3 CZ C4

++ +

5
cm

Figure 3: Electrode placement.

3.2. �e Physiological Basis of Signal Analysis for MI-EEG.
When some region in the cerebral cortex is activated, the
area of the metabolism and blood �ow increase, leading to
an amplitude reduction of the MI-EEG in rhythm Alpha
(8∼13Hz) and rhythmBeta (14∼30Hz), which is called Event-
Related Desynchronization (ERD). In resting or inert states,
the amplitudes of rhythm Alpha and rhythm Beta are signi
-
cantly higher, which is called Event-Related Synchronization
(ERS).�erefore, when people imagine one handmoving, the
amplitude of rhythms Alpha and Beta from the contralateral
corresponding primary sensorimotor cortex decreases, while
that from the ipsilateral corresponding primary sensorimotor
cortex increases. �e ERD and ERS phenomenon of MI-
EEG is the most fundamental basis for the classi
cation of
le�/right hand movement images [15].

3.3. �e Time-Frequency Analysis Based on the Wigner Ville
Distribution. Considering the generating mechanism and
signal characteristics of EEG signals, on MI-EEG, the e	ec-
tive frequency window of feature extraction can be decided
by signal time-frequency analysis based on the Wigner Ville

distribution and the energy distribution of the signal on the
time-frequency domain.

�eWigner Ville distribution of MI-EEG is illustrated in
Figure 4. Figure 4(a) describes the 3D relationship among
the signal energy, time, and frequency, which demonstrates
that the signal energy is concentrated in a frequency range
of 8 to 30Hz. Figure 4(b) shows the relationship among the
MI-EEG signal energy, time, and frequency in the form of
a 2D diagram and the signal energy mainly concentrated
at approximately 10Hz and 20Hz in the way of zonal
distribution. �us, it lays a solid foundation for frequency
range determination of MI-EEG, but it is di�cult for the
analysis above to accurately determine the scope of the valid
time.

3.4.�e Power Spectrum Analysis of MI-EEG. On the basis of
the analysis above, theMI-EEG signal is 
ltered by a 8∼30Hz
band-pass 
lter and is calculated as the signal average power.
For a given �(�, �), which represents the �th data in trial �, the
average power �(�) can be calculated as

� (�) = 1�

∑
�=1

�2 (�, �) , (7)

where � denotes the number of trials. Because the phe-
nomenon of ERD/ERS in C3 and C4 is much more obvious,
the signal C3 and C4 can only be calculated in (7), and the
results are presented in Figure 5.

Figure 5 demonstrates that the average power of C3 and
C4 for the MI-EEG of the le�/right hand movement displays
obvious ERD and ERS phenomena in the 8∼30Hz range,
especially in the time range of 3.5 to 7 s, which provides the
theoretical foundation for determining the time range for
feature extraction, thereby reducing the complexity of the
calculation.

4. A Description of Feature Extraction

4.1. Time-Frequency Feature. Based on the analysis above and
the characteristics of the rhythmic distribution in the time-
frequency domain of MI-EEG, the db5 wavelet function in
Class Daubechies was used to make a 3-level wavelet decom-
position of MI-EEG, which provides the information at dif-
ferent resolutions of the samples at di	erent frequency bands
[16]. A�er the decomposition, �3 denotes its approximation
coe�cients and�1–�3 denote its detail components. Because
the wavelet coe�cients express the energy distribution of
the signal in the time-frequency domain [4] and rhythm
Alpha (8∼13Hz) is close to �3, whose frequency range is
8∼16Hz, and rhythm Beta (14∼30Hz) is similar to�2, whose
frequency range is 16∼30Hz, the two frequency ranges are
the most obvious frequency bands for the ERD and ERS
phenomena [17]. Considering the frequency of our interest,
the detail components �2 and �3 are chosen for feature
extraction.

To depict the feature in the view of signal energy, the
statistics of the detail components are calculated as the time-
frequency feature and the statistical features, such as the
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Figure 4: Visualization of the time-frequency analysis for MI-EEG.
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average,mean value of energy, andmean value of the standard

deviation of the detail components. Assume that ���,� ∈ 
1×�
represents the detail components �� (� = 3, 4 � = 2, 3) from
channel "� of MI-EEG and � = 1, 2, . . . , 	, where 	 represents
the number of detail components. �us, the time-frequency
feature can be obtained as shown below, and the average is
computed as follows:

#�� = 1	
�∑
�=1

���,�. (8)

�e mean value of energy is determined by

$�� = 1	
�∑
�=1

(���,�)2 . (9)

And themean value of the standard deviation is calculated by

'�� = √ 1	
�∑
�=1

(���,� − #��)2. (10)

Considering the performance phenomena ERD and ERS
in channels C3 and C4, to make the time-frequency feature
show a sharp distinction, the time-frequency feature 61 ∈
6×1 is de
ned as

61 = [[
#32 − #42�����#32 − #42����� ,

#33 − #43�����#33 − #43����� ,
$32 − $42������$32 − $42������ ,

$33 − $43������$33 − $43������ ,
'32 − '42����'32 − '42���� ,

'33 − '43����'33 − '43����]]
	

,
(11)

where ‖ ⋅ ‖ represents the second-order norm.

4.2. Nonlinear Feature. To fully acquire the accurate non-
linear information of the distribution of MI-EEG, LLE is
used to extract features, speci
cally, features that can loyally
represent the nonlinear information in a high-dimensional
observation space and simultaneously reduce nonlinear
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dimensionality and visualization in the view of manifold
learning.

4.2.1. �e Nonlinear Feature Based on Original MI-EEG.
First, the MI-EEG from channels C3 and C4 during the
3.5∼7 s period, in which the ERD and ERS phenomena are
remarkable, are concatenated together; then, a nonlinear
dimensionality reduction is performed based on the LLE and
the low-dimensional embedding is �2. �us, the maximum
di	erentiation of three coordinates was chosen as the nonlin-
ear feature 62 and is de
ned as

62 = �∗2 ∈ 
3×1. (12)

�e 3D visualization of 62 is shown in Figure 6.

4.2.2. �e Nonlinear Feature Based on Wavelet Coe�cients.
First, we performed 3-level wavelet decomposition of MI-
EEG; then, because the approximation components re�ect
the time-frequency feature distribution of a low-frequency
signal in the original MI-EEG and the high-frequency details
contain more noise, in the process of nonlinear dimension-
ality reduction from the embedded high-dimensional obser-
vation space to the low dimension space, the noninteracting
far points are mapped as the local neighbor points [18],
which destroys the results of low-dimensional embedding. In
addition, the LLE algorithm requires that a data set is sampled
from a low-dimensional manifold in uniform density [19]
and that it is vulnerable to noise. �us, DWT was combined
with LLE for feature extraction ofMI-EEG, and the proposed
method was called DWT-LLE. Considering the analysis
above, the approximation of �3 coe�cients was chosen to
reduce the dimensionality by LLE, and the nonlinear features
of 63 were de
ned as

63 = �∗3 ∈ 
3×1. (13)

A 3D visualization of 63 is shown in Figure 7.
Figure 6 shows that the low-dimensional embedding

of 62 presents a clustering distribution in the 3D space,
and the distributions of two classes of nonlinear features
cross each other. Further, we can know from Figure 7
that, compared with 62, the distribution of 63 in the 3D
space shows better separability, from which the classi
cation

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 −0.2
−0.1

0
0.1

0.2

�
e �rst

 varia
ble in

F3

�e second variable in F3

−0.2

−0.1

0

0.1

0.2

�
e 

th
ir

d
 v

ar
ia

b
le

 i
n
F
3

Le� hand

Right hand

Figure 7: 3D visualization of feature 63.

signi
cantly bene
ts. We can thus conclude that there is
an intimate connection between the nonlinear information
contained in the MI-EEG and wavelet coe�cients, which
re�ects the energy distribution of the signal in the time-
frequency domain.

5. Pattern Classification

For the objective assessment evaluation of the quality of the
extracted features, a backpropagation (BP) neural network
was chosen as a classi
er for the pattern recognition of
the MI-EEG signal. Although the BP neural network has
good self-learning abilities and strong adaptive capabilities,
the random selection of its initial weights and thresholds
results in its vulnerability to the local optimum problem, thus
a	ecting the generalization ability of the classi
er. �erefore,
a three-layer BP neural network optimized by genetic algo-
rithm (GA) was used as a classi
er and is denoted by GA-BP.

5.1. �e Structure of GA-BP. �e neurons number of input-
layer was decided by the feature dimension of the EEG, and
the neurons of output-layer were 1. �e neurons number of
hidden-layer was determined by experiments, and the opti-
mal value was selected as 28. �e transfer functions for the
hidden-layer and output-layer were “tansig” and “pruelin,”
respectively, and the training function was “trainlm.” Mean
Square Error (MSE) was chosen as the performance function.

5.2. �e Optimization Procedure of GA-BP. �e optimization
procedure for the weights and threshold for the input-layer
and hidden-layer in the BP neural network was as follows.

Step 1. Make a serial connection between the weight/bias
of the input-layer and hidden-layer and the hidden-layer
and output-layer of the candidate solution, called individual,
creature, or phenotype.

Step 2. Transform it into an array of bits in binary encoding
and set the array digits to 20.

Step 3. �epopulation of candidate solutions is set to 40, and
themaximumgeneration of evolution is 100.Additionally, the
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3

Figure 8: �e average classi
cation accuracy under di	erent combination of parameters � and �.
probabilities of crossover andmutation are set to 0.7 and 0.05,
respectively.

Step 4. Use training samples and testing samples for network
training and testing, respectively, and test that the error is
regarded as an individual 
tness value for each individual.
�e smaller the value is, the more outstanding the individual
is.

Step 5. Perform a heuristic search in the solution domain
of genetic representation and use the 
tness value of the
individual to evaluate the solution by techniques inspired by
natural evolution, such as inheritance, mutation, selection,
and crossover. As a result, we can obtain GA-BP neural net-
work with a better set of weight/bias facilitating classi
cation.

6. The Experimental Results

To evaluate the proposed feature extraction method, a three-
layer BP neural network and a three-layer GA-BP neural
network were, respectively, employed to classify the MI-EEG
signal, and the 10-fold cross validation method was used to
eliminate the contingency in the feature extraction process.

6.1.�e Optimal Selection of Parameters in the LLE Algorithm.
LLE is an unsupervised, noniterative method, without the
localminima problems plaguingmany comparativemethods.
However, the number of nearest neighbors � and embedded
dimension � have a great in�uence on its nonlinear structural
features and the classi
cation performance, the parameters
will be optimally determined by experiments, in which the
GA-BP is used as the classi
er. Figure 8 shows the average
classi
cation accuracy of two nonlinear features under dif-
ferent combination of parameters � and �. Figure 8(a) was
obtained with nonlinear feature 62 and Figure 8(b) with 63.

Figure 8 demonstrates that the best average classi
cation
accuracy of feature 62 is di	erent from that of feature 63 and
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the corresponding combination of parameters � and � are � =19, � = 13 and � = 13, � = 9, respectively.
6.2. �e Optimal Selection of the Wavelet Basis Function in
DWT. In the analysis of a given signal based on DWT, the
wavelet basis function is hard to choose and relies onwhether
we can acquire an accurate time-frequency feature or not
for the reason that the parts contained in the signal will be
magni
ed by the waveform as it approximates the shape of
the selected wavelet basis function and vice versa. Given that
there is nomature and reliable analytical method to guide the
selection of thewavelet basis function, this paper selects some
wavelet basis functions with a certain similarity to the MI-
EEG signal waveform, including sym6 and sym10, as listed in
Figure 9. To evaluate the 
tness of the wavelet basis function,
the BP neural network and GA-BP neural network were
used as classi
ers a�er the decomposition of MI-EEG into
subbands by DWT utilizing the corresponding wavelet basis
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Figure 10: Experimental results of the average classi
cation accu-
racy and variation range in di	erent feature combinations.

function. �e results of the average classi
cation accuracy of
the experiments are shown in Figure 9.

Obviously, we can 
nd that GA-BP outperforms BP
regardless of which wavelet basis function is used. Addi-
tionally, the results tell us that db5 is the best wavelet
basis function among those listed in Figure 9 for MI-EEG
classi
cation, and with it, we obtained the best classi
cation
results.

6.3. Feature Fusion. �e features extracted by di	erent meth-
ods can provide di	erent information contained in MI-EEG,
while there might be a problem of information redundancy
and feature matching among di	erent types of features. To
obtain a feature vector containing comprehensive essential
information, it is necessary that consideration should be
given to the nonlinear nature and the ERD and ERS phenom-
ena of MI-EEG. To 
nd the optimal combinations between
the time-frequency feature 61 and nonlinear features 62 and63, various feature combinations are conducted using theGA-
BP neural network as a classi
er in a test with 10-fold cross
validation. �e average classi
cation accuracy and variance
are shown in Figure 10, where “+” represents feature fusion
in serial order.

Figure 10 illustrates that we can obtain the best average
classi
cation accuracy (91.43%) and the smallest standard
deviation when feature 61 is concatenated with feature 63,
meaning that the two types of features show perfect comple-
mentarity and stability and the least redundant information.

6.4. �e Comparison of Multirecognition Methods. For MI-
EEG, a comparative study was performed, and it mainly
included the DWT-based feature extraction methods, which
have recently been proposed, the corresponding classi
er, the
feature dimension, and the optimal classi
cation accuracy, as
shown in Table 1.

Table 1 shows that the proposed method, called DWT-
LLE, represents a better classi
cation with fewer feature
dimensions compared with recent ones.
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Figure 11: Comparison of the average classi
cation accuracy for
multi-DWT-based feature extraction methods.

Table 1

Number of
reference

Feature
extraction

Classi
er
Feature

dimension

Top
classi
cation
rate (%)

4 DWT-AR LDA 24 92.14

6 DWT LDA 20 91.00

20 DWT-ICA BP 10 90.50

5 DWT-ICA GA-SVM 14 90.71

8
DWT-

SampleEn
SVM 5 91.43

21 DWT-PSD KNN 1 84.29

�is paper DWT-LLE GA-BP 9 93.20

Note: “-” represents the combination or optimization of methods for feature
extraction or classi
cation.

6.5. �e Comparison of Multi-DWT-Based Feature Extraction
Methods. To further verify the e	ectiveness of the proposed
method for feature extraction and to evaluate the matching
degree between the features and classi
er, some comparative
experiment studies were conducted based on the proposed
method and traditional DWT-based methods were con-
ducted on the same dataset. �e classi
cation performance
was evaluated by the BP neural network and GA-BP neural
network. �e evaluation results of the experiments are listed
in Figure 11, where “-” represents the combination ofmethods
for feature extraction and the test was 10-fold cross validation.

In the six experiments shown in Figure 11, the optimal
numbers of hidden-layer neurons were 26, 30, 25, 7, 18,
and 28. Figure 11 shows that the method proposed in
this paper had the best performance with a top average
classi
cation accuracy of 91.43% and a smaller variance of
approximately ±2% around the average classi
cation rate.
�e results demonstrate that the validity of this method
for feature extraction of MI-EEG is encouraging and the
proposed method demonstrates a high degree of matching
with the GA-BP neural network.
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7. Conclusions

Regarding MI-EEG, the proposed feature extraction method
based on LLE and DWT outperforms the existing methods
in classi
cation accuracy with fewer feature dimensions.
�e experiment results show the following. (1) �e time-
frequency features with DWT and the nonlinear features63 from approximation components with LLE algorithm
are highly complementary for classi
cation. �e combined
features contain less redundant information compared to
ones extracted by other methods, and the combined ones
are advantageous to the comprehensive representation ofMI-
EEG and have better compatibility with GA-BP classi
er.
(2) �e application of manifold learning as a nonlinear
dimension reduction method enables us to 
nd that high-
dimensional MI-EEG signals show a signi
cant clustering
distribution in the low-dimensional space, proving the exis-
tence of a nonlinear structure in MI-EEG. (3) �e nonlinear
information contained in the MI-EEG signals is mainly
located in speci
c subbands related to certain motor imagery
tasks, and the information can be represented by wavelet
coe�cients that depict the time-frequency energy distribu-
tions of the original signal. �e nonlinear characteristics
extracted by the method proposed in this paper can promote
the further analysis of MI-EEG, paving the way for expanded
applications of manifold learning to brain-computer research
and posing a novel perspective of the nature of MI-EEG.
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