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Abstract

Robot audition by its own ears (microphones) is essen-
tial for natural human-robot communication and inter-
face. Since a microphone is embedded in the head of a
robot, the head-related transfer function (HRTF) plays an
important role in sound source localization and extrac-
tion. Usually, from binaural input, the interaural phase
difference (IPD) and interaural intensity difference (IID)
are calculated, and then the direction is determined by
using IPD and IID with HRTF. The problem of HRTF-
based sound source localization is that a HRTF should be
measured for each robot in an anechoic chamber, because
it depends on the shape of robot’s head; HRTF should
be interpolated to manipulate a moving talker, because it
is available only for discrete azimuth and elevation. To
cope with these problems of HRTF, we proposed the au-
ditory epipolar geometry as a continuous function of IPD
and IID to dispense with HRTF and have developed a
real-time multiple-talker tracking system. This auditory
epipolar geometry, however, does not give a good approx-
imation to IID of all range and IPD of peripheral areas.
In this paper, the scattering theory in physics is employed
to take into consideration the diffraction of sounds around
robot’s head for better approximation of IID and IPD. The
resulting system shows that it is efficient for localization
and extraction of sound at higher frequency and from side
directions.

1 Introduction

A robot that operates in daily environment should detect
various sound events and pay attention to them to attain
robust recognition and interact with people. So, audition
is one of the most astects for both robot and human. To
realize such robot audition under the real world, at least,
the robot should have capability to localize sound sources
and extract one of them, because a general sound that a
robot hear consists of not a single sound source but mul-
tiple sounds such as voices, music, acoustic signals from

TV and radio and noises by an air-conditioner and cars
running outside.

Some robots developed so far had a capability of sound
source localization. Huang et al[5] developed a robot that
had three microphones. These 3 microphones were in-
stalled vertically on the top of the robot, composing a
triangle. Comparing the input power of microphones,
two microphones that have more power than the other
are selected and the sound source direction is calculated.
By selecting two microphones from three, they solved
the problem that two microphones cannot determine the
place of sound source in front or backward. By identi-
fying the direction of sound source from a mixture of an
original sound and its echoes, the robot turns the body to-
ward the sound source. The Cog humanoid of MIT has a
pair of omni-directional microphones embedded in sim-
plified pinnae [2, 6]. In the Cog, auditory localization is
trained by visual information. This approach does not use
HRTF, but assumes a single sound source. Humanoids
of Waseda University can localize a sound source by us-
ing two microphones [9, 16]. These humanoids localize
a sound source by calculating interaural intensity differ-
ence (IID) or interaural phase difference (IPD) obtained
by a head-related transfer function (HRTF).

Such sound source localization based on IPD and IID is
expected to be effective because it is based on the hu-
man sound localization model proposed as the Jeffress’s
cross-correlator [7, 10]. On the other hand, HRTF has
some difficulty in real-world proccessing. HRTF, which
is often used for sound source localization in binaural re-
search, is obtained by measurement of a lot of impulse
responses. Because HRTF is usually measured in an
anechoic room, sound source localization in an ordinary
echoic room needs HRTF including room acoustic, that
is, the measurement has to be repeated if the system is
installed at a different room. However, deployment to the
real world means that the acoustic features of the environ-
ment are not known in advance. It is infeasible for any
practical system to require such extensive measurement
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of the operating space. Thus, a robot audition system
without or at least less dependent on HRTF is essential
for practical systems.

We proposed auditory epipolar geometry which can ex-
tract directional information of sound sources without us-
ing HRTF [13]. The auditory epipolar geometry is an ex-
tension of epipolar geometry in vision[4] (hereafter, vi-
sual epipolar geometry) to audition. Since the auditory
epipolar geometry extracts directional information geo-
metrically, it can dispense with HRTF. We applied the
auditory epipolar geometry to a robot audition system
based on active audition which improves auditory scene
analysis by integration with audition and motion[13].
We attained real-time human tracking [11], sound source
separation[12] and simultaneous speech recognition[15]
by the robot audition system implemented on the hu-
manoid SIG 1.

However, the auditory epipolar geometry judges only
three directions – left, right or center – for IID, while
it gives continuous estimatation of IPD against a direc-
tion of a sound source. In addition, it does not take the
effect of scattered sound along the back of the head into
account. Because IPD and IID are effective in lower and
higher frequency, respectively[10], auditory processing at
higher frequency is deteriorated. When a sound source is
located at side direction, the scattered sound along the
back of the head strongly affects the sound captured by
the microphone on the opposite of the sound source. This
means that the auditory epipolar geometry is inaccurate
for sound from side direction.

In this paper, we use Scattering Theory[8] instead of the
auditory epipolar geometry. The scattering theory is con-
cerned with the effect obstacles or inhomogeneities have
on incident waves. It provides a method to estimate the
scattered field from the knowledge of the incident field
and the scattering obstacle, that is, this gives accurate es-
timation of IPD and IID without acoustic measurement
by calculating the difference between the total fields at
the left and right ears.

The paper is organized as follows: Section 2 presents how
to model humanoid head acoustically by scattering the-
ory. Section 3 compares the scattering theory with the au-
ditory epipolar geometry and HRTF. Section 4 proposes
new sound source localization and extraction as applica-
tions of the scattering theory based IPD and IID estima-
tion. Section 5 evaluates the system, and the last section
gives the conclusions.

2 Modeling of Humanoid Head by Scattering
Theory

Humanoid head is assumed to be a sphere with radius
�. The spherical polar coordinates (�,�,�) are used. The

1Our research and publications on the humanoid SIG are described
in http://winnie.kuis.kyoto-u.ac.jp/SIG/

ranges of the values are � � � � �, � � � � � and
� � � � ��. A sound source at �� � ���� �� �� is defined
by
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where 
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where �� and �
���
� are the first kind Legendre function

and the first spherical Hankel function, respectively [1].

The left and right microphones locate at �� � ��� �� � ��
and �� � �����

� � ��, respectively.

When a sound source is located at �� � ���� �� ��, The
total velocity potential at the left and right microphones
is defined by ����� 
� � ��
� �� � �� and ����� 
� �
��
���

�
� ��. Thus, the IPD 
�� and IID 
�� are cal-

culated by
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3 Estimation of IPD and IID

In this section, to make sure the accuracy of the IPD and
IID estimation method base on the scattering theory, it is
compared with HRTF and estimation based on the audi-
tory epipolar geometry.

3.1 Measurement of HRTF

To obtain HRTF of SIG, impulse responses are measured
in an anechoic room from -90Æ to 90Æ at the interval of
10Æ when the center direction of the robot is 0Æ. The
room has hardly reverberation at the frequency of more
than 125 Hz. The robot is installed a pair of microphones
in the ear positions, and a loudspeaker is used for sound
source. The distance between the humanoid and the loud-
speaker is 1 m.

Let ����
� and ����
� be the left and right channel spec-
tra of frequency 
 obtained by FFT from the captured
impulse response. Then, the IPD 
� and IID 
� are
calculated as follows:


� � ��
 �����
�� � ��
 �����
��


� � �� ��
��
�����
��

�����
��
� (4)

The IPD and IID obtained from HRTF are shown in Fig-
ures 1a) and b), respectively.
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Figure 1: HRTF Measurement in Anechoic Room
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Figure 2: Estimation by Scattering Theory
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Figure 3: IPD estimation by
auditory epipolar geometry
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Figure 4: Error of IPD

3.2 Auditory Epipolar Geometry

The auditory epipolar geometry is an extension of epipo-
lar geometry in vision (hereafter, visual epipolar geome-
try)[4] to audition. Since the auditory epipolar geometry
extracts directional information by using the geometrical
relation, it can dispense with HRTF. When the distance
between a sound source and SIG is more than 50 cm, the
influence of the distance can be ignored [12]. Then, when
the influence by a head shape is considered, the auditory
epipolar geometry is defined by


�� �
��


�
� � �� � 	�� �� (5)

where 
 , �, � and � are the frequency of sound, the veloc-
ity of sound, radius of a humanoid’s head and the sound
direction, respectively. 
� is an estimated IPD corre-
sponding to �.

It is easy to estimate IPD, but it does not have any mathe-
matical model on IID. So, from IID, only three directions
such as the left, the center and the right of the robot can
be judged. The IPD estimated by the auditory epipolar
geometry are shown in Figure 3.

3.3 Comparison of IPD and IID Estimation Methods

From Figures 1a) and b), the head of the robot has acous-
tic effects as follows:

1. the IID is increasing from 0Æ to near 60Æ, has the
maximum values at near 60Æ, and is decreasing to
90Æ,

2. the IPD is increasing from 0Æ to 90Æ, and
3. This tendency is true of every frequency.

Generally, the IID is expected to have the maximum val-
ues at 90Æ as well as the IPD because the distance differ-
ence between left and right paths from the sound source
to the ears is the maximum at 90Æ. However, the IID has
the maximum values at near 60Æ. This is caused by en-
ergy of scattering signals along the back of the head.

The IPD and IID estimated by the scattering theory, that
is, Eq.(3) are shown in Figures 2a) and b), respectively.
These figures show that the scattering theory works well
in estimation of IPD and IID. Especially, the tendency of
the estimated IID matches with that of Figure 1b) well,
while the auditory epipolar geometry judges left, center
or right.

Figure 4 shows IPD errors in the scattering theory and
the auditory epipolar geometry against HRTF. Although,
in Figure 3, the auditory epipolar geometry seems to esti-
mate IPD well in comparison with Figure 2a), the error of
the IPD estimation by the auditory epipolar geometry is
larger than that of the scattering theory. Especially, more
than 30Æ, the error of the auditory epipolar geometry is
bigger than that of the scattering theory.

The auditory epipolar geometry does not consider scat-
tering signal which travels along the back of the head.
Therefore, the estimation of IPD is getting worse as
sound direction goes away from the center direction of
the robot. However the scattering theory based method
is accurate even when the sound source goes away from
the center of the robot. In addition, because it can es-
timate IID mathematically, it is more efficient in higher
frequency.

4 Sound Source Localization and Extraction

To make sure how efficient in real world processing the
accurate IPD and IID estimation by the scattering theory
is, it is applied to sound source localization and extrac-
tion. The basic ideas of the sound source localization and
extraction have been described in [14, 12].

The sound source localization system integrates IID and
IPD of harmonic components to attain robust localization
in the real world[14]. The sound source extraction sys-
tem uses an active direction-pass filter(ADPF) which ex-
tracts sound originating from the specified direction [12].
However, both systems use the auditory epipolar geom-
etry to estimate IPD. As for IID, a simple assumption to
judge left, center or right is used. Therefore, the sound
source localization and extraction are getting worse in
higher frequencies and in the directions away from the
center of the robot.
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Figure 5: Sound localization and extraction system using scattering theory

Then, the IPD and IID estimation method based on the
auditory epipolar geometry is replaced with that based
on the scattering theory. The new sound localization and
extraction are shown in Figure 5. The following sections
describe the system in detail.

4.1 Sound Source Localization

The sound source localization system is shown in the up-
per dark area in Fig. 5. The sound source direction � is
assumed within 	��Æ by ��Æ from the median plane of
the robot. At first, the sound source localization system
extracts local peaks from a power spectrum, and they are
clustered to be a harmonic sound according to harmonic
relationships. The IPD and IID of the peaks included in
the extracted harmonic sound is used for sound source lo-
calization. For IPD, the system creates hypotheses of IPD
by the scattering theory for each �. Then the distance be-
tween each hypothesis and the input harmonic sound is
calculated at frequencies lower than 
	
. The 
	
 is set to
1500 Hz, because the IPD is not efficient in localization
for harmonics with more than 1500Hz, and the IID has
the feature that it is emphasized at high frequency by the
head because of the short wavelength. The cost function
is as follows:

������� �
�


�����

����
��	�

��
��� 
� � ���
��
��
� (6)

where �
 and �� are IPDs of a hypothesis and the cor-
responding harmonic component, respectively. 
����� is
number of harmonics lower than 
	
.

In case of IID, the distance between each hypothesis and
the input harmonic sound is calculated at frequencies
higher than 
	
 . The cost function for IID is as follows:

������� �
�


�����

�����
�����

��
��� 
� � ���
��
� 
 
� (7)

where �
 and �� are IID of a hypothesis and the corre-
sponding harmonic component, respectively. 
����� is
the number of harmonics higher than 
	
.

The distance ���� and ���� are transferred to belief fac-
tors of IPD ���� and IID ���� using the probability den-
sity function. The IID and IPD are integrated based on
the Dempster-Shafer theory[3] to get robust sound local-
ization in the real world.

����
������ � �������������� � ��� ���������������
���������� � �������� (8)

As a result of the integration, � with maximum ����
���

is regarded as a sound source direction ��.

4.2 Sound Source Extraction by ADPF

The architecture of the active direction-pass filter (ADPF)
is shown in lower dark area in Figure 5. The ADPF ex-
tracts sound sources from a spectrum of input sound, IPD
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and IID of the input sound, and sound source direction.
The detailed algorithm of the ADPF as follows:

1. The pass range Æ���� of the ADPF is selected ac-
cording to pass range function. The pass range func-
tion Æ has a minimum value in the SIG front direc-
tion, because it has maximum sensitivity. Æ has a
larger value at the peripheral because of lower sen-
sitivity. Let �� � �� � Æ���� and �
 � �� � Æ����.

2. From a stream direction, the IPD 
�
��� and IID

�
��� are estimated for each sub-band by auditory
epipolar geometry. Likewise, the IPD 
����� and
IID 
����� are obtained from HRTFs.

3. The sub-bands are collected if the IPD and IID sat-
isfy the specified condition.
� � ��� � ������� �� � ����� � ������� ��� ���

� � ��� � ������� �� � ����� � ������� ��� (9)

4. A wave consisting of collected sub-bands is con-
structed.

5 Evaluation

The sound source localization and extraction are evalu-
ated against a harmonic sound which includes 30 fre-
quency components from 100 Hz to 3000 Hz. a loud-
speaker is used for the sound source. The distance be-
tween the loudspeaker and the robot is 1 m. A room of
��� �� with 0.2 – 0.3 sec of reverberation time.

For sound source localization, the direction of the sound
source varies from 0Æ to 90Æ at intervals of 10Æ. The re-
ported localization system based on the auditory epipolar
geometry is also used to compare with the proposed local-
ization system base on the scattering theory. The reported
system uses Eq.(5) to estimate IPD for lower frequency
and judgment of left, center or right for higher frequency
according to the IID.

For sound source extraction, the directions of the sound
source are 0Æ, 30Æ, 60Æ and 90Æ. The pass range of the
ADPF varies from 	�Æ to 	��Æ at intervals of �Æ. The
HRTF based system and the auditory epipolar geometry
based system are used to check the proposed sound ex-
traction system. The HRTF based extraction system uses
Eq. (10) for conditions in sub-band selection instead of
Eq. (9).


 � 
	
 � 
������ � 
� � 
����
�� ���


 � 
	
 � 
������ � 
� � 
�� ��
� (10)

The auditory epipolar geometry based extraction system
uses Eq. (11) instead of Eq. (9).


 � 
	
 � 
������ � 
� � 
����
�� (11)

In every case, the extraction ratio 	 defined by Eq.(12) is
measured.

	 � �� ��
��

��

���

��

���������� ��� � �������� ����
���

���

��

���������� ��� � �������� �����
�

(12)

where ����� ��, ������ ��, and ������ �� are the spectra of
the original signal, the signal observed by robot micro-
phones and the signal separated by the ADPF, respec-
tively. � and 
 is the number of sub-bands and samples,
respectively. � is the attenuation ratio of amplitude be-
tween original and observed signals.

The result of localization is shown in Figure 6. The ex-
traction results of 0Æ, 30Æ, 60Æ and 90Æ are shown in Fig-
ures 7a), b), c) and d), respectively.

In Figure 6, the scattering theory based localization is
more accurate than the auditory epipolar geometry. This
means that the scattering theory based localization makes
the best use of IID in higher frequency. The localization
is getting worse as the sound direction goes away from
the center direction of the robot in both systems. This
is caused by the auditory fovea which means the resolu-
tion of localization is much higher in the center direction
than in the periphery. However, the error of localization is
smaller in the scattering theory based localization, espe-
cially in case of more than 50Æ of the input sound source
direction. This is consistent with the result that the er-
ror of IPD is bigger in side directions in Figure 4. In
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Figure 6: Localization of Harmonic Sound of 100 Hz

Figure 7a) – d), The performance of sound extraction by
using the scattering theory and the HRTF is similar. This
means that the scattering theory works well for sound ex-
traction by estimating accurate IPD and IID. The scatter-
ing theory based extraction has an advantage in a sense
that it does not require measurement in advance while the
HRTF is obtained by a lot of measurement. By the scat-
tering theory based extraction, the pass rage of the ADPF
can be narrowed because it has higher extraction ratio at
the same pass range than the auditory epipolar geometry
based extraction. The narrower pass range are useful to
reduce background noise. This is another advantage of
the proposed extraction.

The performance of the auditory epipolar geometry based
sound extraction is worse than that of the scattering the-
ory because it is not taken the case of 
 � 
	
 in Eq.(11)
into account. The scattering theory based extraction im-
proves by using IID information for sub-band selection in
higher frequency of more than 
	
. In Figures 7c) and d),
the performance of the auditory epipolar geometry based
extraction is getting much worse. This means that be-
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cause IPD estimation is not accurate in side directions,
the performance of sound extraction in every frequency is
getting worse. The scattering theory based sound extrac-
tion is more accurate as shown in Figure 4. Therefore, the
performance of sound extraction by the scattering theory
is equal to that of the HRTF.
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Figure 7: Extraction of Harmonic Sound of 100 Hz
(AEG: Auditory Epipolar Geometry)
6 Conclusion

We improved sound source localization and separation
for a robot by applying the scattering theory. In com-
parison with the auditory epipolar geometry, the scatter-
ing theory estimates IPD and IID more accurately. It
has an advantage of mathematical estimation while the
HRTF requires a lot of measurement in advance. This pa-
per shows that sound localization and extraction of single
sound source. However, in real-world processing, a mix-
ture of sounds should be coped with, and robot’s micro-
phones and sound sources should be taken into account.
We have already reported on a robot audition system with
such sound localization and separation. The proposed lo-
calization and extraction methods are extensions of the
reported ones. The proposed methods improve the ac-
curacy in comparison with the reported auditory epipolar
geometry based methods. To improve the robot audition
system by applying the scattering theory based methods
is a future work.
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