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Kurzfassung

Ein Agent, sei es ein Mensch, ein Tier oder ein künstliches autonomes System, der mit seiner
Umgebung interagiert, kann als ein dynamisches System modelliert werden, dessen Zustand
sowohl den gegenwärtigen Zustand des Agenten als auch den seiner Umgebung beinhaltet. Zum
Beispiel kann der Zustand eines Roboters, welcher sich in einem Gebäude bewegt, aus der Pose
des Roboters sowie einer Karte des Gebäudes in Form von Landmarken bestehen. Normaler-
weise kennt der Agent seinen Zustand nicht genau und muss seine Handlungsentscheidungen
basierend auf Beobachtungen treffen. Diese Beobachtungen, welche in Form von Messungen
vorliegen, liefern in der Regel kein vollständiges Bild der Umgebung oder sind verrauscht.
Zudem können die Modelle des Agenten und seiner Umwelt ungenau sein, was zu zusätzlichen
Unsicherheiten führt. Im stochastischen Formalismus werden sowohl das Messrauschen als auch
die Modellunsicherheiten als Zufallsvariablen modelliert, deren Wahrscheinlichkeitsverteilungen
entweder bekannt sind oder geschätzt werden müssen werden.

Das beschriebene Problem der Entscheidungsfindung unter Unsicherheit wird in der stochastis-
chen Regelungstheorie behandelt. Entsprechend den Prinzipien der Systemtheorie kann die
Interaktion des Agenten mit seiner Umwelt als eine Regelungsschleife modelliert werden, in der
die Entscheidungen über das Verhalten des Agenten von einem Regler getroffen werden, welcher
selbst ein Teilsystem des Agenten darstellt. Basierend auf verfügbaren Informationen, welche
aus dem Systemmodell sowie den Statistiken der Unsicherheiten bestehen, kann der Regler
eine Schätzung des Systemzustands in Form einer Wahrscheinlichkeitsverteilung vorhalten, die
mittels nichtlinearer Filtermethoden aus den empfangenen Messungen gewonnen wird. Diese
Zustandsschätzung wird anschließend dazu verwendet, Stellwerte zu berechnen, welche die
Handlungsentscheidungen darstellen. Um optimale Entscheidungen treffen zu können, die ein
Gütekriterium in Form einer Kostenfunktion1 optimieren, muss ein stochastischer Regler nicht
nur die bisher verfügbaren Informationen, sondern auch sein zukünftiges Handeln, welches auf
zukünftiger Information basieren wird, berücksichtigen. Solche optimalen Regler werden im
Englischen als Closed-Loop Regler bezeichnet. Zudem findet eine Unterteilung der Regler in Re-
gler mit einem endlichen und einem unendlichen Planungshorizont statt. Nur um einige wenige
Beispiele zu nennen, wird die optimale stochastische Regelung dank dem hohen mathematischen
Abstraktionsniveau in Robotik, bei automatisiertem Fahren und Fahrerassistenzsystemen, bei
der Steuerung von unbemannten Fahrzeugen, in chemischen Anlagen, und bei Betrachtung von
biologischen Systemen angewandt.

Die vorliegende Arbeit befasst sich mit der optimalen stochastischen Regelung von zeitdiskreten
Systemen mit wertekontinuierlichen Zuständen und Mess- und Stellwerten. Insbesondere wer-
den zwei Arten von stochastischen Systemen betrachtet: (1) nichtlineare Systeme mit stetiger

1In der Theorie der partiell beobachtbaren Markov’schen Entscheidungsprozesse (engl. POMDPs) findet anstelle

einer Kostenminimierung eine Maximierung einer Belohnungsfunktion statt.
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Dynamik und (2) Systeme mit nichtstetiger Dynamik. Wie bereits erwähnt, muss bei optimaler
stochastischer Regelung der Einfluss von aktuellen Entscheidungen auf die Qualität zukünftiger
Zustandsschätzung berücksichtigt werden, da diese ihrerseits die zukünftige Entscheidungsfind-
ung beeinflusst. Diese Verkoppelung von Entscheidungsfindung und Zustandsschätzung führt
dazu, dass das betrachtete Regelungsproblem außer in wenigen, sehr speziellen Fällen unlösbar
wird. Aus diesem Grund sind Approximationen notwendig. Ein wichtiger Ansatz für die erste
Klasse der betrachteten Systeme stellt die Trajektorienoptimierung dar, bei der die erwartete
Trajektorie des Systems so geformt wird, dass die Kostenfunktion des konkreten Regelungsprob-
lems ein Minimum annimmt. In der Regel läuft die Trajektorienoptimierung iterativ ab. In
jedem Iterationsschritt wird zunächst die Kostenfunktion entlang der Trajektorie approximiert.
Basierend auf dieser Approximation wird anschließend eine neue, bessere Trajektorie berechnet.
Im ersten Teil dieser Arbeit wird ein neuartiges Approximationsverfahren vorgestellt, welches
eine statistische Taylorreihenentwicklung zweiter Ordnung der Kostenfunktion entlang der
aktuellen Trajektorie durchführt. Dieser Ansatz kann als eine Weiterentwicklung des Stands der
Forschung angesehen werden. Zum einen nehmen verwandte Verfahren an, dass der geschätzte
Systemzustand normalverteilt sei. Diese Einschränkung muss im vorgeschlagenen Verfahren
nicht getroffen werden. Vielmehr können Zustandsschätzungen in Form von beliebigen, mittels
Partikeln repräsentierten Wahrscheinlichkeitsverteilungen vorliegen. Und zum anderen ist die
Approximation der Kostenfunktion robuster gegenüber Fehlern bei der Zustandsschätzung als
bei Methoden aus der Literatur. Die Performanz des vorgeschlagenen Verfahrens wird in einer
Simulation gezeigt.

Als Alternative zur Approximation der Kostenfunktion mittels statistischer Taylorreihenentwick-
lung zweiter Ordnung, wird im weiteren Verlauf der Arbeit ein nichtparametrisches Verfahren
vorgeschlagen, dass auf Gauß-Prozessen (GP) basiert. Die klassische Definition eines GP erlaubt
nur deterministische vektorwertige Eingänge. Allerdings muss im vorliegenden Szenario die
Kostenfunktion entlang Trajektorien approximiert werden, welche als eine Menge von allge-
meinen Wahrscheinlichkeitsdichten vorliegen. Aus diesem Grund wird die klassische Definition
eines GP erweitert und eine neuartige Formulierung vorgeschlagen, welche den GP über dem
Raum von Wahrscheinlichkeitsdichten definiert. Die Grundidee des vorgeschlagenen Ansatzes
besteht darin, die Kovarianzfunktionen, welche einen GP beschreiben, als Funktionen des
Abstands zwischen den Wahrscheinlichkeitsdichten, die als Eingänge dienen, zu definieren. Im
Rahmen der vorliegenden Arbeit, werden ausgewählte, anwendbare Abstandsmaße diskutiert
und das vorgeschlagene Verfahren mit einer Methode verglichen, die auf sogenannten mittleren
Kovarianzfunktionen basiert. Außerdem ist es wichtig anzumerken, dass der vorgeschlagene
Ansatz, Eingänge, welche in Form von Dichten gegeben sind, über ein Abstandsmaß auf
nichtnegative reelle Zahlen abzubilden sich nicht nur auf GP beschränkt, sondern auch in
anderen nichtparametrischen stochastischen Funktionsapproximationsmethoden angewandt
werden kann.

Die bisher genannten Beiträge aus dem ersten Teil der Arbeit zielen auf eine Anwendung in
übergeordneten Regelungsschleifen ab, wie sie zum Beispiel in Robotik vorliegen. Im zweiten
Teil der vorliegenden Arbeit wird die Regelung auf tieferen Systemebenen betrachtet. Ins-
besondere liegt der Fokus auf Systemen, deren Dynamik sich abrupt ändert. Solche Systeme
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werden durch eine endliche Menge von kontinuierlichen Dynamiken modelliert, zwischen denen
entsprechend dem Wert einer diskretwertigen Zustandsvariable umgeschaltet wird. Da solche
Systeme sowohl kontinuierliche als auch diskrete Zustandsvariablen besitzen, werden sie als
hybride Systeme bezeichnet. In dieser Arbeit nehmen wir an, dass das Umschalten zwischen
den kontinuierlichen Dynamiken, oder Moden des Systems, unabhängig vom Wert der kon-
tinuierlichen Zustandsvariablen ist und durch eine Markov-Kette modelliert werden kann. Die
Klasse solcher Systeme, bei denen zudem noch die kontinuierlichen Dynamiken linear sind, wird
in Literatur als Markov Jump Linear Systems (MJLS) bezeichnet. Eine Modellierung mittels
MJLS kommt bei der Betrachtung von Systemen mit Komponentenausfällen, Regelung über
Kommunikationsnetzwerke u.v.m. in Frage. Stochastische optimale Regelung von MJLS mit
bekannter Mode ist gelöst, da die Zustandsschätzung und Entscheidungsfindung entkoppelt
sind, d.h. es gilt das sogenannte Separationsprinzip. Allerdings ist die Regelung von MJLS ohne
Modenkenntnis immer noch ein aktiver Forschungszweig, da aufgrund fehlender Separation das
Regelungsproblem unlösbar ist (s. Diskussion weiter oben). Die vorliegende Arbeit trägt zu
dieser Forschung bei, indem ein linearer Regler für statische Regelung mit Ausgangsrückführung
(engl. static output feedback) und unendlichem Planungshorizont sowie jeweils ein Regler für
dynamische Regelung mit Ausgangsrückführung (eng. dynamic output feedack) mit endlichem
und unendlichen Planungshorizont hergeleitet werden, die robust gegenüber der Mode sind, d.h.
die Regler sind modenunabhängig. Die Bezeichnung statische Ausgangsrückführung bezieht
sich darauf, dass der Regler keinen internen Zustand besitzt und Messwerte direkt zur Entschei-
dungsfindung verwendet. Im Gegensatz dazu wird bei dynamischer Ausgangsrückführung ein
solcher Zustand vom Regler vorgehalten und auf Basis der gesammelten Messwerte aktualisiert.
Im ersten Fall werden die Regler daher als statisch und im zweiten als dynamisch bezeichnet.
Um die hergeleiteten Regler zu evaluieren, werden numerische Simulationen durchgeführt.

Aufgrund der Relevanz der betrachteten Probleme ist die vorliegende Arbeit sowohl von
praktischer als auch von theoretischer Sicht interessant. Darüber hinaus bildet sie eine solide
Grundlage für zukünftige Forschung.
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Abstract

An agent, be it a human, an animal, or an artificial autonomous system, that interacts with its
environment can be modeled as a dynamic system, whose state incorporates the current state
of the agent and the state of its relevant surroundings. For example, the state of a robot that
moves inside a building can consist of the robot’s pose and the map of the building provided,
e.g., in form of landmarks. Usually, this state cannot be observed and the agent has to make
its decisions based on observations. Often, these observations in form of measurements do not
provide a complete picture of the world or they are subject to noise. Moreover, the agent’s and
the world’s models may be imprecise, which introduces additional uncertainty. In stochastic
formalism, the measurement noise and model uncertainties are represented as random variables
with known probability distributions or probability distributions that have to be estimated.

The described problem of decision making under uncertainty is addressed within the framework
of stochastic control. Applying the principles of systems theory, the agent’s interaction with
the environment can be modeled as a control loop and the decisions are made by the controller,
which is a subsystem of the agent. Based on the available knowledge that consists of the
dynamic system model and the uncertainty statistics, the controller can maintain an estimate
of the system state in terms of a probability distribution obtained from received measurements
using nonlinear filtering methods. This estimate is then used to determine control actions, i.e.,
make decisions. In order to be able to make optimal decisions, i.e., decisions that optimize
a performance criterion defined in terms of a cost function2, a stochastic controller not only
has to consider the information available to it at the current time step, but also has to take
into account its future decision making based on the information that will become available
later. Such optimal controllers are referred to as stochastic closed-loop optimal controllers.
Depending on the length of the planning horizon, these controllers are divided into finite- and
infinite-horizon controllers. Due to the high level of abstraction stochastic optimal control can
be applied in robotics, assisted and autonomous driving, unmanned vehicles, process control,
finance, and biological systems, to name only a fraction of possible applications.

In this thesis, we address stochastic closed-loop optimal control of discrete-time dynamic systems
with continuous-valued states, measurements, and control actions. In particular, we consider
two classes of stochastic systems: (1) nonlinear systems with smooth dynamics and (2) systems
with abruptly changing dynamics. As mentioned above, closed-loop optimal control of stochastic
systems requires consideration of the influence of current decision making on the quality of
future state estimation, because this in turn affects future decision making. This coupling of
decision making and state estimation makes the considered control problem intractable unless in
a few very special cases. For this reason, approximate but tractable approaches are of interest.

2In the framework of partially observable Markov decision processes, we have to maximize a reward function instead

of minimizing a cost function.
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An important approach for the first class of considered systems is trajectory optimization, where
the expected trajectory of the system is designed such that the cost function associated with
the considered problem is minimized. This approach usually has to be performed iteratively.
In each iteration step, the cost function is approximated along the current trajectory and a
new better trajectory is computed using this approximation. In the first part of this thesis, we
present a novel approximation scheme that performs second-order statistical Taylor expansion

of the cost function along the current expected system trajectory. This approach extends
state-of-the-art approaches that require the agent’s state estimates to be Gaussian distributions
to arbitrary probability distributions that are represented using particles. Additionally, the cost
function approximation of the presented approach is more robust to errors in state estimation
compared to methods available in literature. The proposed algorithm is demonstrated in a
numerical example.

As an alternative to cost function approximation based on the second-order statistical Taylor
expansion, we present a non-parametric approximation method that is based on Gaussian
Processes (GPs). The classical GP formulation allows only for deterministic vector-valued
inputs. However, in the considered scenario, the cost function has to be approximated along
trajectories given in terms of a set of probability distributions. For this reason, we extend the
classical GP formulation and describe a novel framework for GPs defined over the space of

probability distributions. The main notion of our approach is to define the covariance functions
that determine the GP as functions of the distance between the probability distributions
provided as inputs. In the course of this thesis, we discuss a selection of admissible distance
measures and compare our approach with a method based on the notion of mean covariance
functions. Please note that the presented idea to map inputs that are provided in terms of
probability distributions to non-negative real numbers is not limited to GPs but can be applied
in other non-parametric Bayesian function approximation methods.

The methods presented in the first part of the thesis aim at high-level control, e.g., in robotic
applications. In the second part of the thesis, we address control on lower levels and consider
systems with abruptly changing dynamics. These systems are assumed to be modeled using
a finite set of continuous dynamics and a discrete-valued variable whose value corresponds
to the currently active continuous dynamic. Such systems are usually referred to as hybrid

systems because they comprise both continuous- and discrete-valued dynamics. Furthermore,
we assume that the switching between the different continuous-valued dynamics, or modes

of the systems, is independent of its continuous-valued state and can be modeled using a
Markov chain. In literature, this particular system class is referred to as the Markov Jump

Linear Systems (MJLSs), if additionally the dynamics of each individual mode are linear.
MJLS can be encountered, e.g., in finance, control of systems with component failures, control
over data networks, and many more. Stochastic optimal control of MJLS with known mode
was successfully solved, because state estimation and decision making are decoupled, i.e., the
separation principle holds. However, control of MJLS with unknown mode is an active research
field, because there is no such separation and the control problem becomes intractable (see
discussion above). In this thesis, we contribute to this research and derive a linear infinite-
horizon static output-feedback controller, and a finite- and an infinite-horizon linear dynamic
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output-feedback control laws that are robust to the mode, i.e., mode-independent. The term
static output feedback refers to controllers that do not maintain an internal state estimate of
the agent and its surrounding, and operate solely on the measurements. On the other hand,
dynamic output-feedback controllers maintain an internal state estimate using the received
measurements. In the latter case, the controllers are denoted dynamic and in the former they
are referred to as static. Numerical examples are used to demonstrate the derived controllers.

We think that the results presented in this thesis are relevant both from the theoretical and the
practical points of view and believe that they lay a solid foundation for future research.
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CHAPTER

1

Introduction

An agent, be it a human, an animal, or an artificial autonomous system, that interacts with
its environment pursues some sort of a goal. To achieve this goal, the agent makes decisions
based on its current internal state and the observations of its surroundings. For example, the
state of a robot that moves inside a building could consist of the robot’s pose and the map of
the building provided, e.g., in form of landmarks, while observations could be the measured
distances to the landmarks and measurements of the robot’s movement. Another example is a
batch reactor whose state comprises the volume of the processed material, its temperature at
selected positions, and the speed of the rotating agitator, whereas only the temperature at a
single position and the power consumption by the agitator and the heater are measured.

Following the principles of systems theory, the agent’s decision making process can be formalized
as a control loop (see Fig. 1.1). In this loop, the controller represents the subsystem of the
agent that makes the decisions, the process represents the remaining part of the agent and
the relevant part of the environment, the sensor models a system that generates observations
or measurements of the agent’s and the environment’s states, and the actuator translates
controller’s decisions or control inputs into physical quantities that affect the states of the agent
and the environment. Often, the actuator is omitted in block diagrams, because it is modeled
as a part of the process.

Controller

Process

ActuatorSensor

Figure 1.1: Block diagram of a general control loop.

Finally, the controller requires some sort of performance criterion that provides a mathematical
formulation of the agent’s goal. In optimal decision making, this performance criterion is
represented as a cost function to be minimized or as a reward function that must be maximized1.

1Without loss of generality, we will consider only the cost function minimization, because the two concepts are

interchangeable.
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Additionally, the controller can use the dynamic models of the agent and the environment in
order to anticipate future system behavior. In this case, the optimization is denoted model-based
or model-predictive. Furthermore, the controllers are divided into finite- and infinite-horizon
controllers according to the length of the planning horizon.

In practical applications, the measurements received by the controller do not provide the
complete state of the process or they are subject to measurement noise. Moreover, the agent’s
and the world’s models used by the controller may be imprecise, which introduces additional
uncertainty. Finally, the agent can be disturbed by external forces such as friction or wind.
In stochastic formalism, these uncertainties are modeled as random variables with known,
estimated, or assumed probability distributions. The controller’s task then consists in computing
optimal control inputs that take these uncertainties into account, because ignorance towards
them results in poor performance in the best case as demonstrated by Witsenhausen in [172] or
leads to instability in the worst case.

The described problem of optimal decision making under uncertainty is almost omnipresent
and can be found, e.g., in robotics, assisted and autonomous driving, unmanned vehicles,
process control, finance, and biological systems to name only a small fraction of possible
applications [7, 133]. This problem can be addressed within the frameworks of stochastic
optimal control and partially-observable Markov decision processes (POMDPs). As the name
indicates, stochastic optimal control emerged from the field of control systems engineering,
while POMDP theory has its origin in computer science. From the mathematical point of
view, both frameworks are equivalent and the main difference is that stochastic optimal control
usually assumes a model in terms of differential or difference equations that can be obtained
from a physical model, whereas POMDPs usually assume a given probabilistic system model
that is determined by state transition probability distribution and measurement likelihood.
Without loss of generality, we will describe and address the considered problems from the point
of view of stochastic optimal control in this thesis.

During operation, the controller continuously receives measurements. As mentioned above,
these measurements are noisy and they do not necessarily provide information about the entire
system state. Furthermore, storing all the measurements is impossible for long and infinite
operation times. However, using the available knowledge that consists of the dynamic model
of the process and the uncertainty statistics, the controller can maintain an estimate of the
process’ state in terms of a probability distribution obtained from collected measurements
using (non-)linear filtering methods [137]. This estimate constitutes sufficient statistics of
the control problem, because it provides all the information that is necessary for controller’s
decision making2 [15]. In this way, a model-based controller for stochastic systems consists of
an estimator or filter that generates the state estimates and a regulator that maps these state
estimates to control inputs (see Fig. 1.2).

In order to be truly optimal, a controller not only has to make its decisions based on the
information available up to the current time step. But it also has to take into account the
influence of its decisions on the future decision making that will be based on the information that

2Please note that this is a rather theoretical concept because estimating and maintaining general non-parametrized

probability distributions is intractable.
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Controller

Estimator Regulator
Measurements Control inputs

Figure 1.2: Structure of a stochastic optimal controller.

will become available later [11]. This coupling between decision making and information gain is
referred to as the dual effect and controllers that take it into account are denoted closed-loop.
The presence of the dual effect is exploited in adaptive control in order to improve the quality
of the state or parameter estimate. This exploitation is referred to as active learning [156, 155].
However, the dual effect makes the calculation of closed-loop optimal stochastic controllers
intractable except in a few important but very special cases. For this reason, approximate
closed-loop approaches that achieve at least a local minimum are of interest [16].

1.1 Considered Problems and Contribution

In this thesis, we address stochastic closed-loop optimal control of discrete-time dynamic systems
with continuous-valued states, measurements, and control inputs. In particular, we consider
two classes of stochastic systems: (1) nonlinear systems with smooth dynamics and (2) systems
with abruptly switching dynamics that are linear between the switches.

1.1.1 Control of Nonlinear Systems with Smooth Dynamics

As mentioned above, the coupling of control and estimation makes stochastic control problems
intractable except in a few very special cases. This issue demands approximate but tractable
approaches. An important approximate approach to finite-horizon stochastic optimal control is
the trajectory optimization, where the expected trajectory of the system is designed such that
the cost function associated with the considered problem is minimized. This approach usually
has to be performed iteratively. In each iteration step, the cost function is approximated along
the current trajectory and a new, better trajectory is computed using this approximation.

In this thesis, we present two novel cost function approximation schemes that can be used for
trajectory optimization. The first scheme performs second-order statistical Taylor expansion
of the cost function along the current expected system trajectory. This approach extends
state-of-the-art approaches that require the agent’s state estimates to be Gaussian distributions
to arbitrary probability distributions that are represented using particles. Additionally, the
cost function approximation of the presented approach is more robust to errors in state
estimation compared to methods available in literature. It turns out that the proposed second-
order statistical Taylor approximation of the cost function induces a linear controller, whose
derivation is presented and whose performance is demonstrated in a numerical example.

3



Chapter 1. Introduction

Even in the vicinity of a reference trajectory, a quadratic approximation and the induced
linear controller may not always be sufficiently good. For this reason, we propose a second
approximation scheme for the costs along a reference trajectory that uses a non-parametric
approximation method based on Gaussian Processes (GPs). The classical GP formulation
allows only for deterministic vector-valued inputs. However, in the considered scenario, the
cost function has to be approximated along trajectories given in terms of a set of probability
distributions. For this reason, we extend the classical GP formulation and describe a novel
framework for GPs defined over the space of probability distributions. The main notion of
our approach is to define the covariance functions that determine the GP as functions of the
distances between the probability distributions provided as inputs. In the course of this thesis,
we discuss a selection of admissible distance measures and compare the presented approximation
method with a state-of-the-art approach in a numerical example. The presented ideas are not
limited to GPs but can be extended to other non-parametric Bayesian function approximation
methods.

1.1.2 Control of Systems with Abruptly Changing Dynamics

In the second part of the thesis, we consider systems with abruptly changing dynamics. These
systems are assumed to be modeled using a finite set of continuous dynamics and a discrete-valued
variable whose value corresponds to the currently active continuous dynamic. Such systems are
usually referred to as hybrid systems, because they comprise both continuous- and discrete-valued
dynamics. Furthermore, we assume that the switching between the different continuous-valued
dynamics, or modes of the systems, is independent of its continuous-valued state and can be
modeled using a Markov chain. In literature, systems that belong to this particular system
class are referred to as the Markov Jump Linear Systems (MJLSs) if additionally the dynamics
of each individual mode are linear.

Research on control of MJLS with observed mode is well-advanced. However, if the mode is
not observed, there is dual effect, which requires approximations. In this thesis, we consider
derivation of linear controllers that are robust to the mode, i.e., the controller parameters are
independent of the mode. Under this assumption, we first address infinite-horizon control of
MJLS where a noise-free mapping of the continuous-valued state is fed back to the controller
that are then directly used to compute control inputs without a prior state estimation. We
show that the resulting control problem is non-convex, but it can be convexified by introducing
additional constraints. Unfortunately, these constraints depend on the particular state space
representation and can be very conservative. Thus, we propose an iterative algorithm for
computation of the controller parameters that yields better control performance. The presented
approach is compared with state-of-the-art methods in a numerical example.

Next, we consider finite- and infinite-horizon control of MJLS without mode observation, where
noisy measurements of the continuous-valued state are fed back to the controller. In order to
derive iterative algorithms that compute the controller parameters (time-invariant for finite
horizon and time-variant for the infinite horizon), we bound the considered problems from
above. In the finite-horizon case, we additionally are able to show that the proposed algorithm
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converges to a (local) minimum. We compare the proposed methods with the optimal controller
that requires mode feedback.

1.2 Outline

This thesis is divided into two main parts according to the classification of the considered
systems described above. The first part addresses optimal stochastic closed-loop control of
nonlinear discrete-time systems with smooth dynamics. It begins with a motivation in Sec. 2.1
and states the mathematical problem formulation in Sec. 2.2. Then, in Sec. 2.3, we briefly
describe the general solution approach and review related work in Sec. 2.4. The derivation
of a linear controller based on statistical second-order Taylor expansion of the costs along a
reference trajectory is presented and demonstrated by means of simulations in Sec. 2.5. The first
part of the thesis finishes with Sec. 2.6, where we present a framework for Gaussian processes
over inputs that are provided in terms of arbitrary probability distributions. The proposed
framework can be used to approximate the so-called value function that encodes the optimal
costs and/or the policy in stochastic control problems.

The second part of the thesis is devoted to linear mode-independent control of MJLS without
mode observation. We begin with a motivation for MJLS in Sec. 3.1 and provide a brief intro-
duction to this class of dynamic systems in Sec. 3.2. The important topic of stochastic stability
of MJLS is presented in Sec. 3.3. A review of related work and a discussion on intractability of
optimal control of MJLS with non-observed mode in Sec. 3.4 conclude the introductory part
of the chapter on stochastic optimal control of MJLS without mode observation. In Sec. 3.5,
we then address static output-feedback control, where we first provide sufficient feasibility
conditions for control of MJLS with and without mode observation via static output feedback.
Because these conditions are not invariant to the choice of the particular state space represen-
tation, we propose an iterative algorithm for computation of the control law parameters and
evaluate it by means of simulations in a comparison with a state-of-the-art approach. Next, we
address infinite-horizon dynamic output-feedback control of MJLS without mode observation
in Sec. 3.6 and its finite-horizon counterpart in Sec. 3.7. The performance of the controllers
computed using the proposed algorithms is demonstrated in a numerical example.

Finally, in the last chapter, we summarize the contribution of the presented work in Sec. 4.1
and conclude the thesis with an outlook on possible future research direction in Sec. 4.2.
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In this chapter, we consider finite-horizon stochastic optimal control of nonlinear systems
with smooth dynamics via trajectory optimization. The presented approach relies on local
approximation of the cumulative costs along a reference trajectory. This trajectory is iteratively
optimized in order to achieve a local minimum of the costs. Two approximation methods are
discussed: (1) a method that performs a sample-based local Taylor expansion of the cumulative
costs and (2) a Gaussian process regression approach. We begin with a motivating example
in the next section and provide a formal problem definition in Sec. 2.2. The general solution
approach is discussed in Sec. 2.4, where we also review the related work. Then, the two proposed
approaches are presented in Secs. 2.5 and 2.6. The material presented in this section is original
and has not been published elsewhere.
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Chapter 2. Control of Nonlinear Systems with Smooth Dynamics

2.1 Motivation

As discussed in the introduction, nonlinear stochastic optimal control problems are subject to
the dual effect that makes the calculation of optimal control inputs intractable except in a few
special cases. The simplest approaches to address this issue are: (i) to neglect the uncertainty
and solve the resulting deterministic control problem and (ii) to linearize the system at the
operation point and use well-understood methods from linear control. However, ignorance
towards stochastic system disturbances results in worse performance and can even destabilize
the control loop. On the other hand, linearization of an inherently nonlinear system is reasonable
only as long as the system state stays close to the linearization point, i.e., only for small-scale
behavior where the control signals and disturbances are sufficiently small.

The two approaches, neglecting the uncertainty and linearization around a single operation
point, are not suitable in control problems, where closed-loop control with transient system
behavior is required, such as in high-level control of robots and unmanned vehicles. The
robotic scenario depicted in Fig. 2.1 demonstrates the difference between a closed-loop optimal
controller and an ignorant controller. In the depicted scenario, the robot has the task to reach
a target. For localization, it uses distance measurements to a house that serves as a landmark.
The noise that affects the measurements is state-dependent. In particular, it is small near the
house and large far from it (indicated by a shadow in Fig. 2.1). Consequently, the robot’s
localization is more precise near the landmark and less precise far from it. We assume that
the robot’s position is represented as a Gaussian distribution and use ellipses to depict it. The
mean of a Gaussian corresponds to the center of the ellipse and the covariance to ellipse’s size.
In this scenario, linearization is not an option, because the robot dynamics are highly nonlinear
in its orientation and the path of the robot may include many different turns. Furthermore,
for large covariances, a linearization around the mean of the Gaussian may result in a bad
approximation quality as we will discuss in Sec. 2.5.

Figure 2.1: A robotic path planning example with state-dependent measurement noise.
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In the considered scenario, an ignorant controller that does not take the localization quality
into account would most probably plan the green path as shown in Fig. 2.1. By doing so, its
localization would be poor, which is indicated by green ellipses. Although the mean position of
the robot remains on the path, there is a large probability that it deviates from it. This issue
can become critical at the end of the path, because the probability is small that the robot will
actually be within the target area. On the other hand, a closed-loop optimal controller would
plan a path that is similar to the blue path in Fig. 2.1. By doing so, it can obtain a much
better quality of localization, which is indicated by blue ellipses that are much smaller than the
green ellipses, which represent the localization quality of the ignorant controller. In this way,
we can expect that the robot more likely will be within the target area at the end of the path.
Other scenarios with a closed-loop optimal controller being the right choice include problems
with multi-modal probability distributions of the state, where it is desirable to eliminate one of
the modes through the choice of appropriate control inputs, or problems, where observability of
some of the state components, i.e., the possibility to infer the probability distribution of these
components from measurements, depends on the state.

2.2 Problem Formulation

According to the structure of the control loop depicted in Fig. 1.1, the individual components
of the loop are assumed to be as follows. We consider processes modeled by general nonlinear
discrete-time stochastic systems with smooth dynamics

xk+1 = ak(xk, uk, wk) , (2.1)

where the time-variant nonlinear function ak maps the current state of the system xk ∈ R
nx ,

the control input uk ∈ R
nu , and a realization of the independent process noise wk ∈ R

nw to
the next system state xk+1. The process noise is assumed to be modeled as a time-variant
stochastic process with probability distribution pw

k (wk). The measurements received by the
controller are obtained by the sensor according to

y
k

= hk(xk, vk) , (2.2)

where the state xk and the realization of the measurement noise vk ∈ R
nv are mapped to

the measurement y
k

∈ R
ny via a time-variant measurement function hk. The probability

distribution pv
k(vk) of the independent measurement noise is known. In this chapter, we demand

that we can draw samples from the probability distributions pw
k (wk) and pv

k(vk). However, most
related state-of-the-art approaches are forced to make stricter assumptions.

For the system (2.1)–(2.2), we seek a closed-loop controller that minimizes the finite-horizon
cost function

J = E

{
CK(xK) +

K−1∑

k=0

Ck(xk, uk)

}
, (2.3)

where K ∈ N denotes the length of the planning horizon and CK(·) and Ck(·, ·) are functions
that compute the costs at the time steps K and k for k = 0, 1, . . . , K − 1, respectively.
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Chapter 2. Control of Nonlinear Systems with Smooth Dynamics

As mentioned in the introduction, in order to be truly optimal, the controller needs to consider
the influence of the current decision making on future decision making that is based on the
information that will become available later. For this reason, rather than being interested in
particular control inputs uk, we seek control laws or policies πk(Ik) that map the information sets
Ik available to the controller at time steps k to particular control inputs uk, i.e., uk = πk(Ik).
The information available to the controller at time step k consists of the process model (2.1),
the measurement model (2.2), the cost function (2.3), the noise statistics in form of pw

k (wk)

and pv
k(vk), the probability distribution px

0(x0) that describes the initial system state x0, the
measurements y

1:k
, and the control inputs u0:k−1. For brevity, we will not explicitly mention

the models and the noise statistics in the information sets Ik. Thus, we can define

I0 = {px
0(x0)} and Ik = {y

k
, uk−1, Ik−1} . (2.4)

Please note that alternatively, the considered control problem can be addressed in the receding-
horizon framework, where the control law is periodically recomputed, e.g., at each time step.
In this way, the control approach proposed in this chapter can be extended to infinite operation
time at cost of additional computational burden.

To conclude this section, we want to emphasize that the described problem is referred to as
the partial-information stochastic control problem [15] because the state xk is not available to
the controller. However, by exploiting the Markov property1, it can be cast into the so-called
full-information problem by reformulating it in terms of the estimate px

k(xk) of the system state
xk that condenses the information set Ik. Then, the policy can also be written in terms of the
state estimate px

k(xk) according to uk = πk(px
k(xk)). Because the probability distribution of

the state provides all the information that is required for decision making, it is referred to as
sufficient statistic of the control problem. Additionally, this reformulation is more convenient
than maintaining the information set Ik that grows with time. However, the described concept of
reformulation of partial-information problems into full-information problems is only theoretical,
because estimating and storing general non-parametrized state estimates px

k(xk) is intractable.

Please note that we do not consider the problem of state estimation in this chapter. We assume
that an admissible filter has been selected beforehand that maintains the state estimate in form
of a Dirac mixture

px
k(xk) =

M∑

i=1

αi
kδ(xk − xi

k) , (2.5)

which is a discrete distribution with M ∈ N particles at xi ∈ R
nx and weights αi

k ∈ R+ for
i = 1, . . . , M ,

∑M
i=1 αi

k = 1 over a continuous domain. Such filters are referred to as particle
filters [6]. Furthermore, it is possible to employ filters that do not explicitly maintain the state
estimate in form of a Dirac mixture, but where Dirac mixtures are generated as a byproduct
during state estimation. These filters are, e.g., the Unscented Kalman Filter (UKF) [101],
the Randomized UKF (RUKF) [56], the Cubature Kalman Filter (CKF) [5], and the Smart

1The Markov property holds when the current system state depends only on the previous state and not the states

before that.
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Sampling Kalman Filter (S2KF) [145]. Please keep in mind that although the non-parametric
representation of an arbitrary state distribution using samples is optimal if the number of
samples is infinite, its practical implementations with finite numbers of samples constitute
an approximation. Also, the choice of a particular state estimator such as the UKF over the
particle filter can limit the class of representable probability distributions, which affects the
overall performance of the controlled system.

2.3 General Approach

The problem of minimizing (2.3) under the information structure (2.4) and subject to the
model (2.1)–(2.2) can be addressed within the framework of Dynamic Programming (DP) [15].
The main notion of DP is to exploit the Bellman’s Principle of Optimality [12] by reformulating
the minimization of (2.3) as the recursion

VK(IK) = E {CK(xK)| IK} ,

Vk(Ik) = inf
uk

E {Ck(xk, uk) + Vk+1(Ik+1)| Ik} ,
(2.6)

where Vk(Ik) is referred to as the optimal costs-to-go or the value function2 at time step
k = 0, . . . , K. Recursion (2.6) is also called value iteration. The optimal policy at time step k

can be recovered according to

πk(Ik) = arg inf
uk

E {Ck(xk, uk) + Vk+1(Ik+1)| Ik} .

Following the discussion in Sec. 2.2, recursion (2.6) can be written in terms of the state
estimates px

k(xk) that are constructed from the information sets Ik using stochastic filtering
techniques [137]. Consequently, after resolving the expectation operators, we obtain

VK(px
K(xK)) =

∫

Rnx

CK(xK)px
K(xK) dxK ,

Vk(px
k(xk)) = inf

uk

∫

Rnx


Ck(xk, uk)+

∫

R
ny

p(y
k+1

|xk, uk)Vk+1(p̃x
k+1(xk+1|y

k+1
, uk)) dy

k+1


px

k(xk) dxk ,

(2.7)

where p(y
k+1

|xk, uk) is the probability distribution of observing the measurement y
k+1

given a
particular state xk and a control input uk, i.e.,

p(y
k+1

|xk, uk) =

∫

Rnx

p(y
k+1

|xk+1)p(xk+1|xk, uk) dxk+1 .

2Please note that in the theory of partially-observable Markov decision processes, we maximize the expected reward

rather than minimizing the costs. Therefore, the value function is maximized and the term costs-to-go is more appropriate

in our context. Nevertheless, we will denote Vk(Ik) as value function.
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The probability distribution p̄x
k+1(xk+1|y

k+1
) can be computed using the Bayes’ law according

to

p̃x
k+1(xk+1|y

k+1
, uk) =

p(y
k+1

|xk+1)
∫

Rnx

p(xk+1|xk, uk)px
k(xk) dxk

∫
Rnx

p(y
k+1

|xk, uk)px
k(xk) dxk

for a given measurement y
k+1

, i.e., for each measurement y
k+1

of the outer integral in (2.7).

Recursion (2.6) can be solved optimally only in a few very special scenarios, e.g., if the
spaces of states, control inputs, and measurements are finite and sufficiently small [141, 142].
Another important example of a tractable DP recursion is the Linear Quadratic Gaussian (LQG)
control [3], where the model (2.1)–(2.2) is linear with deterministic or white parameters3 [44, 15],
i.e.,

xk+1 = Akxk + Bkuk + Hkwk ,

y
k

= Ckxk + Jkvk ,

the noises wk and vk are Gaussian and independent and identically distributed, and the cost
function is quadratic

J = E

{
x⊤

KQKxK +
K−1∑

k=0

x⊤
k Qkxk + u⊤

k Rkuk

}

with deterministic or white positive semi-definite matrices Qk and positive definite matrices
Rk. The tractability of the recursion is maintained because in the LQG control, the separation
between control and estimation holds. Then, the optimal control law consists of a Kalman
filter [102] that computes the state estimate and a linear regulator that maps the mean of the
state estimate to control inputs.

However, if the control problem does not belong to any of the two cases mentioned above,
recursion (2.6) is not tractable especially due to the following issues. First, an arbitrary, non-
parameterized state distribution px

k(xk) cannot be maintained. Second, in order to maintain the
value function Vk(px

k(xk)), we need to store its value for every possible probability distribution
px

k(xk), which is not possible for non-parameterizable functions Vk(px
k(xk)). And finally, an

efficient computation of the infimum of Vk(px
k(xk)) with respect to uk may not be possible, for

example, because Vk(px
k(xk)) is not convex in uk but even more severe, because at each step of

the algorithm that performs the optimization, we need to solve an inner integral with respect
to y

k+1
.

2.4 Related Work

In its general formulation, recursion (2.6) is intractable. And thus, approximate but tractable
approaches are of interest. These approaches can be distinguished into approaches that perform

3The parameters are independent of the states, the measurements, and the control inputs and do not form a Markov

chain, i.e., they are independent and identically distributed.
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an explicit and approaches that perform an implicit approximation of the value function [16].
The approaches in the latter class usually simplify the considered problem or make assumptions
regarding the control law. On the other hand, the approaches that belong to the former
class either bound the value function or employ function approximation methods in order to
approximate the value function (so-called fitted approximation). However, often an unambiguous
classification is not possible, e.g., if the approximation methods from both classes are combined
in some way. Thus, our review of related work is organized into approaches that maintain a
global approximation of the value function and approaches that rely on its local approximation.

Most approaches to DP that aim at maintaining a global value function approximation belong to
the class of point-based value iteration methods [130], where the costs-to-go are maintained for
a set of possible state estimates. The costs-to-go at other state estimates are then approximated
using function approximation methods. A popular approach to the stochastic optimal control
problem where the value function is maintained globally was published in [149]. In this work,
the authors use a randomly sampled Dirac mixture as the representation of the state estimate
and approximate the value function using a nearest-neighbor method that uses the Kullback–
Leibler (KL) divergence [136] in order to evaluate the “distance” between state estimates. Please
note that the KL divergence does not satisfy the axioms for distance measures. Furthermore, it
is not defined for Dirac mixtures. Therefore, the authors of [149] use a form of Parzen–window
smoothing [128] to be able to apply the KL divergence. In order to handle continuous control
inputs, the authors of [149] use a Q-learning approach [147], where they estimate a function
of the costs-to-go for state estimates and control inputs instead of maintaining only the value
function as in the classical value iteration. An important theoretical contribution to the theory
of global DP approaches with a continuous state space was presented in [132], where the
authors generalize the results from [141] and [142] for problems with a discrete state space.
In particular, the authors of [132] demonstrate that the notion of α-vectors that encode the
value function and the optimal policy in stochastic control problems with a discrete-valued
state space can be extended to so-called α-functions. Moreover they show that if the spaces of
the control inputs and measurements, and the planning horizon are finite, the optimal value
function is Piece-Wise Linear Continuous (PWLC) in the state estimates. If these assumptions
do not hold, the value function can be approximated arbitrarily close with PWLC functions
of state estimates. Using these results, the authors propose a control approach, where the
state estimates and the α-functions are represented with Gaussian mixtures, and an approach,
where the state estimates are maintained in form of Dirac mixtures and α-functions in form of
Gaussian mixtures. Representing both the state estimates and α-functions using Dirac mixtures
is not possible. The results from [132] are combined with a state-aggregation heuristic in [24]
to reduce the number of state estimates that have to be stored for approximation of the value
function, and with a control law representation that uses a finite-state controller [84] in [9].
While the approaches so far maintain the state estimates in form of Dirac or Gaussian mixtures,
the authors of [25] propose to restrict the state estimates to be Gaussian. By doing so, their
approach becomes computationally far less expensive than the approaches from [149, 132, 24, 9].
However, due to this strict assumption, the method from [25] is only applicable for selected
problem classes.
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Chapter 2. Control of Nonlinear Systems with Smooth Dynamics

The approaches to stochastic control reviewed above have in common that they maintain a
point-based global estimate of the value function for the considered state space. On the other
hand, local approaches perform DP in a tube around a reference trajectory. To this end, they
proceed as follows. First, a reference trajectory is generated using an initial control law. Then,
the value iteration runs from the end of the planning horizon to its beginning and at each
iteration step, the value function is locally approximated at the current state estimate. This
approximation is used to improve the control law, which in the next DP run yields a better
reference trajectory. This process is repeated until convergence of the costs (2.3). By doing so,
the issue with maintaining an approximation of the value function as in global DP is traded for
additional computational requirements. In the last decade, local DP approaches also referred to
as trajectory optimization methods have gained in popularity. Especially, approaches that are
based on extension of the LQG control to control of nonlinear systems have received an increased
research interest. These approaches use second-order Taylor expansion of the value function
and linearize the system dynamics. For the policy, they assume an affine control law. For this
reason, they can be seen as a special case of Differential Dynamic Programming (DDP) [118].
A version of extended LQG for stochastic optimal control problems where the state is available
to the controller was first presented in [150]. The approach from [150] is extended to problems
with noisy measurements in [110]. In this work, the state estimate, and the measurement and
the process noises are assumed to be Gaussian. As a state estimator the authors of [110] use
an Extended Kalman Filter (EKF) [10] and assume a control law that is affine in the mean of
the state estimate. Their approach to approximation of the value function consists in using a
second-order Taylor expansion around the mean of the state estimate. We will refer to this
approximation scheme as EKF-based. To compute the estimator gains and the gains of the
control law, the algorithm from [110] performs an interleaved optimization with respect to these
parameters. For the same setup, i.e., Gaussian state estimate, and process and measurement
noises, and the usage of an EKF for state estimation, the authors of [158, 159] present a
trajectory optimization method, where they perform Taylor expansion around the Gaussian
state estimate (mean and square root of the covariance stacked in a vector) instead of only
around the mean. To this end, they formulate the closed-loop system dynamics in terms of the
Gaussian state estimate. Furthermore, they propose to use rapidly-exploring belief trees [26]
for generation of the initial reference trajectory in order to address problems with obstacles. In
contrast to the approaches from [110] and [158, 159], the methods proposed in [58] and [131]
consider Maximum Likelihood measurements, i.e., the predicted measurements correspond to
the mean of the Gaussian measurement distribution. By doing so, the dynamics of the state
estimate are rendered deterministic.

2.5 Local Value Function Approximation

In this section, we present a method for approximation of the value function Vk(px
k(xk)) along

a reference system trajectory using a statistical second-order Taylor expansion and derive
a control law that employs this approximation scheme. Our approach can be seen as an
extension of the EKF-based approximation from [110] and [159], where the costs-to-go are
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(a) Approximation using the EKF-based approach

(yellow) at the mean x = 4 (black dotted line)

produces an absolute error of 1.3173.
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(b) Approximation using a statistical approach with

three sigma points (yellow) at x = {4, 2.5, 5.5} (black

dotted lines) produces an absolute error of 0.6289.

Figure 2.2: Linearization error of the function a(x) = sin(x) + x (red) at the true input
x = 5.7 for the Gaussian distribution N (4, 1.5) (blue).

approximated only at the mean of the state estimate that is assumed to be Gaussian, to
statistical sample-based expansion at the positions of the particles of the Dirac mixtures
that are used to represent the state estimates px

k(xk). Statistical approximation methods are
widely applied in nonlinear Kalman filtering [109], because they tend to be more robust than
EKF-based approximations. The latter observation is demonstrated in Fig. 2.2, where the
function a(x) = sin(x) + x is linearized for the Gaussian probability distribution N (4, 1.5). The
EKF-based linear approximation at the mean x = 4 produces an absolute error of 1.3173, while
the sample-based linearization at the three samples x = {4, 2.5, 5.5} yields an absolute error
of 0.6289. Due to the advantage of sample-based approximation methods, we believe that the
presented control approach constitutes an important contribution to the theory of stochastic
optimal control.

2.5.1 Preliminaries

Before we present the derivation of the proposed control approach in the next section, we need
to introduce some preliminaries. First, we show how to compute the empirical covariance of a
Dirac mixture in Lemma 2.1 and second, we define a notion of statistical Taylor expansion in
Definition 2.2.

Lemma 2.1. For jointly Gaussian state and measurement, the empirical covariance of the prob-

ability distribution px
k+1(xk+1) can be computed from the state estimate px

k(xk) =
∑M

i=1 αi
kδ(xk −

xi
k) using the model (2.1)–(2.2), the control input uk, and sampled process and measurement

noises pw
k (wk) =

∑R
m=1 βm

k δ(wk − wm
k ) and pv

k+1(vk+1) =
∑S

n=1 γn
k+1δ(vk+1 − vn

k+1) according to

C
xx|y
k+1 = Cxx

k+1 − C
xy
k+1(Cyy

k+1)−1(Cxy
k+1)⊤ ,
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Chapter 2. Control of Nonlinear Systems with Smooth Dynamics

where

Cxx
k+1 =

M∑

i=1

R∑

m=1

αi
kβm

k (x
[im]
k − x̂k+1)(x

[im]
k − x̂k+1)⊤ ,

C
xy
k+1 =

M∑

i=1

R∑

m=1

S∑

n=1

αi
kβm

k γn
k+1(x

[im]
k − x̂k+1)(y[imn]

k+1
− ŷ

k+1
)⊤ ,

C
yy
k+1 =

M∑

i=1

R∑

m=1

S∑

n=1

αi
kβm

k γn
k+1(y[imn]

k+1
− ŷ

k+1
)(y[imn]

k+1
− ŷ

k+1
)⊤ ,

with

x
[im]
k = ak(xi

k, uk, wm
k ) , x̂k+1 =

M∑

i=1

R∑

m=1

αi
kβm

k x
[im]
k+1 ,

y[imn]
k+1

= hk+1(x
[im]
k+1, vn

k+1) , ŷ
k+1

=
M∑

i=1

R∑

m=1

S∑

n=1

αi
kβm

k γn
k+1y[imn]

k+1
.

The above result can be found, e.g., in [168]. It is generally more convenient and less compu-
tationally demanding to use samples from the joint probability distribution of xk, wk, and
vk. Please observe that the covariance Ck+1 is independent of y

k+1
. Therefore, it remains the

same before and after the measurement y
k+1

is fused into px
k+1(xk+1). This observation will be

useful during the derivation of the proposed control law in the next section.

Next, we present our notion of statistical Taylor expansion for functions whose arguments
are probability distributions that are given in terms of particles. Please note that statistical
or Monte-Carlo evaluation of integrals, in particular of expected values, is a well-established
technique. However, the notion of statistical Taylor expansion at a probability distribution
given in terms of particles is a novel concept.

Definition 2.2. Let a function a that maps a probability distribution px(x) on R
nx to a scalar

value be of the form a(px(x)) = E {g(x)}, where g : Rnx → R. Then, the second-order Taylor

expansion of a(·) at a Dirac mixture p̄x(x) =
∑M

i=1 αiδ(x − xi), M ∈ N, xi ∈ R
nx, αi ∈ (0, 1],

i = 1, . . . , M ,
∑M

i=1 αi = 1 is given by

a(px(x)) ≈ E

{
M∑

i=1

αi

[
g(xi) + ∇g(xi)⊤(x − xi) +

1

2
(x − xi)⊤∇2g(xi)(x − xi)

]}
, (2.8)

if the distributions px(x) and p̄x(x) are independent and close4.

4The closeness of the probability distributions px(x) and p̄x(x) can be evaluated either using a distance measure for

probability distributions [178] or in terms of the difference a(px(x)) − a(p̄x(x)).
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2.5 Local Value Function Approximation

The result of (2.8) can be obtained by following the lines of the computation of the expected
value of a function of random variable using Taylor expansion. It holds

a(px(x)) = E {g(x)}
= E {g(x̃ + (x − x̃))}

= E

{
g(x̃) + ∇g(x̃)⊤(x − x̃) +

1

2
(x − x̃)⊤∇2g(x̃)(x − x̃) + R(x, x̃)

}

=

∫ ∫ [
g(x̃) + ∇g(x̃)⊤(x − x̃) +

1

2
(x − x̃)⊤∇2g(x̃)(x − x̃) + R(x, x̃)

]
p(x, x̃) dx̃ dx ,

where R is the residuum and p(x, x̃) is the joint distribution of x and x̃. Finally, ignoring the
higher-order terms, assuming that x and x̃ are independent, and using that p(x̃) is the Dirac
mixture p̄x(x), we obtain

a(px(x)) ≈
∫ ∫ [

g(x̃) + ∇g(x̃)⊤(x − x̃) +
1

2
(x − x̃)⊤∇2g(x̃)(x − x̃)

]
px(x)p̄x(x̃) dx̃ dx

=

∫ M∑

i=1

αi

[
g(xi) + ∇g(xi)⊤(x − xi) +

1

2
(x − xi)⊤∇2g(xi)(x − xi)

]
px(x) dx

= E

{
M∑

i=1

αi

[
g(xi) + ∇g(xi)⊤(x − xi) +

1

2
(x − xi)⊤∇2g(xi)(x − xi)

]}
.

With Lemma 2.1 and Definition 2.2, we are able to derive the proposed control approach.

2.5.2 Control Algorithm

In this section, we will derive an algorithm that can be applied in problems described in
Sec. 2.2 to compute a policy. We will proceed as follows. First, we discuss how to generate
reference trajectories, along which we will apply DP. Then, we present a scheme for value
function approximation that relies on statistical Taylor expansion along a reference trajectory
in Theorems 2.4 and 2.5. Finally, we formulate an algorithm that computes a control law for
the problem from Sec. 2.2 that is affine in the mean of the state estimate.

The local DP approach presented later in this section performs statistical Taylor expansion
along a reference trajectory that consists of a sequence of reference state estimates p̄x

0:K(x0:K)

maintained in form of Dirac mixtures and a sequence of control inputs ū0:K−1. In order to be
able to generate the trajectory {p̄x

0:K(x0:K), ū0:K−1}, we require an initial policy πk(px
k(xk)) for

k = 0, . . . , K −1. Then, the reference trajectory can be computed as presented in Algorithm 2.1.

In Algorithm 2.1, we used samples from p̄x
k(xk), pw

k (wk), and pv
k(vk) for simulation. However,

it is also possible to use the nominal trajectory of the current control policy. To this end, we
simply use the means E {xk}, E {wk}, and E {vk} in Algorithm 2.1.

The next two theorems give us a statistical second-order Taylor expansion of the value function
along a reference trajectory. This approximation scheme induces a closed-loop control law that
is affine in the mean of xk. For the results in Theorems 2.4 and 2.5 to be well-defined, we need
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Chapter 2. Control of Nonlinear Systems with Smooth Dynamics

Algorithm 2.1 Computation of a reference trajectory.

• Step 1: Initialize p̄x
0(x0) = px

0(x0) and set k = 0.
• Step 2: Compute the reference control input ūk = πk(p̄x

k(xk)).
• Step 3: Compute a simulated system state xk+1 using (2.1) with a sample from the reference

state estimate p̄x
k(xk), the control input ūk, and a sample from the probability distribution

pw
k (wk) of the process noise.

• Step 4: Use xk+1 and a sample from the probability distribution pv
k+1(vk+1) of the mea-

surement noise in order to compute a simulated measurement y
k+1

.
• Step 5: Compute the reference state estimate p̄x

k+1(xk+1) based on p̄x
k(xk), ūk, and y

k+1
.

• Step 6: Stop the algorithm if k = K. Otherwise, set k = k + 1 and return to Step 2.

Assumption 2.3. This assumption will ensure that the local second-order Taylor approximation
of the costs is positive definite and thus has a unique minimum.

Assumption 2.3. The cost functions CK(xK) and Ck(xk, uk), k = 1, . . . , K − 1 satisfy

∇xxCk(xk, uk) ≥ 0 , ∇uuCk(xk, uk) > 0 ,
[
∇xxCk(xk, uk) ∇xuCk(xk, uk)

∇uxCk(xk, uk) ∇uuCk(xk, uk)

]
≥ 0 .

(2.9)

Now, assume that we have a reference trajectory {p̄x
0:K(x0:K), ū0:K−1}. Then, the following

result holds.

Theorem 2.4. Given the Dirac mixture p̄x
K(xK) =

∑M
i=1 ᾱi

Kδ(xK − x̄i
K) of the reference

trajectory {p̄x
0:K(x0:K), ū0:K−1}, a second-order approximation of the value function VK(px

K(xK))

according to Definition 2.2 is given by

VK(px
K(xK)) ≈ E

{
sK + v⊤

KxK +
1

2
x⊤

KVKxK +
1

2
tr [SKCK ]

}
,

where

sK =
M∑

i=1

ᾱi
K

[
CK(x̄i

K) − ∇CK(x̄i
K)⊤x̄i

K +
1

2
(x̄i

K)⊤∇2CK(x̄i
K)x̄i

K

]
,

vK =
M∑

i=1

ᾱi
K

[
∇CK(x̄i

K) − ∇2CK(x̄i
K)x̄i

K

]
,

VK =
M∑

i=1

ᾱi
K∇2CK(x̄i

K) ,

SK = 0nx
.

Proof. The result of Theorem 2.4 follows directly from applying the approximation scheme
proposed in Definition 2.2 to VK(px

K(xK)).
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2.5 Local Value Function Approximation

Next, we provide an expression for second-order approximation of the value function at time
step k = 0, . . . , K − 1.

Theorem 2.5. For a state estimate p̄x
k(xk) =

∑M
i=1 ᾱi

kδ(xk − x̄i
k) that is part of the reference

trajectory {p̄x
0:K(x0:K), ū0:K−1}, a second-order approximation of the value function Vk(px

k(xk))

according to Definition 2.2 for k = 0, . . . , K − 1 is given by

Vk(px
k(xk)) ≈ E

{
sk + v⊤

k xk +
1

2
x⊤

k Vkxk +
1

2
tr [SkCk]

}
, (2.10)

with

sk =

(
ǫ2

k

2
− ǫk

)
r̃⊤

k R̃−1
k r̃k − 1

2
p̃⊤

k
R̃−1

k p̃
k

+ r̃⊤
k R̃−1

k p̃
k

+
M∑

i=1

ᾱi
k

[
ϕk(x̄i

k, ūk) − (pi

k
)⊤x̄i

k +
1

2
(x̄i

k)⊤Qi
kx̄i

k

]
,

vk = P̃⊤
k R̃−1

k p̃
k

− P̃⊤
k R̃−1

k r̃k +
M∑

i=1

ᾱi
k

[
pi

k
− Qi

kx̄i
k

]
,

Vk = −P̃⊤
k R̃−1

k P̃k +
M∑

i=1

ᾱi
kQi

k ,

Sk = P̃⊤
k R̃−1

k P̃k ,

(2.11)

where ǫk ∈ (0, 1] is a parameter and

[
pi

k

ri
k

]
= ∇ϕk(x̄i

k, ūk) ,

[
Qi

k (Pi
k)⊤

Pi
k Ri

k

]
= ∇2ϕk(x̄i

k, ūk) ,

p̃
k

=
M∑

i=1

ᾱi
kPi

kx̄i
k , r̃k =

M∑

i=1

ᾱi
kri

k , P̃k =
M∑

i=1

ᾱi
kPi

k , R̃k =
M∑

i=1

ᾱi
kRi

k ,

(2.12)

with

ϕk(x̄i
k, ūk) =

R∑

m=1

β̄m
k

[
Ck(x̄i

k, ūk) + sk+1 + v⊤
k+1ak(x̄i

k, ūk, w̄m
k )

+
1

2
ak(x̄i

k, ūk, w̄m
k )⊤Vk+1ak(x̄i

k, ūk, w̄m
k ) +

1

2
tr [Sk+1Ck+1]

]
,

(2.13)

where R is the number of samples w̄m
k , m = 1, . . . , R, from the probability distribution pw

k (w) of

the process noise.
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Proof. The result of the above theorem can be shown by induction. Assume that (2.10) holds
for Vk+1(px

k+1(xk+1)), k = 0, . . . , K − 1. Then, at time step k, we have

Vk(px
k(xk)) = inf

uk

E {Ck(xk, uk) + Vk+1(xk+1)}

≈ inf
uk

E

{
Ck(xk, uk) + sk+1 + v⊤

k+1xk+1 +
1

2
x⊤

k+1Vk+1xk+1 +
1

2
tr [Sk+1Ck+1]

}

= inf
uk

E
{

Ck(xk, uk) + sk+1 + v⊤
k+1ak(xk, uk, wk)

+
1

2
ak(xk, uk, wk)⊤Vk+1ak(xk, uk, wk) +

1

2
tr
[
Sk+1C

p
k+1

]}
,

(2.14)

where we exploited the linearity of the expectation and the fact that sk+1, vk+1, Vk+1, and
Sk+1 are independent of xk, uk, and wk. In (2.14), we write C

p
k+1 to indicate that the

covariance is computed using px
k(xk) instead of px

k+1(xk+1) as in Vk+1(px
k+1(xk+1)). If the

probability distribution px
k(xk) is given in form of a Dirac mixture, we can use Lemma 2.1

in order to obtain C
p
k+1. Next, we perform second-order Taylor expansion of Vk(px

k(xk)) at
p̄x

k(xk) =
∑M

i=1 x̄i
kδ(xk − x̄i

k) according to Definition 2.2. It holds

Vk(px
k(xk))

≈ inf
uk

E





M∑

i=1

x̄i
k


ϕk(x̄i

k, ūk) +

[
pi

k

ri
k

]⊤[
xk − x̄i

k

uk − ūk

]
+

1

2

[
xk − x̄i

k

uk − ūk

]⊤[
Qi

k (Pi
k)⊤

Pi
k Ri

k

][
xk − x̄i

k

uk − ūk

]





= inf
uk

E

{
M∑

i=1

x̄i
k

[
ϕk(x̄i

k, ūk) + (pi

k
)⊤xk − (pi

k
)⊤x̄i

k + (ri
k)⊤∆uk +

1

2
x⊤

k Qi
kxk − x⊤

k Qi
kx̄i

k

+
1

2
(x̄i

k)⊤Qi
kx̄i

k + x⊤
k (Pi

k)⊤∆uk − (x̄i
k)⊤(Pi

k)⊤∆uk + ∆u⊤
k Ri

k∆uk

]}
,

(2.15)

where we used the definitions (2.12) and (2.13), and substituted ∆uk = uk − ūk. Evaluation of
the necessary optimality condition

∂Vk(px
k(xk))

∂uk

= 0

yields

uk = −R̃−1
k P̃kE {xk} + R̃−1

k p̃
k

− R̃−1
k r̃k + ūk . (2.16)

Following the argumentation in [159], at this point, we introduce the parameter ǫk ∈ (0, 1] such
that we obtain

uk = −R̃−1
k P̃kE {xk} + R̃−1

k p̃
k

− ǫkR̃−1
k r̃k + ūk (2.17)

= LkE {xk} + dk . (2.18)
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Later, this parameter will be used in order to ensure the convergence of the proposed algorithm
for computation of the policy parameters Lk and dk for k = 0, . . . , K − 1. Plugging (2.18)
into (2.15) yields

Vk(px
k(xk)) ≈ E

{
M∑

i=1

x̄i
k

[
ϕk(x̄i

k, ūk) − (pi

k
)⊤x̄i

k +
1

2
x⊤

k Qi
kxk − x⊤

k p̃
k

− x⊤
k Qi

kx̄i
k − x⊤

k P̃⊤
k R̃−1

k r̃k

+x⊤
k P̃⊤

k R̃−1
k p̃

k
+

(
ǫ2

k

2
− ǫk

)
r̃⊤

k R̃−1
k r̃k − 1

2
p̃⊤

k
R̃−1

k p̃
k

+ r̃⊤
k R̃−1

k p̃
k

+E {xk}⊤
P̃⊤

k R̃−1
k P̃kE {xk}

]}
.

Please note that the term E {xk}⊤
P̃⊤

k R̃−1
k P̃kE {xk} is nonlinear. Therefore, it depends

on the measurement y
k
, which causes problems when trying to calculate Vk−1(px

k−1(xk−1)).
For this reason, we apply the identity E {xAx} = tr

[
AE

{
(x − E {x})(x − E {x})⊤}] +

E
{
x⊤

k

}
AE {x} for deterministic matrices A, which yields (2.10). The big advantage of the

latter step is that the covariance Ck = E
{
(xk − E {xk})(xk − E {xk})⊤} is independent of the

measurement y
k
, if we assume that the state and the measurement are jointly Gaussian.

Please note that matrix R̃k introduced in Theorem 2.5 is invertible because it is a convex
combination of matrices Ri

k that are positive definite, and thus invertible, according to Assump-
tion 2.9. Therefore, the optimization of the approximation of Vk(px

k(xk)) in (2.15) is well-posed,
i.e., it has a unique minimum that is attained for (2.16).

Equation (2.10) in Theorem 2.5 resembles the equation for the costs-to-go in LQG control due
to the second-order approximation of the value function. However, in LQG, the covariance
of the state estimate is independent of the control inputs. Thus, the term tr [SkCk] can be
omitted from optimization, which eliminates the dual effect. In the considered nonlinear case,
however, the covariance Ck depends on the control input uk−1 and cannot be ignored if the
controller has to be closed-loop.

With the results from Theorems 2.4 and 2.5, we are now able to formulate the algorithm for
computation of the parameters Lk and dk for k = 0, . . . , K − 1 of the affine policy induced by
the statistical second-order Taylor expansion of the value function Vk(px

k(xk)). The proposed
algorithm is given in Algorithm 2.2. This algorithm requires an initial policy that without loss
of generality can be Lk = 0 and dk = 0 for k = 0, . . . , K − 1. However, it is possible to use
rapidly-exploring random belief trees [26] to generate a good initial policy as proposed in [159].
This approach has two advantages. First, the convergence to a local minimum of the value
function is faster. And second, the chance to find the global minimum increases.

The backtracking line search in Step 5 of Algorithm 2.2 ensures that the algorithm converges to
a local minimum of the costs J . The basic algorithm for this step is proposed in Algorithm 2.3.
In this algorithm, the current policy is considered locally optimal if the costs-to-go associated
with this policy are smaller than the costs associated with the policy (2.18) for ǫk < α, where
α is a small positive constant. If the current policy is locally optimal at the time step k, we do
not change it. Otherwise, the policy is updated. Please note that Algorithm 2.3 is only the
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Algorithm 2.2 Computation of the controller parameters.

• Step 1: Choose an initial policy {L
[0]
0K−1, d

[0]
0:K−1} and set η = 0.

• Step 2: Use the current policy {L
[η]
0K−1, d

[η]
0:K−1} to generate a reference trajectory

{p̄x
0:K(x0:K), ū0:K−1} according to Algorithm 2.1.

• Step 3: Compute an approximation of the value function VK(px
K(xK)) according to Theo-

rem 2.4 and set k = K − 1.
• Step 4: Compute p̃

k
, r̃k, P̃k, and R̃k using (2.12).

• Step 5: Perform backtracking line search in order to determine the parameter ǫk.
• Step 6: Store the policy for the current time step, i.e., set L

[η+1]
k = −R̃−1

k P̃k and d
[η+1]
k =

R̃−1
k p̃

k
− ǫkR̃−1

k r̃k + ū
[η]
k .

• Step 7: Compute sk, vk, Vk, and Sk using (2.11).
• Step 8: If k = 0, go to Step 9. Otherwise, return to Step 4.
• Step 9: Stop the algorithm if the costs converged, i.e., if the absolute difference between

costs J [η+1] of the current iteration and the costs J [η] of the previous algorithm iteration is
smaller than a predefined constant. Otherwise, return to Step 2.

most basic form of admissible line search and much more sophisticated line search algorithms
can be applied in Step 5 of Algorithm 2.2.

Algorithm 2.3 Basic line search.

• Step 1: Set ǫk = 1.
• Step 2: For the reference state estimate p̄x

k(xk), compute uk = −R̃−1
k P̃kE {xk} + R̃−1

k p̃
k

−
ǫkR̃−1

k r̃k + ūk.
• Step 3: Compute the costs-to-go Vk(p̄x

k(xk)) for uk = ūk and V ǫ
k (p̄x

k(xk)) for uk from Step 2.
• Step 4: If V ǫ

k (p̄x
k(xk)) ≤ Vk(p̄x

k(xk)) stop the algorithm an return ǫk. Otherwise, set
ǫk = ǫk/2 and return to Step 2.

We want to conclude this section with a brief remark on how Algorithm 2.2 can be improved.
Please observe that in Algorithm 2.2, we compute the policy by optimizing the value function
along a single reference trajectory that is generated using a single sample trajectory from the
process and the measurement noises, and a single sample from the initial state estimate px

0(x0).
However, if we generate several sample trajectories, we can construct several trajectories of
state estimates for the current policy and then optimize the policy for the entire bundle of
reference trajectories. By doing so, the value approximation quality can be increased, which
then leads to a better policy.
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2.5.3 Numerical Example

In this section, we demonstrate the proposed control approach in a scenario with state-dependent
measurement noise that is similar to the one depicted in Fig. 2.1. We consider simple 2D
time-invariant dynamics

xk+1 = xk + uk + 0.5wk ,

where the process noise wk is zero-mean and has identity covariance, and the nonlinear
measurement equation

y
k

= ‖xk − x̂‖ + vk ,

where x̂ denotes the position of the landmark and vk ∈ R is a Gaussian zero-mean noise with
state-dependent covariance 0.12 · ‖xk − x̂‖2. In the considered scenario, we set the position of
the landmark to x̂ = [−3 0]⊤.

The initial system state is assumed to be Gaussian with mean E {x0} = [−5 3]⊤ and covariance
E
{
(x0 − E {x0})(x0 − E {x0})⊤} = 0.22 · I2, and the target state is x̃T = [0 3]⊤. The cost

function is chosen to

J = E

{
(xK − x̃T )⊤(xK − x̃T ) +

K−1∑

k=0

(xk − x̃T )⊤(xk − x̃T ) + 0.1u⊤
k uk

}
(2.19)

with horizon length K = 20. As the estimator, we employ the UKF from the Nonlinear
Estimation Toolbox [144]. To compute the derivatives in (2.12), we use the algorithm for
adaptive robust numerical differentiation that is available at [46].

The proposed approach is compared with the trajectory optimization approach from [159].
In this approach, the state estimates are expressed with Gaussians that are calculated using
an EKF and the control law is assumed affine in the mean and the vectorized square root of
the covariance. These assumptions allow a reformulation of the closed-loop system dynamics
in terms of the Gaussian state. Finally, the value function is approximated using a second-
order Taylor expansion at the Gaussian states of a reference trajectory. Because the approach
from [159] requires the cost function to be explicit in the mean and the variance of the
Gaussian state, we apply the identity x⊤Ax = tr

[
Axx⊤] and use the property E

{
xx⊤} =

E {x} E
{
x⊤}+ E {(x − E {x})} (x − E {x})⊤ in order to rewrite the cost function (2.19) as

J = µ⊤
K

µ
K

+ CK − 2x̃⊤
T µ

K
+ Kx̃⊤

T x̃T +
K−1∑

k=0

µ⊤
k

µ
k

+ Ck − 2x̃⊤
T µ

k
+ 0.1uku⊤

k , (2.20)

where µ
k

and Ck are the mean and the covariance of the Gaussian state estimate px
k(xk) at

time step k. Please note that in contrast to the approach from [159], the proposed approach
does not require the cost function to be formulated in terms of the Gaussian state estimates.

In Fig. 2.3, we can see the trajectories of a simulation run that were generated by the proposed
approach and the approach from [159]. In particular, the trajectory of the true system state and
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Figure 2.3: Trajectories of the true system state (blue) and the Gaussian state estimate
maintained by the controller (red, covariances are depicted as ellipses) of a simulation run.
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Figure 2.4: Trace of the covariances of the Gaussian state estimate maintained by the proposed
controller and the controller from [159] during simulation.
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Figure 2.5: Expected costs J of the proposed controller over the number of iterations.

the Gaussian state estimate that is maintained by the controller are depicted. It can be seen
that the trajectories of the both controllers deviate towards the landmark from the straight line
that connects the initial mean of the state estimate which serves as the starting point and the
goal state x̃T . This deviation increases the actuation-related costs. However, the costs related
to the quality of state estimation are simultaneously decreased due to a better localization near
the landmark. Please note that this effect is explicit for the controller from [159], because the
costs that are related to the localization quality (the covariance of the state estimate) explicitly
appear in the cost function (2.20). On the other hand, the deviation towards the landmark
performed by the proposed controller captures the trade-off between the actuation-related and
the localization-related costs implicitly. The improvement of the localization quality can be seen
in Fig. 2.4 that shows the traces of the covariances of the Gaussian state estimates maintained
by the two compared controllers. It can be seen that the proposed approach achieves a smaller
covariance in time steps 2–4. The covariance then increases, because the true state moves
away from the landmark towards the goal state. Nevertheless, the proposed controller achieves
a better localization quality with minimal covariance trace of 1.343 · 10−3 compared to the
cumulated covariance trace of 1.9924 · 10−3 of the controller from [159].

Finally, Fig. 2.5 depicts the expected costs J of the proposed controller over the number of
iterations of Algorithm 2.2. It can be seen that the cumulative costs converge in the considered
scenario after approximately 20 iterations. This convergence is achieved via back stepping line
search and indicates that the proposed controller converges to a local minimum. Moreover,
the line search guarantees that local convergence is always ensured. However, the quality of
the local minimum strongly depends on the initial reference trajectory. Thus, by using global
search methods for the initial reference trajectory such as RRT* as proposed in [159] increases
the chance of attaining at least a good local minimum.
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2.6 Non-parametric Approximation of Functions on Probability

Distributions

In the previous section, we presented a stochastic controller with a linear affine policy that
is computed using trajectory optimization with local statistical Taylor approximation of the
value function along a reference trajectory that is maintained in form of Dirac mixtures. This
approximation method induces a linear controller that can be too limiting in some applications.
Thus, we propose an alternative method for approximation of the value function along a
reference trajectory and approximation of the control law using Gaussian Processes (GPs).
Classical GPs are defined for deterministic inputs. However, both the value function and the
control law are functions of the state estimate, which is a probability distribution. Thus, we
propose a novel framework for GPs defined over general probability distributions in this section
and evaluate it in a numerical example.

2.6.1 Gaussian Process Regression with Deterministic Inputs

In regression, the task consists in making predictions of function values at test inputs given
a data set (X, y) that consists of training inputs X = {x1, x2, . . . , xM }, xi ∈ R

nx , nx ∈ N,
i = 1, 2, . . . , M , M ∈ N and the corresponding outputs y = {y1, y2, . . . , yM }, yi ∈ R, i =

1, 2, . . . , M . To this end, we usually assume a function model and estimate its parameters.
Here, we particularly consider the model

y = a(x) + ν ,

where a : Rnx → R is a nonlinear function and ν ∈ R denotes an independent and identically
distributed Gaussian measurement noise with zero mean and variance σ2

ν .

In parametric regression, there is only one parameter set to be estimated. However, in the
non-parametric regression, we assume that there are infinitely many parameter sets equipped
with a probability distribution and we estimate the parameters of this distribution [124]5. The
parameters of the distribution of model parameters are referred to as the hyperparameters.

A special class of non-parametric regression methods is the GP, where we assume that the
outputs yi have a joint Gaussian distribution. More generally, a GP is defined as follows [134].

Definition 2.6. A Gaussian process is a collection of random variables, where any finite subset

has a joint Gaussian distribution.

Under this definition, a GP on the space of vector-valued inputs x ∈ R
nx is determined by a

mean function m and a covariance function k, whose parameters w are distributed according
to a Gaussian with hyperparameters θ. To emphasize that an output y is generated by a GP
with hyperparameters θ, we write

y ∼ GPθ(m, k) .

5Often, the term ’non-parametric’ is also used when the number of parameter sets grows with data.
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In spatial statistics, GP regression is referred to as kriging [47].

Given the training data, we can compute the hyperparameters, here the mean and the covariance
of the probability distribution of the (random) parameter vector w, according to

p(w|X, y) =
p(y|X, w)p(w)

p(y|X)
,

where p(w) is an assumed prior of the parameters, which is parametrized with prior hyper-
parameters, and p(y|X) is referred to as the marginal likelihood. The marginal likelihood is
independent of the meters w and is only required for normalization of p(w|X, y). If no prior
p(w) is available, we can compute a point estimate of the parameters w by maximizing the
likelihood p(y|X, w), or better, its logarithm.

Having obtained the hyperparameters, we can predict the probability distribution p(y∗|x∗, X, y)

of the output y∗ at a test input x∗ according to

p(y∗|x∗, X, y) =

∫

Rnw

p(y∗|x∗, w)p(w|X, y) dw .

By exploiting the Gaussianity of the output, the parameters of the distribution p(y∗|x∗, X, y)

can be calculated using the next proposition [19]. To this end, for a given set of training inputs
X, we introduce the function m(X) and the kernel Σ(X) with

m(X) =




m(x1)

m(x2)
...

m(xM )




, Σ(X) =




k(x1, x1) k(x1, x2) · · · k(x1, xM )

k(x2, x1) k(x2, x2) · · · k(x2, xM )
...

...
. . .

...
k(xM , x1) k(xM , x2) · · · k(xM , xM )




.

Please recall that both m(X) and Σ(X) are parametrized with w.

Proposition 2.7. The Gaussian distribution p(y∗|x∗, X, y) of the output y∗ is determined by

its mean µ∗ and its variance σ2
∗ with

µ∗ = m(x∗) + k(x∗, X)⊤Σ−1
y (y − m(X)) ,

σ2
∗ = k(x∗, x∗) − k(x∗, X)⊤Σ−1

y k(x∗, X) ,

where Σy = Σ(X) + σ2
nIM and

k(x∗, X) =
[
k(x∗, x1) k(x∗, x2) · · · k(x∗, xM )

]⊤
.

An interesting property of GPs is that they can be seen as a distribution over functions.
This can be visualized by sampling from the probability distribution of the parameters
and plotting the functions of these parameters. An example is depicted in Fig. 2.6, where
we plot 20 functions drawn from a GP with training data X = {−1, −2, 2, 2.4} and y =

{−0.9478, −1.6054, 1.3895, 1.1547}. The output data was generated according to y = 0.25x +
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sin(x)+ν, where ν is a zero-mean Gaussan noise with variance 0.12. To generate the 20 function
samples from the GP, we sampled 20 parameter sets from the Gaussian distribution with mean
µ = [1.2401 5.8161]⊤ and covariance

C =

[
0.4724 0.3511

0.3511 0.4686

]
.

It can be seen that the shapes of these functions resemble the true function.
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Figure 2.6: Depicted are 20 function samples from a GP. The training data consists of the
points indicated with red crosses.

A more detailed introduction to GP regression can be found in the monograph [134].

2.6.2 Related Work

As pointed out above, we propose to use GPs as function approximators for the value function
and the policy. These functions map the state estimates to the scalar-valued costs or to the
vector-valued control inputs, respectively. Thus, we need a function approximator for inputs
provided in form of probability distributions and therefore require GPs defined over the space
of general probability distributions.

The amount of work on GPs over probability distributions available in literature is sparse. For
example, Girard et al. consider GP regression with deterministic vector-valued training inputs
X and Gaussian test inputs in [73]. In this work, they show that the distribution of y∗ given
the input distribution d∗ = p∗(x) can be computed according to

p(y∗|d∗, X, y) =

∫

Rnx

p(y∗|x∗, X, y)p∗(x∗) dx∗ , (2.21)
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where p(y∗|x∗, X, y) is determined for a particular deterministic x∗ following the classical GP
framework. Integral (2.21) can be solved analytically if the covariance function is the Squared
Exponential (SE) function

k(xi, xj) = α2 exp

(
−1

2
(xi − xj)

⊤Λ−1(xi − xj)

)
,

where α ∈ R+ and Λ ∈ R
nx×nx , Λ > 0 are the parameters of the covariance function [29, 74,

28, 72]. However, the integral (2.21) cannot be solved analytically in general. Furthermore, the
distribution of y∗ is not necessarily Gaussian. In order to address the first issue, Girard et al.
propose in [73] to use Monte-Carlo integration according to

p(y∗|d∗, X, y) ≈
N∑

i=1

νip(y∗|x∗, xi, X, y) ,

where xi, i = 1, . . . , N , N ∈ N are the positions and νi > 0,
∑N

i=1 νi = 1 are the corre-
sponding weights of the Dirac density that approximates the probability distribution d∗. As
a solution for the second issue, Girard et al. propose to maintain only the first two moments
of p(y∗|d∗, X, y) [73]. In this way, the probability distribution of y∗ is approximated with a
Gaussian.

A very related approach to the method that we present in the next section was published by
Dallaire et al. [42] and even applied to stochastic control in [43]. The main notion of this
approach is to use so-called mean covariance functions. For the two inputs given in form of
probability distributions di = pi(x) and dj = pj(x), the mean covariance function is computed
according to

k(di, dj) =

∫

Rnx

∫

Rnx

k(xi, xj)pi(xi)pj(xj) dxi dxj , (2.22)

where k(xi, xj) is any standard covariance function defined for deterministic vector-valued
inputs. If the input distributions di and dj are Gaussian and k(xi, xj) is the SE covariance
function, (2.22) can be expressed analytically as a function of the means and the covariances
of di and dj . Unfortunately, the estimation of the hyperparameters of a GP that uses mean
covariance functions is not trivial due to local minima and usually requires a good prior
p(w) [42]. For this reason, we propose an alternative approach to GP regression with inputs
given in terms of general probability distributions in the next section.

Other works such as [119] or [92] consider a related but substantially different problem of inputs
corrupted by noise, i.e., each training input is a vector-valued sample of the corresponding input
distribution. Such inputs are still finite, while the approach proposed in the next section is
able to deal with inputs provided in form of probability distributions, i.e., infinite-dimensional
inputs.
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2.6.3 Gaussian Process Regression with Probability Distributions as Inputs

The main notion of our approach to GP regression with inputs provided in terms of general
probability distributions consists in using stationary covariance functions6 defined over distances

between the input distributions. To illustrate this idea, consider the definition of the isotropic
SE covariance function for deterministic vector-valued inputs xi and xj

k(xi, xj) = α2 exp

(
−1

2

(xi − xj)
⊤(xi − xj)

l2

)
,

where l ∈ R+. In this definition, the term (xi − xj)
⊤(xi − xj) corresponds to the squared

Euclidean distance between xi and xj . Now let the inputs to the GP be given in terms of
probability distributions. Then, for two input distributions di and dj , we define

k(di, dj) = α2 exp

(
−1

2

D(di, dj)
2

l2

)
,

where D(di, dj) denotes an admissible distance measure between the distributions di and dj .
The proposed approach can be applied to any stationary covariance function. Table 2.1 provides
a small overview of covariance functions from [134] redefined in terms of the distance between
the input distributions. A selection of distance measures that can be used within the proposed
framework is presented below.

Covariance Function Expression

squared exponential exp
(
−1

2
∆2

l2

)

Matérn 21−ν

Γ(ν)

(√
2ν
l

∆
)ν

Kν

(√
2ν
l

∆
)

exponential exp
(
−∆

l

)

γ-exponential exp
(
−
(

∆
l

)γ)

rational quadratic
(
1 + ∆2

2αl2

)−α

Table 2.1: Covariance functions defined in terms of the distance ∆ = D(di, dj) between the
input distributions di and dj .

Please note that the choice of stationary covariance functions as the basis for the proposed
framework is natural, because the space of probability distributions is, at best, only partially-
ordered. Therefore, in contrast to the vector space R

nx , nx ∈ N, the notion of absolute position
is undefined in this space. Nevertheless, it is possible to define covariance functions for inputs
provided in terms of probability distributions that are not only defined over the distance

6A covariance function for deterministic vector-valued inputs is called stationary, if its value only depends on the

distance between the inputs and not on their absolute positions.
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between the inputs but also operate on the means or the modes of these inputs. To this end, we
propose to combine stationary covariance functions defined over the distance between the input
distributions with covariance functions of the means or the modes of these distributions. For
this purpose, it is possible to use standard combination methods for covariance functions such
as addition, multiplication, convolution, etc. [134]. For example, we can construct a covariance
function from a bilinear function and the SE covariance function for the two input distributions
di and dj according to

k(di, dj) = x̂⊤
i Σx̂j exp

(
−1

2

D(di, dj)
2

l2

)
,

where Σ ∈ R
nx×nx , Σ ≥ 0 and x̂i is the mean of di and x̂j is the mean of dj , respectively.

Please note that in our framework, the parameter estimation remains the same as in the classical
GP framework with deterministic vector-valued inputs. Moreover, the distances between the
input distributions are independent of the GP hyperparameters and thus only have to be
computed once. This constitutes and important advantage over the mean-kernel approach
from [42], where the mean kernel has to be recomputed at each step of the parameter estimation
algorithm.

Next, we provide a small, not necessarily complete overview of distance measures between
probability distributions that can be used in the presented framework. In particular, the
following distances are discussed:

• Total variation and Lp distances,

• Hellinger distance,

• Jensen–Shannon divergence,

• Wasserstein distance and OSPA,

• modified Cramér–von Mises distance.

A more thorough discussion of these distances together with other possible distance measures
is available, e.g., in [178] and [69]. In our discussion, we not only provide the definitions of
these distance measures but also emphasize the classes of the probability distributions that
are amenable to them, i.e., whether the distance between two continuous distributions, two
Dirac mixtures, or between a continuous and a Dirac distributions can be evaluated using the
particular measure.

1. Total variation and LP distances:

The total variation distance [178] is defined for two continuous probability distributions
with densities p1(x) and p2(x), x ∈ Ω with respect to the measure µ according to

dq(p1, p2) =



∫

Ω

(p1(x) − p2(x))q dµ(x)




1

q
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with q ∈ R≥1. By choosing dµ(x) = dx, the total variation becomes the Lq distance

dq(p1, p2) =



∫

Ω

(p1(x) − p2(x))q dx




1

q

.

2. Hellinger distance:

The Hellinger distance [178] is also defined for continuous probability distributions. For
the two distributions with densities p1(x) and p2(x), x ∈ Ω, it holds

d(p1, p2) =


1 −

∫

Ω

√
p1(x)p2(x) dx




2

.

Please note that 0 ≤ d(p1, p2) ≤ 1 holds for any two continuous distributions.

3. Jensen–Shannon divergence:

The main disadvantage of the Kullback–Leibler divergence [136] is that it is not symmetric.
Therefore, Lin introduced a symmetric generalization thereof referred to as the Jensen–
Shannon divergence in [111]. The Jensen–Shannon divergence is defined for two continuous
distributions with densities p1(x) and p2(x), x ∈ Ω according to

d(p1, p2) =
1

2

∫

Ω

p1(x) log
p1(x)

g(x)
+ p2(x) log

p2(x)

g(x)
dx ,

where g(x) = (p1(x) + p2(x))/2.

4. Wasserstein distance and OSPA:

The Wasserstein distance [169] between two continuous probability distributions with
densities p1(x) and p2(x), x ∈ Ω is defined according to

dq(p1, p2) = inf
h



∫

Ω

∫

Ω

de(x, y)qh(x, y) dx dy




1

q

,

where q ∈ R≥1, de(x, y) is the Euclidean distance between the vectors x and y , and h(x, y)

is a probability density function with marginals p1 and p2, i.e., we have
∫

Ω h(x, y) dx =

p2(y) and
∫

Ω h(x, y) dy = p1(x). Please observe that an evaluation of the Wasserstein
distance is generally intractable because it requires to take the infimum over all possible
joint distributions of p1 and p2. However, if the two distributions are Gaussian with means
µ

1
and µ

2
and covariances C1 and C2, the Wasserstein distance with q = 2 evaluates

to [75]

d2(p1, p2)2 = ‖µ
1

− µ
2
‖2

2 + tr [C1] + tr [C2] − 2tr

[√√
C1C2

√
C1

]
.

For two Dirac densities with equal numbers of components, the derivation of the Wasser-
stein distance is presented in [89] and it is usually referred to as the Optimal MAss
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Transfer (OMAT) distance [139]. The OMAT distance between two Dirac distributions p1

and p2 with m ∈ N equally weighted components xi and y
i
, i = 1, . . . , m can be computed

according to

dq(p1, p2) = min
π∈Π

(
1

m

m∑

i=1

de(xi, y
π,i

)q

) 1

q

, (2.23)

where q ∈ R≥1, Π is the set of all possible assignments between the samples of p1 and p2,
and y

π,i
is the ith sample from the assignment π. In order to evaluate (2.23), it is possible

to use the linear assignment algorithm from [100]. An extension of the OMAT distance
to Dirac densities with different numbers of components is presented in the context of
multi-target tracking in [139] under the name Optimal Sub-Pattern Assignment (OSPA)
metric.

5. Modified Cramér–von Mises distance:

Except for the Wasserstein distance, the distances presented above are either suitable for
two continuous distribution or two Dirac distributions and do not allow for computation of
the distance between a continuous and a Dirac distributions. On the other hand, evaluation
of the Wasserstein distance between two continuous distributions and a continuous and
a discrete distribution is usually intractable. Therefore, we present the next distance
measure which addresses this issue. This distance, referred to as the modified Cramér–von
Mises distance (mCvMd), was proposed in [83] and further analyzed in [82, 70, 71, 69, 81].

Before presenting the mCvMd for two arbitrary (continuous or Dirac) distributions p1

and p2, we need to introduce the notion of the Localized Cumulative Distribution (LCD).
The LCD P (m, b), m ∈ R

nx , nx ∈ N, b ∈ R+ of a probability distribution p(x), x ∈ R
nx ,

nx ∈ N is an integral transform defined according to

P (m, b) =

∫

Rnx

p(x)k(x, m, b) dx ,

where k : Rnx × R
nx × R+ → R+ is the LCD kernel such as the radial basis function

k(x, m, b) = exp

(
−1

2

(x − m)⊤(x − m)

b2

)
.

Having computed the LCD P1(m, b) of p1 and the LCD P2(m, b) of p2, we can evaluate
the mCvMd between p1 and p2 according to

d(p1, p2) =




bmax∫

0

∫

Rnx

w(b)(P1(m, b) − P2(m, b))2 dm db




1

2

,

where w(b) is the weighting function

w(b) =





1
bnx−1 for b ≤ bmax ,

0 otherwise ,
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with a large constant bmax ∈ R+.

In Sec. 2.2, we decided to represent the state estimates using Dirac distributions. For
this reason, the GP regression also will have to operate on Dirac distributions. Thus, we
present the mCvMd for Dirac distributions, whose derivation can be found in [81], for
completeness. The mCvMd of the two Dirac distributions p1 and p2 with samples at xi,
i = 1, . . . , M and y

j
, j = 1, . . . , L with weights αi and βj , respectively, and a large bmax is

given by

d(p1, p2) =

(
π

nx
2

8
(D1 − 2D12 + D2 + 2cbDm)

) 1

2

,

where cb = log(4b2
max) − Γ with Γ being the Euler gamma constant and

D1 =
M∑

i=1

M∑

j=1

αiαj xlog
(
(xi − xj)

⊤(xi − xj)
)

,

D2 =
L∑

i=1

L∑

j=1

βiβj xlog
(
(y

i
− y

j
)⊤(y

i
− y

j
)
)

,

D12 =
M∑

i=1

L∑

j=1

αiβj xlog
(
(xi − y

j
)⊤(xi − y

j
)
)

, and

Dm =




M∑

i=1

αixi −
L∑

j=1

βjyj




⊤


M∑

i=1

αixi −
L∑

j=1

βjyj


 ,

with

xlog(x) =





0 for x = 0 ,

x log(x) otherwise .

Finally, we briefly discuss, how vector-valued outputs can be approximated using a GP frame-
work. An overview of available methods can be found in [2]. The main idea of these approaches
is to define matrix-valued covariance functions as a sum of products of functions over the input
space and functions that encode the interactions between the vector-valued outputs. Usually,
so-called separable covariance functions are employed with

k(xi, xj) =
Q∑

q=1

kq(xi, xj)Bq ,

where Q ∈ N is the dimension of the output, kq(xi, xj) is the covariance function over the
input space for qth component of the output for q = 1, . . . , Q, and Bq is a symmetric positive
definite matrix that encodes the interactions between the components of the output. To adapt
separable covariance functions for multivariate outputs to the proposed framework, we need to
replace the covariance functions kq(xi, xj) with functions defined over the distances between the
probability distributions provided as inputs. As in GPs with univariate outputs, the proposed
modification does not influence the parameter estimation of the GP. Thus, standard approaches
can be applied. A review of available methods can be found in [2].
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2.6.4 Numerical Evaluation
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(b) Modified Rosenbrock function v2(µ, σ).

Figure 2.7: Functions v1(µ, σ) and v2(µ, σ) that are used for evaluation.

In this section, we present a brief numerical evaluation of the GP regression that we described
in the previous section. For the sake of visualization, our example shows GP regression with
Gaussian input distributions and scalar outputs. In order to show the applicability of our
approach in the scenario described in Sec. 2.2, the Gaussian inputs are only used to obtain the
ground truth, while the GP is trained and evaluated with Dirac distributions sampled from the
corresponding Gaussians.
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We use two functions for evaluation, a simple quadratic function

ṽ1(x) = E
{

x⊤x
}

= E {x}⊤ E {x} + E
{

(x − E {x})⊤(x − E {x})
}

= µ⊤µ + C ,

where µ is the mean of x and C its covariance, and a Rosenbrock function ṽ2 slightly modified
with an additional parameter d with

ṽ2(x1, x2) = a(x1 + b)2 + c(x2
1 − x2 + d)2 ,

where we set x1 = µ, x2 = σ, a = c = 0.1, b = 0.4, and d = −4. In the considered scenario with
univariate Gaussians as inputs, the two functions then are

v1(µ, σ) = µ2 + σ2 ,

v2(µ, σ) = 0.1(µ + 4)2 + 0.1(µ2 − σ2 − 4)2 .

We choose the ranges for the mean and the variance to µ ∈ [−5, 5] and σ2 ∈ [0.12, 22]. The
functions v1 and v2 are depicted in Fig. 2.7.
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σ
2

Figure 2.8: The set of 200 Gaussians that were used as training inputs. Each dot represents
a Gaussian with corresponding mean µ and variance σ2.

To generate the evaluation results, we proceed as follows. First, we draw 200 Gaussians from
the considered set of Gaussians by drawing uniformly 200 means {µi}, i = 1, . . . , 200 from
[−5, 5] and 200 variances {σ2

i } from [0.12, 22]. Each pair (µi, σ2
i ) constitutes the parameters of

a Gaussian for which we evaluate v1 and v2 in order to get the output values. The Gaussians
that were generated in the presented numerical examples are depicted in Fig. 2.8, where each
dot represents a Gaussian with corresponding mean and variance. Next, we draw 10 samples
from each training Gaussian using the deterministic density approximation method from [82].
These samples of each Gaussian and the corresponding output values are used to train the GPs.
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2.6 Non-parametric Approximation of Functions on Probability Distributions

In our evaluation, we compare the following three GPs: (1) a GP designed according to the
presented framework with mCvMd, (2) a GP designed according to the presented framework
with OMAT distance, and (3) a GP designed according to the mean-kernel approach from [42].
All three GPs use the SE covariance function.
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(c) Mean kernel [42].

Figure 2.9: Quadratic error of the GP regression of the quadratic function v1(µ, σ).

The simulation results are depicted in Fig. 2.9 and Fig. 2.10, where the quadratic errors between
the true functions v1 and v2 and the corresponding approximations can be seen. To generate
these plots, we use a uniform grid of test Gaussians with an increment of 0.1 in the mean and
the variance. Again, as test inputs, we use Dirac distributions with 10 components that are
generated from the test Gaussians using deterministic sampling from [82].

In Fig. 2.9, we can see that all three GPs perform well. The GP based on the mean kernel
shows the best results and the GP based on the proposed framework with mCvMd is only
slightly worse. The performance of the GP designed according to the presented framework with
the OMAT distance is also acceptable. The results of the approximation of the Rosenbrock
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Figure 2.10: Quadratic error of the GP regression of the Rosenbrock function v2(µ, σ).

function are more interesting. Here, we see that the GP designed with the presented framework
with mCvMd shows the best performance and the GP based on our framework with the OMAT
distance also provides an acceptable approximation quality. However, the GP based on the
mean kernel approach from [42] is unable to approximate the Rosenbrock function v2. As
pointed out in [42], this issue can be caused by the nonlinearity of the likelihood and the lack
of a good prior for the parameters. For this reason, we conclude that the usage of our GP
framework for inputs given in terms of probability distributions is more convenient in practice.
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In this chapter, we consider control of Markov Jump Linear Systems whose mode is not available
to the controller. In particular, we address the static output-feedback problem, where the
control law is an affine mapping of the measurements of the MJLS state to control inputs, and
both the infinite-horizon and the finite-horizon dynamic output-feedback problems, where the
controller possesses an internal state that is updated using the measurements of the MJLS state
and that is linearly mapped to the control inputs. To this end, we first formally introduce MJLS
and discuss related work on control of MJLS with both the observed and the non-observed
mode. Before presenting the main results of this chapter in Sec. 3.5 and in Sec. 3.6, we will
introduce the notions of stability for MJLS and review the stability conditions available in
literature.
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3.1 Motivation

Historically, the development of control theory concentrated on systems whose dynamics can
be described by the laws of mechanics and thermodynamics, for example combustion motors,
turbines, pendulums, etc. Such systems can be modeled by smooth (non)linear continuous-
valued difference equations in discrete time or by differential equations in continuous time.
However, the expansion of control theory into other areas such as economics, social and biological
systems and networks, and interconnection of digital and mechanical systems resulted in system
models that are subject to abrupt changes and thus cannot be captured by smooth dynamics. A
convenient approach to model such systems is to introduce discrete-valued variables that describe
the changes in the continuous-valued system dynamics. These systems are then referred to as
hybrid systems because their state comprises both continuous-valued and discrete-valued state
variables [138, 31]. There are many possibilities, how the discrete-valued and the continuous-
valued states of a hybrid system can interact. For example, a change in the discrete-valued
state can be driven by an independent random process, the discrete-valued state can be directly
switched by a control mechanism, or change automatically when the continuous-valued state hits
a bound in the state space. The variety of possible interactions between the continuous-valued
and the discrete-valued dynamics allows for modeling of a broad range of dynamical systems.
Examples of hybrid systems include among others interconnected power systems, chemical
processes, job scheduling, traffic control, robotic systems, high-level manufacturing systems,
automotive power trains, and many many more [138, 160, 154, 17, 90, 129, 4].

In this chapter, we will consider a special class of hybrid systems, namely the Markov Jump
Linesr Systems (MJLS). This class of hybrid systems was introduced by Krasovskii and
Lidskii in 1961 [104, 105, 106]. In MJLS, the continuous-valued dynamics are linear and
the discrete-valued state, also referred to as the mode, is assumed to be independent of the
continuous-valued dynamics and is modeled as a Markov chain. Although this assumption may
seem restrictive, there are plenty of real-world applications that can be modeled as an MJLS.
These applications include control of systems with component failures [115, 165, 164, 163],
networked control [85, 65, 64], control of manufacturing processes [115], design of policies
for economics [51, 57, 55], control of discrete event systems [33], etc. (see [38, 39] for more
examples). However, probably the most famous application of MJLS is the experimental solar
power plant Solar Two in the Mojave Desert in California, USA (Fig. 3.1) [38]. This plant uses
light focused by mirrors on a boiler tower in order to heat molten salt to 565◦C. This salt then
boils water and the steam drives a turbine. Under optimal conditions, the plant can generate
up to 10MWe. For efficient power generation, it is necessary to keep the steam temperature
within adequate boundaries by controlling the flow rate of the water in the boiler. Control of
the flow rate is necessary because clouds can cause abrupt variations in the amount of light
focused on the boiler, which leads to abrupt changes in the dynamics of the boiler temperature.
The developers of the Solar Two chose to model these abrupt variations as a Markov chain
because modeling the occlusion of the sunlight by clouds as an independent and identically
distributed stochastic process is not appropriate [157].
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3.2 Markov Jump Linear Systems

Figure 3.1: Experimental solar power plant Solar Two in the Mojave Desert in California,
USA (source: National Renewable Energy Laboratory, USA)

Most of the research devoted to control of MJLS considers settings, where the mode of the
system is available to the controller. However, in many problems, e.g., the state of an economic
market ("good" or "bad"), the mode often cannot be observed or is only available with such a
large delay that it becomes irrelevant for control. For this reason, we address the problem of
controlling MJLS, whose discrete-valued state is not observed.

3.2 Markov Jump Linear Systems

As pointed out in the introduction, the term MJLS refers to systems that comprise linear
continuous-valued and discrete-valued dynamics. The discrete-valued dynamics, referred to as
the mode of the system, are assumed to be driven by a Markov chain that is independent from
the continuous-valued dynamics. Formally, the simplest discrete-time MJLS can be modeled by
the difference equation

xk+1 = Aθk
xk , (3.1)

where k ∈ N0 is the discrete time index and xk ∈ R
nx , nx ∈ N, denotes the continuous-valued

state of the system. In the remainder of this thesis, we will denote xk simply as the state of
the system. The linear mapping Aθk

, referred to as the system matrix, is selected at each time
step from a set of matrices {A1, A2, . . . , AM }, M ∈ N according to the value of the random
variable θk ∈ {1, 2, . . . , M} that forms a Markov chain {θk}. If the set {A1, A2, . . . , AM } is
time-invariant, we will call the MJLS time-invariant. Otherwise, the MJLS will be referred to
as time-variant MJLS. Throughout this thesis, we assume that the matrix matrix of transition
probabilities T = (pij)M×M , pij = P(θk+1 = j|θk = i), of this Markov chain is known. With a
slight abuse of terminology, we will not only refer to θk as the mode of the system but also
to the corresponding continuous-valued dynamics xk+1 = Aixk, i ∈ {1, . . . , M}. Finally, we
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Figure 3.2: Influence of the switching on stability of an MJLS.

demand that the Markov chain {θk} is time-homogeneous1 whenever infinite-horizon control of
MJLS without mode observation is under consideration.

Next, we want to demonstrate an important issue in MJLS regarding their stability. When
we talk about stability of dynamic systems and in particular about Lyapunov stability [7], we
refer to the property of the system to react to disturbances in such a way that the state of the
system converges to the origin in infinite time, i.e., for the state xk it must hold

lim
k→∞

x⊤x → 0 .

For Linear Time-Invariant (LTI) systems, Lyapunov stability can be verified by calculating the
eigenvalues of the system matrix: if the absolute values of all eigenvalues are smaller than one,
then the system is stable; if the absolute value of at least one eigenvalue is larger than one,
then the system is unstable; otherwise, it is not possible to infer stability or instability because
it depends on the magnitude of the initial disturbance x0, whether the state converges to the
origin or not. In MJLS, stability of each individual mode does not imply stability of the MJLS,
i.e., the switching in the dynamics (3.1) driven by the Markov chain {θk} can make the MJLS
unstable even if the dynamics Ai of each mode are stable. To demonstrate this issue, consider
the dynamics (3.1) with

A1 =

[
0.9 1

0 0.5

]
, A1 =

[
0.9 0

1 0.5

]
, and T =

[
0.7 0.3

0.4 0.6

]
.

The eigenvalues of the modes are eig (A1) = {0.9, 0.5} and eig (A2) = {0.5, 0.9}. From the
stability theory of linear systems, we see that the individual modes are stable because the
eigenvalues lie within the complex unit circle. This can also be visualized in the phase plane.
Fig. 3.2 depicts an example trajectory of both modes with x0 = [−4 8]⊤. It can be seen that
the trajectories converge to the origin. However, if we plot the trajectory of the MJLS for
the same x0, we see that the MJLS is unstable, which implies that we need a suitable notion
of stability for MJLS and corresponding conditions to check it. Conditions available in the
literature are summarized in the next section.

1A Markov chain is denoted as time-homogeneous if its state transition probabilities are time-invariant [79].
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The above example also illustrates that controller design for MJLS has to consider the switching
and its statistical properties in order to be able to stabilize the system. Otherwise even if the
mode θk is observed and we design a controller independently for each mode, the switching
still could destabilize the system [38]. In the above example, Aθk

would be the closed-loop
system matrix of each mode. For this reason, research concentrates on control methods that
explicitly consider the switching. Before addressing the control of MJLS and discussing the
issues of control of MJLS without mode observation, we summarize the results on stochastic
stability of MJLS available in literature in the next section.

3.3 Stochastic Stability of MJLS

For LTI systems, there is a unified definition of stability. However, for stochastic systems
several notions of stability exist [108, 103, 66]. Particularly for MJLS, Ji et al. [99] proposed to
consider the following three notions:

1. Stochastic stability

E

{ ∞∑

k=0

x⊤
k xk

}
< ∞ ,

2. Mean square stability

lim
k→∞

E
{

x⊤
k xk

}
= 0 ,

3. Exponential mean square stability

E
{

x⊤
k xk

}
< αβkx⊤

0 x0 ,

where α > 0 and 0 < β < 1,

for every initial condition (x0, θ0) and showed that they are equivalent. In the remainder of this
thesis, we will refer to the mean square stability only due to its analogy to Lyapunov stability
of deterministic systems.

Derivation of stability criteria for MJLS has been addressed in a plethora of publications, e.g.,
in [18, 122, 123, 115, 107, 61, 36, 59, 21, 22, 77, 60, 151, 112]. The main results on necessary and
sufficient conditions for mean square stability are given in the following theorem [122, 61, 60].

Theorem 3.1. An MJLS with dynamics (3.1) is mean square stable, if there exist positive

definite matrices {S1, . . . , SM } and {Q1, . . . , QM }, M ∈ N such that

M∑

j=1

pijA
⊤
i QjAi − Qi = −Si ,

or
M∑

i=1

pijAiQiA
⊤
i − Qj = −Sj .
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The authors of [60] also present a very convenient condition for mean square stability of MJLS
given in the following corollary.

Corollary 3.2. The MJLS (3.1) is mean square stable, if the matrix

M = diag [A1 ⊗ A1, A2 ⊗ A2, . . . , AM ⊗ AM ] (T⊤ ⊗ Inx
2) ,

where ⊗ denotes the Kronecker product [14], is Schur2.

In [112], it was shown that this condition is not only sufficient but also necessary.

Finally, we review the concept of mean square stabilizability and detectability for MJLS [93,
95, 35, 38].

Definition 3.3. The MJLS xk+1 = Aθk
xk + Bθk

uk, θk ∈ {1, 2, . . . , M}, M ∈ N is mean

square stabilizable via state feedback

i) with mode observation, if there exist matrices {L1, L2, . . . , LM } such that the closed-loop

system xk+1 = (Aθk
+ Bθk

Lθk
)xk is mean square stable;

ii) without mode observation, if there exists a matrix L such that the closed-loop system

xk+1 = (Aθk
+ Bθk

L)xk is mean square stable.

Definition 3.4. The MJLS with dynamics

xk+1 = Aθk
xk ,

y
k

= Cθk
xk ,

θk ∈ {1, 2, . . . , M}, M ∈ N, is mean square detectable

i) with mode observation, if there exist matrices {K1, K2, . . . , KM } such that the system

zk+1 = (Aθk
+ Kθk

Cθk
)zk is mean square stable;

ii) without mode observation, if there exists a matrix K such that the system zk+1 =

(Aθk
+ KCθk

)zk is mean square stable.

3.4 Related Work and Intractability of the Optimal Control Law

The first control methods for MJLS with mode feedback can be traced back to 1971 when
Wonham has solved the infinite-horizon continuous-time optimal control problem with state
feedback using dynamic programming [174]. The optimal control of MJLS has then had its
highest popularity in the late 80s and early 90s. At that time, continuous-time optimal control

2A matrix is said to be Schur, if all its eigenvalues lie within the open unit circle or alternatively if its spectral radius,

i.e., the square of its largest eigenvalue, is smaller than 1.
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with observed mode was considered, e.g., in [114, 114, 148] and in [117, 96, 97, 49, 50, 48],
where the authors addressed the static output-feedback problem, i.e., the case where instead of
the state the controller only uses an output thereof as a feedback. Furthermore, the authors
of [97] presented controllability and observability conditions for MJLS with mode feedback.
The dynamic output-feedback problem, where the controller maintains an estimate of the
system state, was solved in [98]. In parallel, research on discrete-time control of MJLS with
mode observation was reported, e.g., in [34, 93, 32, 94], where both the state and the dynamic
output-feedback problems were solved. The corresponding controllability conditions were
published in [95]. A more recent research on control of MJLS with observed mode concentrates
on H2 and H∞ problems [37, 76, 68]. We refer to [39, 38] for a more thorough discussion of the
publications mentioned so far.

One of the main insights in control of MJLS with mode observation is the fact that the separation

principle holds. This implies that in the state and the static output feedback, the optimal
control law consists of a (switched) linear regulator, while in the dynamic output-feedback
case, the estimation of the continuous-valued state is independent of the control and vice
versa [15]. Thus, the optimal controller consists of an optimal linear estimator and an optimal
linear regulator with mode-dependent parameters. This is only possible because the choice
of control inputs does not affect the uncertainty of the state estimates (see discussion in the
Introduction). However, if the mode is not available to the controller, the separation principle
does not hold and therefore there is a dual effect that makes the optimal control law nonlinear
and intractable [78, 30, 11]. To demonstrate this issue, let us consider the MJLS with dynamics

xk+1 = Aθk
xk + Bθk

uk + wk , (3.2)

where as in the previous chapter xk ∈ R
nx denotes the state, uk ∈ R

nu , nu ∈ N, the control
input, and wk represents disturbances of the state dynamics. We assume that these disturbances
wk are modeled as a stationary independent and identically distributed Gaussian stochastic
process with zero mean and covariance W. For simplicity, let us assume that we have state
feedback, i.e., the state xk is available to the controller. However, only the initial mode θ0 is
given to the controller and the subsequent modes θk, k ≥ 1 are not observed. For system (3.2),
we seek to find a closed-loop control policy µk(x0:k, θ0) that yields the control inputs uk based
on the available state feedback x0:k and initial mode θ0. The control inputs determined by the
policy µk(x0:k, θ0) shall minimize the finite-horizon quadratic cost function

J = E

{
x⊤

KQθK
xK +

K−1∑

k=0

x⊤
k Qθk

xk + u⊤
k Rθk

uk

}
, (3.3)

where K ∈ N denotes the horizon length, the matrices Qθk
are positive semidefinite and Rθk

are positive definite, and the expectation is taken with respect to wk and θk. In (3.3), Qθk

punishes the deviation of the state xk from the origin and Rk punishes the actuation. Note
that minimizing the finite-horizon cost function (3.3) is easier than solving the infinite-horizon
problems considered in Sec. 3.5 and Sec. 3.6.
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In order to calculate the policies that yield optimal control inputs uk, we apply the DP
algorithm [12, 15]. According to this algorithm, the optimal minimal costs (3.3) can be obtained
by solving the recursion

J ∗
K = E {CK(xK , θK)| IK} ,

J ∗
k = inf

uk

E
{Ck(xk, uk, θk) + J ∗

k+1

∣∣ Ik

}
,

(3.4)

where the stage costs CK(·) and Ck(·) are defined according to

CK(xK , θK) = x⊤
KQθK

xK ,

Ck(xk, uk, θk) = x⊤
k Qθk

xk + u⊤
k Rθk

uk ,

and Ik denotes the information set that will be available to the controller at time step k. In
our scenario, we have

IK = {x0, θ0} and Ik = {xk, uk−1, Ik−1} .

In order to show the intractability of the optimal control law that minimizes (3.3), consider
the costs at time step K − 2 of the recursion (3.4). These costs are given in the following
proposition.

Proposition 3.5. For the optimal costs at time step K − 2, it holds

J ∗
K−2 = inf

uK−2

E
{
x⊤

K−2QθK−2
xK−2 + u⊤

K−2RθK−2
uK−2 + x⊤

K−1Ψ(IK−1)xK−1

∣∣∣ IK−2

}
+ ∆ ,

(3.5)

where ∆ is a positive constant and

Ψ(IK−1) = E
{
QθK−1

+ A⊤
θK−1

QθK
AθK−1

∣∣∣ IK−1

}
− E

{
A⊤

θK−1
QθK

BθK−1

∣∣∣ IK−1

}

×
(
E
{
RθK−1

+ B⊤
θK−1

QθK
BθK−1

∣∣∣ IK−1

})−1
E
{
B⊤

θK−1
QθK

AθK−1

∣∣∣ IK−1

}
.

Proof. To show the result from Proposition 3.5, we evaluate the recursion (3.4). Time step K

is trivial. Thus, beginning at time step K − 1, it holds

J ∗
K−1 = inf

uK−1

E
{
x⊤

K−1QθK−1
xK−1 + u⊤

K−1RθK−1
uK−1 + x⊤

KQθK
xK

∣∣∣ IK−1

}

= inf
uK−1

x⊤
K−1E

{
QθK−1

+ A⊤
θK−1

QθK
AθK−1

∣∣∣ IK−1

}
xK−1

+ 2u⊤
K−1E

{
B⊤

θK−1
QθK

AθK−1

∣∣∣ IK−1

}
xK−1

+ u⊤
K−1E

{
RθK−1

+ B⊤
θK−1

QθK
BθK−1

∣∣∣ IK−1

}
uK−1 + tr

[
E
{
QθKwK−1

w⊤

K−1

∣∣∣ IK−1

}]
,

where we used (3.2) in order to express xK in terms of xK−1 and uK−1, and exploited the
fact that at time step K − 1 the state xK−1 is available to the controller. Evaluation of the
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necessary optimality conditions with respect to uK−1 yields the optimal control input at time
step K − 1 that can be calculated according to

uK−1 = −
(
E
{
RθK−1

+ B⊤
θK−1

QθK
BθK−1

∣∣∣ IK−1

})−1
E
{
B⊤

θK−1
QθK

AθK−1

∣∣∣ IK−1

}
xK−1 .

Thus, for the optimal costs at time step K − 1, it holds

J ∗
K−1 = x⊤

K−1

[
E
{
QθK−1

+ A⊤
θK−1

QθK
AθK−1

∣∣∣ IK−1

}
− E

{
A⊤

θK−1
QθK

BθK−1

∣∣∣ IK−1

}

×
(
E
{
RθK−1

+ B⊤
θK−1

QθK
BθK−1

∣∣∣ IK−1

})−1
E
{
B⊤

θK−1
QθK

AθK−1

∣∣∣ IK−1

}]
xK−1 + ∆ .

Using this result at time step K − 2 concludes the proof.

Note that at time step K − 1, the optimal control law and the optimal costs are tractable
although it is not linear in the state feedback xK−1, because the expected values are functions
of the mode distribution at time step K − 1 that is a function of xK−1. However, at time step
K − 2 the optimal control law is no longer tractable. Because E

{
x⊤

K−1Ψ(IK−1)xK−2

∣∣ IK−2

}

contains a nested product of expected values, we cannot exploit the linearity of conditional
expectations. In this way, the dynamic programming recursion (3.4) becomes intractable. To
see that, we will evaluate the last term in (3.5). It holds

E
{
x⊤

K−1Ψ(IK−1)xK−2

∣∣∣ IK−2

}

=

∫

Rnx

M∑

q=1

x⊤
K−1






M∑

i=1

M∑

j=1

Ψ1(i, j)p(θK = i, θK−1 = j|IK−1)




−



M∑

i=1

M∑

j=1

(Ψ2(i, j))⊤p(θK = i, θK−1 = j|IK−1)




×



M∑

i=1

M∑

j=1

Ψ3(i, j)p(θK = i, θK−1 = j|IK−1)




−1

×



M∑

i=1

M∑

j=1

Ψ2(i, j)p(θK = i, θK−1 = j|IK−1)






× xK−1p(xK−1, θK−2 = q|IK−2)dxK−1 ,

(3.6)

where we used the abbreviations

Ψ1(θK , θK−1) = QθK−1
+ A⊤

θK−1
QθK

AθK−1
,

Ψ2(θK , θK−1) = B⊤
θK−1

QθK
AθK−1

,

Ψ3(θK , θK−1) = RθK−1
+ B⊤

θK−1
QθK

BθK−1
.

The probability distributions of mode transitions in (3.6) are given by

p(θK = i, θK−1 = j|IK−1) = p(θK = i, θK−1 = j|xK−1:0, uK−2:0, θ0)
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=
M∑

t=1

p(θK = i, θK−1 = j, θK−2 = t|xK−1:0, uK−2:0, θ0)

=
M∑

t=1

p(θK = i|θK−1 = j)p(θK−1 = j|θK−2 = t)p(θK−2 = t|xK−1:0, uK−2:0, θ0)

=
M∑

t=1

pjiptj

p(xK−1|θK−2 = t, xK−2, uK−2)
M∑

r=1
p(xK−1|θK−2 = r, xK−2, uK−2)

p(θK−2 = t|xK−2:0, uK−3:0, θ0) ,

where xK−1:0 denotes the sequence {xK−1, xK−2, . . . , x1, x0} and where we can identify

p(xK−1|θK−2 = t, xK−2, uK−2)
M∑

r=1
p(xK−1|θK−2 = r, xK−2, uK−2)

p(θK−2 = t|xK−2:0, uK−3:0, θ0)

as the estimate of a Wonham filter [173] for being in mode t at time step K − 2 given the
information set IK−2, and

p(xK−1, θK−2 = q|IK−2) = p(xK−1|θK−2 = q, xK−2, uK−2, θ0)p(θK−2 = q|xK−2:0, uK−3:0, θ0) .

For the transition distribution p(xK−1|θK−2 = r, xK−2, uK−2), it holds

p(xK−1|θK−2 = r, xK−2, uK−2) = N (xk−1|Arxk−2 + Bruk−1, W) ,

where N (x|µ, C) denotes a Gaussian with mean µ and covariance C evaluated at x.

Finally, we can demonstrate the intractability of (3.6) in a one-dimensional example. To this
end, assume the dynamics

xk+1 =





xk + uk + 0.2wk , for θk = 1 ,

0.3xk + 0.8uk + 0.2wk , for θk = 2 ,

with transition matrix

T =

[
0.7 0.3

0.2 0.8

]
,

and set Qi = Ri = 1 for i = {1, 2}. Let the filtered probability distribution of θK−2

conditioned on the information set IK−2 be p(θK−2|xK−2:0, uK−3:0, θ0) = [0.4 , 0.6]. Then,
for xK−2 ∈ [−5, 5] and uK−2 ∈ [−5, 5], we obtain the expected costs depicted in Fig. 3.3. In
this figure, we see that the costs are no longer quadratic as it is the case for LTI systems and
MJLS with mode observation. Even worse, the costs are no longer convex. In fact, they involve
sums and quotients of exponential functions, which makes an analytical computation of the
optimal costs as a function of xK−2 impossible and thus, the optimal control input uK−2 can
only be determined using numerical global optimization algorithms. However, in this way,
already computing the optimal control input at time step K − 3 becomes intractable.

As we have seen, optimal control for MJLS without mode observation is intractable even in
the state-feedback case. Thus, research concentrates on approximate but tractable control
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Figure 3.3: Costs JK−2 for different values of xK−2 and uK−2

laws. A popular approach is to assume a linear controller. We will discuss the implications
of this assumption in Sec. 3.5. Finite-horizon state-feedback control of MJLS without mode
observation and under the assumption of a time-variant linear control law was, e.g., considered
in [51, 165] and later extended to static output feedback in [163]. Time-invariant control was
addressed in [52, 127, 164]. In [52], the authors considered H2 state-feedback control with
clustered mode observation, i.e., some of the mode values are observed and the others are not.
The case of no mode observation is recovered if the cluster of observed modes is empty. In
this work, the solution to the problem was formulated as an optimization problem with Linear
Matrix Inequalities (LMI). An LMI-based formulation with a better bound on the H2 norm
was derived in [127] and an approach based on minimax optimization was presented in [67]. In
contrast to the infinite-horizon control addressed in [52, 127], [164] considered the finite-horizon
control problem. The time-invariant regulator gain is computed using nonlinear optimization
algorithms. Finally, [63] considers dynamic output-feedback control of MJLS with clustered
observations. However, the system parameters of the modes in the non-observed modes can only
have jumps in the parameters that are related to noise. Other parameters must be deterministic.
This assumption is very restrictive if we do not have mode feedback. While the control laws
in [51, 52, 165, 127, 164, 163] are mode-independent, the authors of [40] assumed a feedback of
a mode estimate. By doing so, they are able address the H2 control problem. An approach
to optimal control with a similar a priori separation of control and estimation was considered
in [27, 80], where the authors employed a multiple-model filter in order to jointly estimate
the state and the mode of the MJLS. In [27], the filter outputs the mean of the state and the
filtered mode distribution to a linear mode-dependent regulator, while in [80] the most likely
mode value is given to the regulator. However, by a priori assuming a separation of control and
estimation, it becomes very hard to prove stability. An overview of relevant related work is
given in Table 3.1.
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horizon feedback time- noise

do Val et al. [51] finite state variant no
Vargas et al. [165] finite state variant yes
Vargas et al. [164] finite state invariant no
Vargas et al. [163] finite static output variant yes
do Val et al. [52] infinite state invariant yes
Oliveira et al. [127] infinite state invariant yes
Fioravanti et al. [63]3 infinite dynamic output invariant yes

Table 3.1: Overview of relevant related work.

The publications reviewed so far assume that the transition matrix of the MJLS is perfectly
known. However, this may not always be the case. Thus, besides research on control of MJLS
without mode observation, there is an important branch of research on control methods for
MJLS whose transition matrix is uncertain (see e.g., [120, 45, 126, 176, 140]). Furthermore, we
did not cover open-loop control methods for MJLS, such as Model Predictive Control (MPC)
considered, e.g., in [20, 166, 143, 55]. A review of these methods is out of scope of this thesis.

As we have seen, control of MJLS with mode observation and state-feedback control of MJLS
without mode observation can be considered as solved. On the other hand, the output-feedback
control of MJLS without mode observation is still an active research topic [68] and will be
addressed in the following three sections, where we consider time-invariant static output
feedback, time-invariant dynamic output feedback, and time-variant dynamic output feedback.

3.5 Static Output Feedback

3.5.1 Problem Formulation

In this section, we address static output-feedback control of MJLS whose mode is not observed.
The presented results were previously published in [184] (own publication) and extend our
results from [183]. In particular, we consider an MJLS with state dynamics (3.2), where we
add the measured output y

k
∈ R

ny , ny ∈ N such that

xk+1 = Aθk
xk + Bθk

uk + Hθk
wk ,

y
k

= Cθk
xk .

(3.7)

Furthermore, wk ∈ R
nw , nw ∈ N no longer necessarily has to have the same dimension as the

state, but it is still assumed to have zero mean and identity covariance. This assumption can
3Considers only a very restrictive scenario.
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be made without loss of generality because an appropriate choice of the matrices Hθk
allows to

model different covariances. Finally, we assume Cθk
to have full row rank. This assumption is

not limiting, since we can ignore outputs that are linear combinations of other outputs because
they do not carry any additional information4.

For the dynamics (3.7), we seek to determine the parameters of the static linear mode-
independent output-feedback control law

uk = Ly
k

(3.8)

with a constant regulator gain L that is independent of the initial condition (x0, θ0) and the
modes at subsequent time steps, i.e., θk, k ≥ 1. The regulator gain shall be chosen such that it
minimizes the infinite-horizon quadratic cost function

J = lim
K→∞

1

K
E

{
K∑

k=0

x⊤
k Qθk

xk + u⊤
k Rθk

uk

}
, (3.9)

where, as in (3.3), the matrices Qθk
are positive semidefinite, Rθk

are positive definite, and
the expectation is taken with respect to wk and θk.

Combining (3.7) and (3.8), we can construct the closed-loop dynamics

xk+1 = (Aθk
+ Bθk

LCθk
)xk + Hθk

wk . (3.10)

With this representation, we can summarize the considered control problem as follows.

Problem 3.6. The optimal linear static output-feedback regulator gain for the MJLS (3.7) that

minimizes (3.9) without mode observation is determined by the optimization problem

inf
L

lim
K→∞

1

K
E

{
K∑

k=0

x⊤
k (Qθk

+ L⊤Rθk
L)xk

}

s. t. xk+1 = (Aθk
+ Bθk

LCθk
)xk + Hθk

wk .

(3.11)

For this problem, we derive a feasibility condition and present an iterative algorithm for
computation of the regulator gain L in the next two sections.

3.5.2 Feasibility Condition

In this section, we derive a sufficient feasibility condition for static output-feedback control
of MJLS without mode observation (3.11) in terms of LMIs. To this end, we will convert
the optimization problem (3.11) into an H2 control problem [175] and express the latter as a
Semi Definite Program (SDP) [87] that can be efficiently solved using, e.g., an interior-point

4This property only holds if the measurement equation is deterministic. If the measurement equation is perturbed by

noise, each measurement entry contributes to inference.

51



Chapter 3. Control of MJLS without Mode Observation

method [23, 125]. The presented results mainly build upon the work of Crusius and Trofino [41]
and do Val et al. [52]. Crusius and Trofino [41] derive LMI-based sufficient conditions for
stabilizability of deterministic linear systems via static output feedback and do Val et al. [52]
consider state-feedback control for MJLS with clustered observations, i.e., the modes are
divided into two clusters, a cluster of observed and a cluster of non-observed modes. If the
cluster of observed modes is empty, the problem corresponds to control of MJLS without mode
observation. As in the scenario with deterministic parameters [41], the presented conditions are
sufficient. Furthermore, they depend on the particular state space representation.

To recast Problem 3.6 as an H2 problem, let zk ∈ R
(nx+nu) denote the performance output

of (3.7) with

zk = Dθk
xk + Eθk

uk , (3.12)

where

Dθk
=

[
Q

1

2

θk

0nu×nx

]
and Eθk

=

[
0nx×nu

R
1

2

θk

]
.

The matrices Q
1

2

θk
and R

1

2

θk
can be computed using, e.g., the Cholesky decomposition of Qθk

and Rθk
, respectively. For the closed-loop system (3.10), the performance output is given by

zk = (Dθk
+ Eθk

LCθk
)xk . (3.13)

With these prerequisites, we can state the following result.

Proposition 3.7. The H2 norm of a mean square stable MJLS (3.10) with performance

output (3.13) is given by

‖G‖2
2 =

M∑

i=1

tr
[
(Di + EiLCi)X

i
∞(Di + EiLCi)

⊤
]

,

where for i ∈ {1, . . . , M}, Xi
∞ is the controllability Grammian that satisfies

Xj
∞ =

M∑

i=1

pij

[
(Ai + BiLCi)X

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]
,

with µi
∞ being the limit probability5 limk→∞ P(θk = i) [79].

Proof. This result follows directly from [38], where it is shown that for the H2 norm of a mean
square stable MJLS

xk+1 = Ãθk
xk + Hkwk ,

zk = D̃θk
xk

5Please recall that we assumed the Markov chain {θk} to be time-homogeneous in infinite-horizon control. This

implies that the limit distribution µ∞ exists.
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with performance output zk, it holds

‖G‖2
2 =

M∑

i=1

tr
[
D̃iXiD̃

⊤
i

]
,

Xj =
M∑

i=1

pij

[
ÃiXiÃ

⊤
i + µi

∞HiH
⊤
i

]
, j ∈ {1, . . . , M} .

Using the substitutions Ãi = Ai + BiLCi and D̃i = Di + EiLCi yields the result of
Proposition 3.7.

By comparing the cost function in (3.11) and the squared H2 norm ‖G‖2
2, we see that the

regulator gain L that yields the infimum of ‖G‖2
2 also minimizes (3.11) because the two problems

are equivalent. Now, consider the optimization problem

inf
L,Xi

∞

M∑

i=1

tr
[
(Di + EiLCi)P

i
∞(Di + EiLCi)

⊤
]

s. t. Pj
∞ >

M∑

i=1

pij

[
(Ai + BiLCi)P

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]
, j ∈ {1, . . . , M} .

(3.14)

According to [52], the solution of this optimization problem bounds the H2 norm in Propo-
sition 3.7 from above, because we have the partial ordering in the positive semidefinite sense
Pi

∞ > Xi
∞ ≥ 0. The result of the next lemma allows us to express (3.14) as an optimization

problem that involves a Bilinear Matrix Inequality (BMI) [162].

Lemma 3.8. Consider symmetric positive definite matrices G and {Y1, . . . , YM }. The solution

of the optimization problem (3.14) is bounded from above by the solution of

inf
M∑

i=1

tr
[
(Di + EiLCi)Di(Y)(Di + EiLCi)

⊤
]

s. t.
[

Yi − µi
∞HiH

⊤
i (Ai + BiLCi)G

G⊤(Ai + BiLCi)
⊤ G + G⊤ − Di(Y)

]
> 0

i ∈ {1, . . . , M} ,

(3.15)

where

Di(Y) =
M∑

j=1

pjiYj .

Proof. Let {S1, . . . , SM } be a set of symmetric positive definite auxiliary matrices. Then, we
can write the condition in (3.14) for j ∈ {1, . . . , M} as

Pj
∞ =

M∑

i=1

pij

[
(Ai + BiLCi)P

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i + Si

]
.
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Introducing

Yi = (Ai + BiLCi)P
i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i + Si

yields Pi
∞ = Di(Y). Applied to the condition in (3.14), this identity provides that

Yi − (Ai + BiLCi)P
i
∞(Ai + BiLCi)

⊤ − µi
∞HiH

⊤
i > 0 . (3.16)

Now, substituting Pi
∞ in the cost function in (3.14) and in (3.16) with Pi

∞ = Di(Y) gives

inf
M∑

i=1

tr
[
(Di + EiLCi)Di(Y)(Di + EiLCi)

⊤
]

s. t. Yi − (Ai + BiLCi)Di(Y)(Ai + BiLCi)
⊤ − µi

∞HiH
⊤
i > 0

i ∈ {1, . . . , M} .

(3.17)

Next, taking the Schur complement [113] of the inequality in (3.17) in Di(Y) yields

[
Yi − µi

∞HiH
⊤
i (Ai + BiLCi)

(Ai + BiLCi)
⊤ Di(Y)−1

]
> 0

i ∈ {1, . . . , M} .

(3.18)

Premultiplying this inequality with
[

Inx
0nx

0nx
G

]
, (3.19)

postmultiplying with its transpose, and applying the inequality [68]

AB−1A⊤ ≥ A + A⊤ − B (3.20)

concludes the proof. Note, that multiplication of (3.18) with (3.19) and postmultiplication with
its transpose preserves the partial order of positive definite matrices because G is symmetric
and positive definite.

The optimization problem in Lemma 3.8 is a BMI because (Ai + BiLCi)G involves products
of the decision variables L and G. This issue renders the problem impractical because BMIs
have been shown to be NP-hard [153]. For this reason, the main result of this section is the
conversion of the problem from Lemma 3.8 into an optimization problem that only contains
LMIs. By doing so, the problem becomes convex [23] and can be efficiently solved in polynomial
time using, e.g., an interior-point method [125].

From the reformulated optimization problem (3.15), we obtain the sufficient feasibility conditions
for the initial control problem. This result is given in the next theorem.
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Theorem 3.9. The optimization problem (3.11) is feasible if there exist a matrix F and

symmetric positive definite matrices G, M, {W1, . . . , WM }, {Y1, . . . , Yi} such that the LMIs
[

Wi DiG + EiFCi

G⊤D⊤
i + C⊤

i F⊤E⊤
i G + G⊤ − Di(Y)

]
> 0

[
Yi − µi

∞HiH
⊤
i AiG + BiFCi

G⊤A⊤
i + C⊤

i F⊤B⊤
i G + G⊤ − Di(Y)

]
> 0

MCi = CiG

i ∈ {1, . . . , M}

are feasible. The mean square stabilizing regulator gain is then given by L = FM−1.

Proof. We begin the proof by selecting matrices {W1, . . . , WM } such that for i ∈ {1, . . . , M}

Wi > (Di + EiLCi)Di(Y)(Di + EiLCi)
⊤ . (3.21)

This implies

M∑

i=1

tr [Wi] >
M∑

i=1

tr
[
(Di + EiLCi)Di(Y)(Di + EiLCi)

⊤
]

.

Thus, the solution of the optimization problem in Lemma 3.8 is bounded from above by the
solution of

inf
M∑

i=1

tr [Wi]

s. t. Wi − (Di + EiLCi)Di(Y)(Di + EiLCi)
⊤ > 0

[
Yi − µi

∞HiH
⊤
i AiG + BiLCiG

G⊤A⊤
i + G⊤C⊤

i L⊤B⊤
i G + G⊤ − Di(Y)

]
> 0

i ∈ {1, . . . , M} .

Taking the Schur complement of the first inequality constraint in the above equation, premulti-
plying it with (3.19), postmultiplying with its transpose, and applying the inequality (3.20) as
in the proof of Lemma 3.8 yields

inf
M∑

i=1

tr [Wi]

s. t.
[

Wi DiG + EiLCiG

G⊤D⊤
i + G⊤C⊤

i L⊤E⊤
i G + G⊤ − Di(Y)

]
> 0

[
Yi − µi

∞HiH
⊤
i AiG + BiLCiG

G⊤A⊤
i + G⊤C⊤

i L⊤B⊤
i G + G⊤ − Di(Y)

]
> 0

i ∈ {1, . . . , M} .

(3.22)
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Next, using the approach from [41], we introduce M additional constraints

MCi = CiG

for i ∈ {1, . . . , M}. By doing so, it holds

Ci = M−1CiG .

Using this identity in (3.22) and introducing F = LM, we obtain the LMI from Theorem 3.9.
Finally, note that M is invertible since we assumed Ci to have full row rank. Thus, we have
L = FM−1, which concludes the proof.

Please note that the condition provided by Theorem 3.9 is only sufficient and not necessary for
controllability of MJLS with non-observed mode via static output feedback, because we minimize
an upper bound of the true H2 norm and introduce additional constraints MCi = CiG, i.e., the
derived optimization problem is a conservative approximation of the initial problem (3.30). In
this context, the term conservative means that a feasible solution of the optimization problem

inf
M∑

i=1

tr [Wi]

s. t.
[

Wi DiG + EiFCi

G⊤D⊤
i + C⊤

i F⊤E⊤
i G + G⊤ − Di(Y)

]
> 0

[
Yi − µi

∞HiH
⊤
i AiG + BiFCi

G⊤A⊤
i + C⊤

i F⊤B⊤
i G + G⊤ − Di(Y)

]
> 0

MCi = CiG

i ∈ {1, . . . , M}

(3.23)

is also a feasible solution of the initial problem (3.11). Furthermore, the presented feasibility
condition depends on the particular choice of the state space representation as pointed out
in [41], i.e., the condition may be feasible in one representation and infeasible in an another.
In case of deterministic parameters, there exist similarity transforms that ensure that the
LMI becomes feasible if the initial system is stabilizable via static output feedback. If such
transforms also exist for MJLS is an open question that needs to be investigated. Thus, we
propose an alternative method in the next section, where we first compute the gain L and then
use standard methods in order to check whether the closed-loop system is stable.

To conclude this section, we want to remark that the presented stabilizability condition also can
be derived for MJLS with mode feedback as follows. If the mode is available, the regulator (3.8)
becomes mode-dependent, i.e., we have

uk = Lθk
y

k
, (3.24)

where the regulator gains Lθk
are selected from the time-invariant set of gains {L1, . . . , LM }

according to the mode θk at time step k. Consequently, the H2 norm of a mean square stable
MJLS can be formulated as follows.
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Proposition 3.10. The H2 norm of a mean square stable MJLS (3.10) with mode feedback

and performance output (3.13) is given by

‖G‖2
2 =

M∑

i=1

tr
[
(Di + EiLiCi)X

i
∞(Di + EiLiCi)

⊤
]

,

where Xi
∞ is the controllability Grammian that satisfies

Xj
∞ =

M∑

i=1

pij

[
(Ai + BiLiCi)X

i
∞(Ai + BiLiCi)

⊤ + µi
∞HiH

⊤
i

]
, j ∈ {1, . . . , M} .

Proof. The proof follows the proof of Proposition 3.7.

As argued above, we now consider the problem

inf
Li,Xi

∞

M∑

i=1

tr
[
(Di + EiLiCi)P

i
∞(Di + EiLiCi)

⊤
]

s. t. Pj
∞ >

M∑

i=1

pij

[
(Ai + BiLiCi)P

i
∞(Ai + BiLiCi)

⊤ + µi
∞HiH

⊤
i

]

j ∈ {1, . . . , M} .

(3.25)

whose solution constitutes an upper bound of the H2 norm from Proposition 3.7, because by
construction we have Pi

∞ > Xi
∞ ≥ 0. Next, we present an equivalent to Lemma 3.8 for MJLS

with mode observation, where we reformulate (3.25) in terms of a BMI.

Lemma 3.11. Consider symmetric positive definite matrices {G1, . . . , GM } and {Y1, . . . , YM }.

The solution of the optimization problem (3.25) is bounded from above by the solution of

inf
M∑

i=1

tr
[
(Di + EiLCi)Di(Y)(Di + EiLCi)

⊤
]

s. t.
[

Yi − µi
∞HiH

⊤
i (Ai + BiLiCi)Gi

G⊤
i (Ai + BiLiCi)

⊤ Gi + G⊤
i − Di(Y)

]
> 0

i ∈ {1, . . . , M} ,

where

Di(Y) =
M∑

j=1

pjiYj .

Proof. The proof is omitted here, because it works along the lines of proof of Lemma 3.8.

Finally, the next theorem presents sufficient conditions for stabilization of MJLS with mode
observation via static output feedback. Please note that these conditions also depend on the
state space representation as argued in [41].
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Chapter 3. Control of MJLS without Mode Observation

Theorem 3.12. The MJLS (3.7) is stabilizable via static output feedback (3.24) if there exist

matrices {F1, . . . , FM } and symmetric positive definite matrices {M1, . . . , MM }, {G1, . . . , GM },

{W1, . . . , WM }, {Y1, . . . , Yi} such that the LMIs

[
Wi DiGi + EiFiCi

G⊤
i D⊤

i + C⊤
i F⊤

i E⊤
i Gi + G⊤

i − Di(Y)

]
> 0

[
Yi − µi

∞HiH
⊤
i AiGi + BiFiCi

G⊤
i A⊤

i + C⊤
i F⊤

i B⊤
i Gi + G⊤

i − Di(Y)

]
> 0

MiCi = CiGi

i ∈ {1, . . . , M}

are feasible. The mean square stabilizing regulator gain is then given by Li = FiM
−1
i .

Proof. We begin the proof by choosing matrices {W1, . . . , WM } such that for i ∈ {1, . . . , M},
it holds

Wi > (Di + EiLiCi)Di(Y)(Di + EiLiCi)
⊤ . (3.26)

This choice of matrices {W1, . . . , WM } implies

M∑

i=1

tr [Wi] >
M∑

i=1

tr
[
(Di + EiLiCi)Di(Y)(Di + EiLiCi)

⊤
]

.

Thus, the solution of the optimization problem in Lemma 3.11 is bounded from above by the
solution of

inf
M∑

i=1

tr [Wi]

s. t. Wi − (Di + EiLiCi)Di(Y)(Di + EiLiCi)
⊤ > 0

[
Yi − µi

∞HiH
⊤
i AiGi + BiLiCiGi

G⊤
i A⊤

i + G⊤
i C⊤

i L⊤
i B⊤

i Di(Y)−1

]
> 0

i ∈ {1, . . . , M} .

Taking the Schur complement of the first inequality constraint in the above equation for each
i ∈ {1, . . . , M}, premultiplying it with

[
Inx

0nx

0nx
Gi

]
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and postmultiplying with its transpose, and applying the inequality (3.20) as in the proof of
Lemma 3.8 yields

inf
M∑

i=1

tr [Wi]

s. t.
[

Wi DiGi + EiLiCiGi

G⊤
i D⊤

i + G⊤
i C⊤

i L⊤
i E⊤

i Gi + G⊤
i − Di(Y)

]
> 0

[
Yi − µi

∞HiH
⊤
i AiGi + BiLiCiGi

G⊤
i A⊤

i + G⊤
i C⊤

i L⊤
i B⊤

i Gi + G⊤
i − Di(Y)

]
> 0

i ∈ {1, . . . , M} .

(3.27)

Next, using the approach from [41], we introduce M additional constraints

MiCi = CiGi

for i ∈ {1, . . . , M}. By doing so, it holds

Ci = M−1
i CiGi .

Using this identity in (3.27) and introducing Fi = LiMi, we obtain the LMI from Theorem 3.12.
Note that Mi for i ∈ {1, . . . , M} are invertible since we assumed Ci to have full row rank.
Thus, we can calculate Li = FiM

−1
i .

3.5.3 Iterative Computation of the Regulator Gain

As argued in the previous section, the bound on the optimal value of (3.11) provided by the
LMI in Theorem 3.9 is not necessarily tight and thus, the corresponding regulator gain can
yield poor performance. For this reason, we present an alternative algorithm for computation of
the regulator gain L. To this end, we assume that the MJLS (3.7) is mean square stabilizable
via static output feedback without mode observation according to the following definition.

Definition 3.13. The MJLS (3.7) is stabilizable via static output feedback (3.8), if there exists

a matrix L such that the closed-loop system (3.10) is mean square stable.

In our derivation of the iterative algorithm, we will express the initial optimization problem (3.11)
in terms of the second moment of the state xk. Then, from the necessary optimality conditions,
we will obtain a set of coupled nonlinear equations that determine the optimal regulator gain L.
Because solving these equations is not trivial, we will provide a recursion that converges to
the solution. Finally, we prove that if the initial problem is feasible, i.e., if the MJLS (3.7)
is stabilizable via static mode-independent output feedback, then the algorithm converges to
the optimal solution of the coupled equations. Note that the converse does not hold, i.e., the
convergence of the iterative algorithm is not sufficient for stability of the closed-loop system.
We will elaborate on this issue later in this section and in the numerical example in Sec. 3.5.4.
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Chapter 3. Control of MJLS without Mode Observation

We begin the derivation of the algorithm for computation of the regulator gain L by defining
the second moment of the state xk as

Xi
k = E

{
xkx⊤

k ✶θk=i

}
, (3.28)

where ✶ denotes the indicator function with ✶θk=i = 1 if θk = i and 0 otherwise. The next
result gives the dynamics of the second moment Xi

k.

Proposition 3.14. The closed-loop dynamics of the second moment of (3.7) are given by

X
j
k+1 =

M∑

i=1

pij

[
(Ai + BiLCi)X

i
k(Ai + BiLCi)

⊤ + µi
kHiH

⊤
i

]
, (3.29)

where µi
k = P(θk = i) is the probability of being in mode θk = i at time step k.

Proof. Let p(A) denote the probability density function of A. Then, we have

X
j
k+1 = E

{
xk+1x⊤

k+1✶θk+1

}

=

∫

Rnx

M∑

j=1

xk+1x⊤
k+1✶θk+1=jp(xk+1, θk+1) dxk+1

=

∫

Rnw

∫

Rnx

∫

Rnx

M∑

j=1

xk+1x⊤
k+1✶θk+1=jp(xk+1, xk, θk+1, θk = i, wk) dxk+1 dxk dwk

=

∫

Rnw

∫

Rnx

∫

Rnx

M∑

j=1

M∑

i=1

xk+1x⊤
k+1✶θk+1=j✶θk=ip(θk+1|θk)p(xk+1|xk, θk, wk)

× p(xk, θk)p(wk) dxk+1 dxk dwk .

It holds p(xk+1|xk, θk, wk) = δ(xk+1 − (Aθk
+ Bθk

LCθk
)xk − Hθk

wk), where δ(·) is the Dirac
delta. Thus, evaluating the integral with respect to xk+1 and taking the summation over θk+1,
we obtain

X
j
k+1 =

∫

Rnw

∫

Rnx

M∑

i=1

p(θk+1 = j|θk)[(Aθk
+ Bθk

LCθk
)xk − Hθk

wk]

× [(Aθk
+ Bθk

LCθk
)xk − Hθk

wk]⊤p(xk, θk)p(wk) dxk dwk .

Finally, integrating out wk yields (3.29).

Note that the definition of the closed-loop second moment (3.28) with dynamics (3.29) can
be interpreted as a representation of the closed-loop system state with a Gaussian mixture
probability distribution that has M components. To see that, we can construct the dynamics
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of the mean of the closed-loop system state and the central closed-loop second moment. For
the means of the components of the Gaussian mixture, it holds (without proof)

x̃j
k+1 = E

{
xk+1✶θk+1=j

}

=
M∑

i=1

pij(Ai + BiLCi)x̃
i
k ,

and for the covariances

X̃
j
k+1 = E

{
(xk+1 − x̃j

k+1)(xk+1 − x̃j
k+1)⊤

✶θk+1=j

}

=
M∑

i=1

pij

[
(Ai + BiLCi)X̃

i
k(Ai + BiLCi)

⊤ + µi
kHiH

⊤
i

]
,

where X̃i
0 = 0. Due to linearity of the control law, the number of components of the Gaussian

mixture remains constant and we obtain a finite-dimensional sufficient statistic for the hybrid
state of the MJLS. If the control law is nonlinear, the number of the Gaussian mixture
components grows exponentially with time, which yields an intractable control law [78].

Now, consider the cost function (3.9). Using that for the expectation E
{
x⊤

k (Qθk
+ L⊤Rθk

L)xk

}

with respect to θk and wk, it holds

E
{

x⊤
k (Qθk

+ L⊤Rθk
L)xk

}
=

M∑

i=1

E
{

x⊤
k (Qθk

+ L⊤Rθk
L)xk✶θk=i

}

=
M∑

i=1

E
{

tr
[
(Qθk

+ L⊤Rθk
L)xkx⊤

k ✶θk=i

]}

=
M∑

i=1

tr
[
(Qθk

+ L⊤Rθk
L)Xi

k

]

and taking the limit K → ∞, we obtain the following result.

Proposition 3.15. The optimization problem (3.11) is equivalent to

inf
L

M∑

i=1

tr
[
(Qi + L⊤RiL)Xi

∞
]

s. t. Xj
∞ =

M∑

i=1

pij

[
(Ai + BiLCi)X

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]
,

(3.30)

where lim
k→∞

P(θk = i) denotes the limit probability of being in mode i [79].

Next, we introduce the symmetric positive definite Lagrange multipliers {P1
∞, . . . , PM

∞}. By
doing so, we obtain the result of Proposition 3.16.
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Chapter 3. Control of MJLS without Mode Observation

Proposition 3.16. The Hamiltonian of (3.30) is given by

H =
M∑

i=1

tr
[
(Qi + C⊤

i L⊤RiLCi)X
i
∞ − Pi

∞Xi
∞

+Ei(P∞)
[
(Ai + BiLCi)X

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]]
,

where

Ei(Y) =
M∑

j=1

pijYj .

Proof. Multiplying the constraint in (3.30) with the Lagrange multiplier yields

H =
M∑

i=1

tr
[
(Qi + L⊤RiL)Xi

∞
]

−
M∑

j=1

tr
[
Pj

∞Xj
∞
]

+
M∑

j=1

M∑

i=1

pijtr
[
Pj

∞
[
(Ai + BiLCi)X

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]]
.

A change of indexes in the second summand and summation over j in the third summand
concludes the proof.

The optimal regulator gain that minimizes (3.30) and thus also (3.11) is determined by the
next theorem.

Theorem 3.17. The optimal static output-feedback control law (3.8) for the MJLS (3.7) that

minimizes the infinite-horizon cost function (3.9) is determined by the following set of coupled

nonlinear equations

M∑

i=1

(Ri + B⊤
i Ei(P∞)Bi)LCiX

i
∞C⊤

i + B⊤
i Ei(P∞)AiX

i
∞C⊤

i = 0nu×ny
, (3.31)

M∑

i=1

pij

[
(Ai + BiLCi)X

i
∞(Ai + BiLCi)

⊤ + µi
∞HiH

⊤
i

]
− Xj

∞ = 0nx
, (3.32)

(Ai + BiLCi)
⊤Ei(P∞)(Ai + BiLCi) + Qi + C⊤

i L⊤RiLCi − Pi
∞ = 0nx

, (3.33)

i, j ∈ {1, . . . , M} .

Proof. The optimal solution of (3.30) and thus also of (3.11) can be found by solving

inf
L,X∞,P∞

H ,
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where H is given in Proposition 3.16. For this problem, the necessary optimality conditions are
given by

∂H
∂L

= 0nu×ny
,

∂H
∂Xi

∞
= 0nx

,
∂H

∂Pi
∞

= 0nx
.

Calculating the derivatives concludes the proof.

Please note, that (3.31) can be analytically solved for L using the following proposition.

Proposition 3.18. For the regulator gain in (3.31) from Theorem 3.17, it holds

L = vec−1 [vec [L]] ,

where vec [·] denotes the vectorization operator and vec−1 [·] the inverse vectorization opera-

tor [14], and vec [L] is given by

vec [L] = −
(

M∑

i=1

[
CiX

i
∞C⊤

i ⊗ (Ri + B⊤
i Ei(P∞)Bi)

])−1

vec

[
M∑

i=1

B⊤
i Ei(P∞)AiX

i
∞C⊤

i

]
.

Alternatively, according to [23], L can be obtained via the SDP

min λ

s. t.
[
λInu

L

L⊤ Iny

]
> 0

M∑

i=1

(Ri + B⊤
i Ei(P∞)Bi)LCiX

i
∞C⊤

i + B⊤
i Ei(P∞)AiX

i
∞C⊤

i = 0nu×ny
.

This latter method to compute L has the advantage that it does not require the inversion of a
nynu × nynu matrix. Therefore, it is numerically more robust.

As mentioned before, finding a solution to the coupled equations (3.31), (3.32), and (3.33) is
not trivial. For this reason, following the discussion in [44], we propose the iterative procedure
given in Algorithm 3.1.

In the simulations, we achieved a much faster convergence when Xi
[0] and Pi

[0] were initialized
with 1e−4 · Inx

rather than with random symmetric positive definite matrices.

At last, let us take a look at the convergence of the algorithm provided above. The result is
given in the next theorem.

Theorem 3.19. If the MJLS (3.7) is stabilizable via static output-feedback control (3.8), then

recursion (3.35)–(3.34) converges to its unique solution (Xi
∞, Pi

∞).
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Algorithm 3.1 Computation of the regulator gain for static output feedback.

• Step 1: Set the counter η = 0 and initialize Xi
[η] and Pi

[η] with random symmetric positive
definite nx × nx matrices.

• Step 2: Compute L[η] using

vec
[
L[η]

]
= −

(
M∑

i=1

[
CiX

i
[η]C

⊤
i ⊗ (Ri + B⊤

i Ei(P[η])Bi)
])−1

vec

[
M∑

i=1

B⊤
i Ei(P[η])AiX

i
[η]C

⊤
i

]
.

(3.34)

• Step 3: Compute

X
j
[η+1] =

M∑

i=1

pij

[
(Ai + BiL[η]Ci)X

i
[η](Ai + BiL[η]Ci)

⊤ + µi
∞HiH

⊤
i

]
,

Pi
[η+1] = (Ai + BiL[η]Ci)

⊤Ei(P[η])(Ai + BiL[η]Ci) + Qi + C⊤
i L⊤

[η]RiL[η]Ci .

(3.35)

• Step 4: Stop the algorithm if Xi
[η] and Pi

[η] converged, i.e., if the distances ‖Xi
[η] − Xi

[η+1]‖
and ‖Pi

[η] −Pi
[η+1]‖ are sufficiently small, where ‖·‖ is an admissible matrix norm. Otherwise,

set η = η + 1 and return to Step 2.

Proof. The proof follows argumentation of the proof of Theorem 3 in [44]. First, we show
that any solution of (3.32)–(3.33) yields a stabilizing regulator gain. Since we assume that the
considered MJLS is mean square stabilizable via static output feedback, there exists a solution
to the coupled equations of Theorem 3.17. Assume that (Xi

L, Pi
L) is such a solution for some

fixed regulator gain L. Then, the regulator gain L determined by this solution stabilizes the
MJLS in the mean square sense because in order for (Xi

L, Pi
L) to exist, the closed-loop system

must be mean square stable. This implies that all solutions of the equations (3.31)–(3.33) yield
stabilizing regulator gains. Next, we have to show that the equations in Theorem 3.17 have only
one solution and that the recursion (3.35) with (3.34) converges to this solution for η → ∞. To
this end, we define the homotopy

X
j
[α,η+1] =

M∑

i=1

pij

[
(Ai + BiL

i
[α,η]Ci)X

i
[η](Ai + BiL

i
[α,η]Ci)

⊤ + µi
∞HiH

⊤
i

]
,

Pi
[α,η+1] = (Ai + BiL

i
[α,η]Ci)

⊤Ei(P[α,η])(Ai + BiL
i
[α,η]Ci) + Qi + C⊤

i (Li
[α,η])

⊤RiL
i
[α,η]Ci ,

where

Li
[α,η] = (1 − α)Li

[η] + αL[η]

with Li
[η] being the regulator gains for the case that the mode θk is observed [140] and

L[η] being determined by (3.34). For α = 0, we have the static output-feedback control
problem with observed mode and for α = 1, we recover the control problem considered in
this section. As α goes from 0 to 1, we follow the solution path (X

i,[α]
∞ , P

i,[α]
∞ ) from the
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solution (X
i,[0]
∞ , P

i,[0]
∞ ) to the desired solution (Xi

∞, Pi
∞). Note that for α = 0, the solution

limη→∞(Xi
[0,η], Pi

[0,η]) = (X
i,[0]
∞ , P

i,[0]
∞ ) is unique, i.e., the recursion

X
j
[0,η+1] =

M∑

i=1

pij

[
(Ai + BiL

i
[0,η]Ci)X

i
[0,η](Ai + BiL

i
[0,η]Ci)

⊤ + µi
∞HiH

⊤
i

]
,

Pi
[0,η+1] = (Ai + BiL

i
[0,η]Ci)

⊤Ei(P[0,η])(Ai + BiL
i
[0,η]Ci) + Qi + C⊤

i (Li
[0,η])

⊤RiL
i
[0,η]Ci

with Li
[0,η] being the solutions of the SDP

min λ

s. t. [
λInu

Li
[0,η]

(Li
[0,η])

⊤ Iny

]
> 0nu+ny

− (Ri + B⊤
i Ei(P[0,η])Bi)L

i
[0,η]CiX

i
[0,η]C

⊤
i + B⊤

i Ei(P[0,η])AiX
i
[0,η]C

⊤
i = 0nu×ny

converges to (X
i,[0]
∞ , P

i,[0]
∞ ), if the MJLS with observed mode is stabilizable via static output

feedback. Then, it follows from the topological degree theory that the number of solutions
along the homotopy path for α going from 0 to 1 remains constant [116, 135, 1]. This implies
that limη→∞(Xi

[1,η], Pi
[1,η]) = limη→∞(Xi

[η], Pi
[η]) has a unique solution (Xi

∞, Pi
∞) to which the

recursion (3.35), (3.34) converges.

In the next section, we provide a numerical example, in which we demonstrate the proposed
algorithms.

3.5.4 Numerical Examples

To demonstrate the performance of the control law (3.8) with the regulator gain computed
using the algorithm from Section 3.5.3, we choose the parameters of (3.7) to

A1 =

[
1.2 1.2

0 1

]
, A2 =

[
1 0.8

0 1

]
, B1 =

[
0

1

]
, B2 =

[
0

0.2

]
, H1 = H2 =

[
0.2 0

0 0.1

]
,

and the cost matrices to Q1 = Q2 = Inx
and R1 = R2 = Inx

. We compare the presented
method with the optimal time-invariant state-feedback control law from [38] that requires
mode feedback, the state-feedback approach with clustered observations from [52], and the
time-variant static output-feedback controller from [163]. A reference implementation of the
proposed computation method for the regulator gain is available on GitHub [53].

We conduct a Monte Carlo simulation with 1e5 runs à 100 time steps each and investigate the
influence of the transition matrix by considering two different transition matrices

T[1] =

[
0.7 0.3

0.6 0.4

]
and T[2] =

[
0.9 0.1

0.1 0.9

]
.
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T1 ,

x0 =

[
0

0

] T1 ,

x0 =

[
3

0

] T2 ,

x0 =

[
0

0

] T2 ,

x0 =

[
3

0

]

state
feedback

time-invariant optimal
with observed mode [38]

0.9718 24.1879 0.8280 24.5886

time-invariant with
non-observed mode [52]

0.9788 24.4780 1.0088 26.0436

time-variant with
non-observed mode [165]

0.9743 24.4031 0.8786 24.7490

proposed 0.9730 24.4808 0.8855 25.4265

output
feedback

time-variant with
non-observed observed mode [163]

1.5611 26.5108 1.0351 30.6060

proposed 1.5623 28.3532 1.0539 30.7562

Table 3.2: Median costs of the Monte Carlo simulation.

Furthermore, we investigate the influence of the initial state. To this end, we choose two
different initial states

x
[1]
0 =

[
0

0

]
and x

[2]
0 =

[
3

0

]
.

Note that using Corollary 3.2, we obtain the spectral radius ρ(M(T[1]) = 1.2970 of the MJLS
with T[1] and ρ(M(T[2]) = 1.3295 for the MJLS with T[2], respectively. Thus, the uncontrolled
MJLS is unstable in the mean square sense in both cases.

First, we choose the observation matrices to

C1 = C2 =
[
1 0

]
.

With these output matrices, the LMI from Theorem 3.9 is infeasible for both transition matrices
T[1] and T[2]. On the other hand, the iterative algorithm from Sec. 3.5.3 converges with the
regulator gains L[1] = −0.0089 for the transition matrix T[1] and with the gain L[2] = −0.0122

for T[2]. However, if we evaluate the spectral radii of the controlled MJLS according to
Corollary 3.2, we obtain ρ(M(L[1], T[1])) = 1.1463 and ρ(M(L[2], T[2])) = 1.1548, respectively.
This means that the MJLS with the transition matrix T[1] cannot be stabilized using the
regulator gain L[1] and also the MJLS with T[2] is not stabilizable using L[2]. This observation
demonstrates that convergence of the proposed iterative algorithm is not sufficient for stability
of the closed-loop system.

Now, we set the observation matrices to

C1 =
[
1 2

]
and C2 =

[
2 1

]
.
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Figure 3.4: Depicted are the traces of Xi
[η] and Pi

[η] for i = {1, 2}, whose convergence indicates
convergence of Algorithm 3.1.

According to Theorem 3.9, these output matrices yield feasible LMIs for MJLS with both
transition matrices T[1] and T[2]. Thus, the systems can be stabilized via mode-independent
static output feedback. Using the proposed iterative algorithm, we obtain the regulator gains
L[1] = −0.6350 for T[1] and L[2] = −0.4404 for T[2]. The regulator gain L[1] yields the spectral
radius ρ(M(L[1], T[1])) = 0.8178 of the closed-loop MJLS and L[2] yields ρ(M(L[2], T[2])) =

0.9871. Fig. 3.4 depicts the convergence of Xi
[η] and Pi

[η] for transition matrix T[1]. It can be
seen that in this scenario, convergence is achieved after approximately 15 iterations.

The spectral radii of the MJLS controlled with the regulator gains computed using the proposed
algorithms are smaller than one, which means that the closed-loop systems are stable. The
results of the Monte-Carlo simulation are given in Table 3.2, where we compare the proposed
approach in a state-feedback scenario, i.e., C1 = C2 = I2, and a scenario with output feedback
via C1 = [1 2] and C2 = [2 1] with the approach from [163]. The state-feedback approaches
from [38] and [52] are included for reference. According to Table 3.2, it can be seen that, as
expected, state feedback yields lower median costs than output feedback in the considered
scenario. The performance of the proposed controller is almost equal to the performance of the
time-variant controller from [163] in the steady-state scenario, i.e., for x0 = [0 0]⊤, and is only
slightly worse in the transient scenario where the state has to be driven from x0 = [3 0]⊤ to
the origin. Moreover, we can conclude from Table 3.2 that the choice of the transition matrix
has an impact on the costs of all controllers. In output-feedback scenarios, this influence seems
to be more severe than for state feedback.

Besides the performance in terms of the costs, it is important to compare the computation
time of the regulator gains of the proposed iterative algorithm and the method from [163]. The
regulator gain computation time of the proposed algorithm was only 0.025s for the output-
feedback scenario with transition matrix T[1] and 0.03s for T[2] on a PC with Intel Core i5-3320M
and 8 GB RAM running Matlab 2013b. Furthermore, the computation time is independent
of the simulation time. On the other hand, the method from [163] took 194.12s for T[1] and
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3.6 Infinite-horizon Dynamic Output Feedback

277.68s for T[2]. In order to decrease the computation time of the control approach from [163],
we suggest to use the regulator gain computed using the proposed iterative algorithm as the
initial gain for the controller from [163].

3.6 Infinite-horizon Dynamic Output Feedback

This section addresses infinite-horizon dynamic output-feedback control of MJLS with non-
observed mode. In particular, we propose an algorithm for computation of parameters of a
linear time-invariant controller that is robust to the mode. The presented results were partially
published in [179] (own publication).

3.6.1 Problem Formulation and Preliminaries

In this section, we consider an MJLS whose dynamics are given by

xk+1 = Aθk
xk + Bθk

uk + Hθk
wk ,

y
k

= Cθk
xk + Jθk

vk ,
(3.36)

where xk ∈ R
nx is the state, uk ∈ R

nu the control input, and y
k

∈ R
ny the measurement

that is fed back to the controller. Process disturbances are modeled as a stationary second-
order random process wk ∈ R

nw , while measurement disturbances are modeled with another
stationary second-order random process vk ∈ R

nv . Both random processes are assumed to
have zero mean and identity covariance. Further, they are independent from each other and
other quantities in (3.36). Please note that the assumption of identity covariance for both
processes can be made without loss of generality, because different covariances can be modeled
by choosing the matrices Hθk

and Jθk
appropriately. Finally, we assume that the mode θk is

not fed back to the controller.

The goal of this section is to compute the parameters of a time-invariant dynamic output-feedback
control law for (3.36) of the form

x̂k+1 = Fx̂k + Ky
k

,

uk = Lx̂k ,
(3.37)

such that it minimizes the infinite-horizon quadratic cost function

J = lim
K→∞

1

K
E

{
K∑

k=0

x⊤
k Qθk

xk + u⊤
k Rθk

uk

}
, (3.38)

where the matrices Qθk
are positive semidefinite and Rθk

are positive definite. The expectation
is taken with respect to xk, wk, vk, and θk. Furthermore, the matrices F, K, and L shall be
independent not only of the mode θk but also of the initial condition (x0, θ0).

Similar to the course of Sec. 3.5, we first construct the closed-loop system according to

x̃k+1 = Ãθk
x̃k + H̃θk

w̃k (3.39)
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Chapter 3. Control of MJLS without Mode Observation

with

x̃k =

[
xk

x̂k

]
, Ãθk

=

[
Aθk

Bθk
L

KCθk
F

]
, w̃k =

[
wk

vk

]
, H̃θk,k =

[
Hθk

0nw×nv

0nv×nw
KJθk

]
. (3.40)

The next result follows from plugging (3.37) into (3.38) and using the measurement equation
from (3.36).

Proposition 3.20. For the cost function (3.38) written in terms of the closed-loop state, it

holds

J = lim
K→∞

1

K
E

{
K∑

k=0

x̃⊤
k Q̃θk

x̃k

}
,

where

Q̃θk
=

[
Qθk

0nx

0nx
L⊤Rθk

L

]
.

Finally, we can summarize the considered problem as follows.

Problem 3.21. The optimal dynamic output-feedback control law (3.37) that minimizes the

quadratic cost function (3.38) for the MJLS (3.36) with non-observed mode is determined by

the optimization problem

inf
F,K,L

lim
K→∞

1

K
E

{
K∑

k=0

x̃⊤
k Q̃θk

x̃k

}

s. t. x̃k+1 = Ãθk
x̃k + H̃θk

w̃k .

(3.41)

The proposed algorithm for this problem is presented in the next section.

3.6.2 Computation of the Control Law

The derivation of the algorithm for computation of the parameters F, K, and L of the linear
dynamic control law (3.37) is similar to the approach from the previous section. First, we
reformulate the optimization problem (3.41) in terms of the closed-loop second moment of the
MJLS and construct a Hamiltonian using symmetric positive definite Lagrange multipliers.
Unfortunately, a naïve evaluation of the necessary optimality conditions for the Hamiltonian
does not yield a convergent algorithm. Thus, we propose to upper bound the second moment
and the Lagrange multiplier to ensure that they remain positive definite during the proposed
iterative computation of the controller parameters. By doing so, we are able to derive an
iterative algorithm for computation of the parameters of the assumed control law. Convergence
properties of the proposed algorithm constitute a topic for future research.

In what follows, we assume that the MJLS (3.36) is mean square stabilizable via dynamic
output feedback without mode observation according to the following definition.
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3.6 Infinite-horizon Dynamic Output Feedback

Definition 3.22. The MJLS (3.36) is stabilizable via dynamic output feedback (3.37), if there

exist matrices F, K, and L such that the closed-loop system (3.39) is mean square stable.

The derivation of the algorithm for minimization of (3.41) follows the lines of Sec. 3.5.3. First,
we define the closed-loop second moment of (3.39) according to

X̃i
k = E

{
x̃kx̃⊤

k ✶θk=i

}
=


E

{
xkx⊤

k ✶θk=i

}
E
{

xkx̂⊤
k ✶θk=i

}

E
{
x̂kx⊤

k ✶θk=i

}
E
{

x̂kx̂⊤
k ✶θk=i

}

 =

[
Xi

1,k Xi
12,k

(Xi
12,k)⊤ Xi

2,k

]
.

The dynamics of the closed-loop second moment are given in the next proposition.

Proposition 3.23. For the dynamics of the second moment of (3.39), it holds

X̃
j
k+1 =

M∑

i=1

pij

[
ÃiX̃

i
kÃ⊤

i + µi
kH̃iH̃

⊤
i

]
,

where

X̃i
k+1 =

[
Xi

1,k+1 Xi
12,k+1

(Xi
12,k+1)⊤ Xi

2,k+1

]

with

X
j
1,k+1 =

M∑

i=1

pij

[
AiX

i
1,kA⊤

i + AiX
i
12,kL⊤B⊤

i + BiL(Xi
12,k)⊤A⊤

i + BiLXi
2,kL⊤B⊤

i

+µi
kHiH

⊤
i

]
,

X
j
12,k+1 =

M∑

i=1

pij

[
AiX

i
1,kC⊤

i K⊤ + AiX
i
12,kF⊤ + BiL(Xi

12,k)⊤C⊤
i K⊤ + BiLXi

2,kF⊤
]

,

X
j
2,k+1 =

M∑

i=1

pij

[
KCiX

i
1,kC⊤

i K⊤ + KCiX
i
12,kF⊤ + F(Xi

12,k)⊤C⊤
i K⊤ + FXi

2,kF⊤

+µi
kKJiJ

⊤
i K⊤

]
.

Proof. The proof follows the lines of the proof of Proposition 3.14.

Using this result, we can also express the cost function (3.38) in terms of the closed-loop second
moment. The result is given in the next proposition.

Proposition 3.24. Under the assumption of a linear time-invariant controller (3.37), the

optimization problem (3.41) is equivalent to

inf
F,K,L

M∑

i=1

tr
[
Q̃iX̃

i
∞
]

s. t. X̃j
∞ =

M∑

i=1

pij

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]
.

(3.42)
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Proof. This result can be obtained by using the identity x⊤Ax = tr
[
Axx⊤], taking the

expectation with respect to θk, wk, and vk, and taking the limit K → ∞ in (3.41).

Now, let {P̃1
∞, . . . , P̃i

∞} denote a set of Lagrange multipliers that are symmetric positive definite
matrices. Then, we can construct the Hamiltonian following the approach in [8]. The result is
presented in the following proposition.

Proposition 3.25. The Hamiltonian of (3.42) is given by

H =
M∑

i=1

tr
[
Q̃iX̃

i
∞ + Ei(P̃∞)

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]
− P̃i

∞X̃i
∞
]

with Ei(A) as defined in Proposition 3.16.

Proof. The result of Proposition 3.25 can be obtained according to

H =
M∑

i=1

tr
[
Q̃iX̃

i
∞
]

−
M∑

i=1

tr
[
P̃i

∞Xi
∞
]

+
M∑

j=1

tr

[
P̃j

∞

M∑

i=1

pij

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]]

=
M∑

i=1

tr


Q̃iX̃

i
∞ − P̃i

∞Xi
∞ +

M∑

j=1

pijP̃
j
∞
[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]



=
M∑

i=1

tr
[
Q̃iX̃

i
∞ − P̃i

∞Xi
∞ + Ei(P̃∞)

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]]
.

Theoretically, we could evaluate the necessary optimality conditions for H at this point and use
these results in order to construct an algorithm for computation of the controller parameters
F, K, and L. However, our empirical evaluations have shown that such an algorithm does not
converge, because the second moments X̃i

∞ and the Lagrange multiplier P̃i
∞ leave the positive

definite cone. For this reason, we propose to bound the second moments and the Lagrange
multiplier from above according to Proposition 3.26. By doing so, we ensure that they remain
within the admissible space of positive definite matrices.

Proposition 3.26. The second moment X̃i
∞ and the Lagrange multiplier P̃i

∞ can be bounded

from above according to

X̃i
∞ ≤

[
Xi + Xi Xi

Xi Xi

]
and P̃i

∞ ≤
[
Pi + Pi −Pi

−Pi Pi

]
,

where

Xi = Xi
1,∞ − Xi

12,∞ − (Xi
12,∞)⊤ + Xi

2,∞ ,

Xi = Xi
2,∞ ,

and
Pi = Pi

1,∞ − Pi
12,∞ − (Pi

12,∞)⊤ + Pi
2,∞ ,

Pi = Pi
2,∞ ,

(3.43)
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Proof. To show the claim of Proposition 3.26 for X̃i
∞, we first take the Schur complement

of X̃i
∞ in Xi

2,∞. Then, we use the inequality XY−1X⊤ ≥ X + X⊤ − Y for positive definite
matrices Y [68] and obtain

Xi
1,∞ − Xi

12,∞(Xi
2,∞)−1(Xi

12,∞)⊤ ≤ Xi
1,∞ − Xi

12,∞ − (Xi
12,∞)⊤ + Xi

2,∞ .

Next, the usage of substitutions (3.43) yields

Xi
1,∞ − Xi

12,∞ − (Xi
12,∞)⊤ + Xi

2,∞ = Xi .

Finally, we get

Xi = Xi + Xi − Xi

= Xi + Xi − XiX
−1
i X⊤

i

and reverse the Schur complement. Since the Schur complement preserves the partial order of
matrices in the positive semidefinite sense, we obtain the result of Proposition 3.26 for X̃i

∞.
The proof for P̃i

∞ works analogously.

Please observe that in classical stochastic optimal control of linear systems, i.e., for M = 1,
and also in control of systems with white parameters, optimality implies X12,∞ = (X12,∞)⊤ =

X2,∞ [13, 44, 170, 161]. This convergence can be interpreted as the controller state x̂k being
an unbiased estimate of the system state xk. Also, the Lagrange multiplier P̃ in classical linear
stochastic optimal control corresponds to the second moment of the costate. Consequently,
optimality implies −P12,∞ = −(P12,∞)⊤ = P2,∞ [68], i.e., the controller costate becomes an
unbiased estimate of the costate of xk. From these observations, we can also conclude

Xi = lim
k→∞

E
{

x̂kx̂⊤
k ✶θk=i

}
and Xi = lim

k→∞
E
{

(xk − x̂k)(xk − x̂k)⊤
✶θk=i

}
. (3.44)

Thus, it follows from (3.43) and (3.44) that the second moment Xi
1,∞ of the system state xk is

estimated using the second moment Xi of the controller and the estimation covariance Xi. The
same property can be observed for Pi

1,∞.

Finally, using substitutions (3.43), we can state the main result of this section in the next
theorem.

Theorem 3.27. The linear dynamic output-feedback control law (3.37) for the MJLS (3.36)
with non-observed mode is determined by the coupled nonlinear equations

Xj =
M∑

i=1

pij

[
µi

∞HiH
⊤
i + µi

∞KJiJ
⊤
i K⊤ + (Ai − KCi)Xi(Ai − KCi)

⊤

+(Ai − F + BiL − KCi)Xi(Ai − F + BiL − KCi)
⊤
]

, (3.45)

Xj =
M∑

i=1

pij

[
µi

∞KJiJ
⊤
i K⊤ + KCiXiC

⊤
i K⊤ + (F + KCi)Xi(F + KCi)

⊤
]

, (3.46)
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Pi = Qi + L⊤RiL + (Ai + BiL)⊤Ei(P)(Ai + BiL)

+ (Ai − F + BiL − KCi)
⊤Ei(P)(Ai − F + BiL − KCi) , (3.47)

Pi = L⊤RiL + L⊤B⊤
i Ei(P)BiL + (F − BiL)⊤Ei(P)(F − BiL) , (3.48)




ΦF (D) ΓF K(D) ΓF L(D)

ΓF K(D)⊤ ΦK(D) ΓKL(D)

ΓF L(D)⊤ ΓKL(D)⊤ ΦL(D)







vec [F]

vec [K]

vec [L]


+




ρ
F

(D)

ρ
K

(D)

ρ
L
(D)


 = 0 , (3.49)

where D = {(X1, X1, P1, P1), . . . , (XM , XM , PM , PM )}, and

ΦF (D) =
M∑

i=1

[Xi ⊗ Ei(P)] ,

ΦK(D) =
M∑

i=1

[
(µi

∞JiJ
⊤
i + Ci(Xi + Xi)C

⊤
i ) ⊗ Ei(P)

]
,

ΦL(D) =
M∑

i=1

[
Xi ⊗ (Ri + B⊤

i Ei(P + P)Bi)
]

,

ΓF K(D) =
M∑

i=1

[
XiC

⊤
i ⊗ Ei(P)

]
,

ΓF L(D) = −
M∑

i=1

[Xi ⊗ Ei(P)Bi] ,

ΓKL(D) = −
M∑

i=1

[CiXi ⊗ Ei(P)Bi] ,

ρ
F

(D) = −vec

[
M∑

i=1

Ei(P)AiXi

]
,

ρ
K

(D) = −vec

[
M∑

i=1

Ei(P)Ai(Xi + Xi)C
⊤
i

]
,

ρ
L
(D) = vec

[
M∑

i=1

B⊤
i Ei(P + P)AiXi

]
.

(3.50)

Proof. The proof is given in Appendix A.1.

As argued in Sec. 3.5, computing a solution to the equations (3.47)–(3.49) is computationally
demanding. Thus, we propose to use an iterative method as formulated in Algorithm 3.2.
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Algorithm 3.2 Computation of the controller parameters for infinite-horizon dynamic output
feedback.

• Step 1: Set the counter η = 0 and initialize X
[η]
i , X

[η]
i , P

[η]
i and P

[η]
i with random symmetric

positive definite nx × nx matrices.
• Step 2: Compute F[η], K[η], and L[η] according to




vec
[
F[η]

]

vec
[
K[η]

]

vec
[
L[η]

]


 = −




ΦF (D[η]) ΓF K(D[η]) ΓF L(D[η])

ΓF K(D[η])
⊤ ΦK(D[η]) ΓKL(D[η])

ΓF L(D[η])
⊤ ΓKL(D[η])

⊤ ΦL(D[η])




−1 


ρ
F

(D[η])

ρ
K

(D[η])

ρ
L
(D[η])


 , (3.51)

where D[η] = {(X
[η]
1 , X

[η]
1 , P

[η]
1 , P

[η]
1 ), . . . , (X

[η]
M , X

[η]
M , P

[η]
M , P

[η]
M )}, and reverse the vectorization

operator.
• Step 3: If F[η] = F[η−1], K[η] = K[η−1], and L[η] = L[η−1], stop the algorithm. Otherwise,

proceed to Step 5.
• Step 4: Calculate

X
[η+1]
j =

M∑

i=1

pij

[
µi

∞HiH
⊤
i + µi

∞K[η]JiJ
⊤
i K⊤

[η] + (Ai − K[η]Ci)X
[η]
i (Ai − K[η]Ci)

⊤

+(Ai − F[η] + BiL[η] − K[η]Ci)X
[η]
i (Ai − F[η] + BiL[η] − K[η]Ci)

⊤
]

,

X
[η+1]
j =

M∑

i=1

pij

[
µi

∞K[η]JiJ
⊤
i K⊤

[η] + K[η]CiX
[η]
i C⊤

i K⊤
[η] (3.52)

+(F[η] + K[η]Ci)X
[η]
i (F[η] + K[η]Ci)

⊤
]

,

P
[η+1]
j = Qi + L⊤

[η]RiL[η] + (Ai + BiL[η])
⊤Ei(P

[η]
)(Ai + BiL[η])

+ (Ai − F[η] + BiL[η] − K[η]Ci)
⊤Ei(P

[η])(Ai − F[η] + BiL[η] − K[η]Ci) ,

P
[η+1]
j = L⊤

[η]RiL[η] + L⊤
[η]B

⊤
i Ei(P

[η]
)BiL[η] + (F[η] − BiL[η])

⊤Ei(P
[η])(F[η] − BiL[η]) .

(3.53)

• Step 5: Set η = η + 1 and go to Step 2.
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The computation of the inverse in Step 2 can be computationally very intense and prone to
error. For this reason, we recommend to directly solve the SDP

min λ

s. t.




λInx

[
F[η] K[η] L⊤

[η]

]




F⊤
[η]

K⊤
[η]

L[η]


 Inx+ny+nu




> 0




ΦF (D[η]) ΓF K(D[η]) ΓF L(D[η])

ΓF K(D[η])
⊤ ΦK(D[η]) ΓKL(D[η])

ΓF L(D[η])
⊤ ΓKL(D[η])

⊤ ΦL(D[η])







vec
[
F[η]

]

vec
[
K[η]

]

vec
[
L[η]

]


+




ρ
F

(D[η])

ρ
K

(D[η])

ρ
L
(D[η])


 = 0 ,

using solvers presented, e.g., in [62], [152], or [146].

Whether Algorithm 3.2 converges to the global optimum is still an open question. Furthermore,
convergence of Algorithm 3.2 is not sufficient for stability of the closed-loop system. Thus, it is
necessary to check stability using one of the methods given in Sec. 3.3.

A numerical comparison of the proposed control approach is given in Sec. 3.7.3 together with
the method presented in the next section for finite-horizon dynamic compensation of MJLS
without mode observation.

3.7 Finite-Horizon Dynamic Output Feedback

In this section, we extend the results on control of time-invariant MJLS without mode observation
from the previous section to control of time-variant MJLS without mode observation. Many
concepts from the previous section carry over to the scenario considered here. Thus, only new
concepts are described in full length.

3.7.1 Problem Formulation

The dynamics of the MJLS considered in this section are given by

xk+1 = Aθk,kxk + Bθk,kuk + Hθk,kwk ,

y
k

= Cθk,kxk + Jθk,kvk

(3.54)

where, in contrast to time-invariant sets as in (3.36), the system matrices are selected from
time-variant sets {Ai,k, Bi,k, Hi,k, Ci,k, Ji,k}, i = 1, . . . , M . For system (3.54), we will derive
an algorithm for computation of the parameters of the time-variant control law

x̂k+1 = Fkx̂k + Kky
k

,

uk = Lkx̂k

(3.55)
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such that given the initial distribution of the state x0 in form of a Gaussian mixture determined
by the means ξi

0
= E {x0✶θ0=i} and the covariances Ξi

0 = E
{

(x0 − ξi

0
)(x0 − ξi

0
)⊤
✶θ0=i

}
,

i ∈ {1, 2, . . . , M}, it minimizes the finite-horizon cost function

J = E

{
x⊤

KQθK ,KxK +
K−1∑

k=0

[
x⊤

k Qθk,kxk + u⊤
k Rθk,kuk

]}
, (3.56)

where Qθk,k are positive semidefinite and Rθk,k are positive definite, and K ∈ N denotes the
length of the optimization horizon. The algorithm for computation of the parameters of (3.55)
is derived in the next section.

3.7.2 Computation of the Control Law

In order to derive the proposed iterative algorithm for computation of the parameters of the
control law (3.55), we will proceed as follows. First, we rewrite the considered control problem
in terms of the second moment of the state of the closed-loop system formed by (3.54)–(3.55).
Then, we formulate the costs (3.56) as a recursion that runs from the end of the optimization
horizon k = K to k = 0. Next, we bound this recursion pointwise from above as proposed in
Proposition 3.26. With these prerequisites, we then exploit the necessary optimality conditions
and present the proposed algorithm. Finally, we conclude this section by proving pointwise
decrease of the costs-to-go in each iteration of our algorithm, which guarantees convergence to
a local minimum of the cost function bound. The results presented in this section are adapted
from [54] (own publication).

As mentioned above, we begin the derivation of the algorithm for computation of the controller
parameters by reformulating the optimization problem described in Sec. 3.7 according to the
following proposition.

Proposition 3.28. The optimization problem

min
Fk,Kk,Lk

E

{
x⊤

KQθK ,KxK +
K−1∑

k=0

[
x⊤

k Qθk,kxk + u⊤
k Rθk,kuk

]}

s. t. (3.54), (3.55), ξi

0
, Ξi

0, i ∈ {1, 2, . . . , M}
is equivalent to

min
Fk,Kk,Lk

E

{
tr

[
Q̃θK ,KX̃θK

K +
K−1∑

k=0

Q̃θk,kX̃θk

k

]}
(3.57)

s. t. X̃
j
k+1 =

M∑

i=1

pij,k

[
Ãi,kX̃i

kÃ⊤
i,k + µi

kH̃i,kH̃⊤
i,k

]
, (3.58)

ξi

0
, Ξi

0 ,

where

Ãθk,k =

[
Aθk,k Bθk,kLk

KkCθk,k Fk

]
, H̃θk,k =

[
Hθk,k 0nw×nv

0nv×nw
KkJθk,k

]
, (3.59)
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and

Q̃θK ,K =

[
QθK ,K 0nx

0nx
0nx

]
, Q̃θk,k =

[
Qθk,k 0nx

0nx
L⊤

k Rθk,kLk

]
. (3.60)

Proof. As in the time-invariant problem considered in Sec. 3.6, we begin by constructing the
closed-loop dynamics according to

x̃k+1 = Ãθk,kx̃k + H̃θk,kw̃k , (3.61)

where Ãθk,k and H̃θk,k are as given in (3.59). By introducing the closed-loop second moment
X̃i

k as in (3.28), we obtain the dynamics (3.58). Next, by using (3.55) in (3.56), we can rewrite
(3.56) in terms of the augmented state x̃k as

J = E

{
x̃⊤

KQ̃θK ,Kx̃K +
K−1∑

k=0

x̃⊤
k Q̃θk,kx̃k

}
,

and using the identity tr
[
Qxx⊤] = x⊤Qx, we obtain the cost function

J = E

{
tr

[
Q̃θK ,KX̃θK

K +
K−1∑

k=0

Q̃θk,kX̃θk

k

]}
, (3.62)

which concludes the proof.

The next lemma allows us to formulate the cost function (3.62) as a recursion.

Lemma 3.29. Given the controller parameters (Ft, Kt, Lt) for t = 0, 1, . . . , K − 1, it holds

Jt = E

{
tr

[
Q̃θK ,kX̃θK

K +
K−1∑

k=t

Q̃θk,kX̃θk

k

]}

=
M∑

i=1

tr
[
P̃i

tX̃
i
t

]
+ µi

tωi,t ,

(3.63)

where

P̃i
K = Q̃i,K ,

P̃i
k = Q̃i,k + Ã⊤

i,kEi(P̃k+1)Ãi,k ,

ωi,K = 0 ,

ωi,k = tr
[
H̃⊤

i,kEi(P̃k+1)H̃i,k

]
+ Ei(ω,k+1) .

(3.64)

Proof. We will show the result of Lemma 3.29 by induction. At time step K, we have

JK =
M∑

i=1

tr
[
Q̃i,KX̃i

K

]

=
M∑

i=1

tr
[
P̃i

KX̃i
K

]
.
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Now, assume that (3.29) holds for some k + 1 ∈ {1, ..., K − 1}. Then, we obtain

Jk =
M∑

i=1


tr

[
Q̃i,kX̃i

k

]
+

M∑

j=1

(
tr
[
P̃

j
k+1X̃

j
k+1

]
+ µj

k+1ωj,k+1

)



=
M∑

i=1


tr

[
Q̃i,kX̃i

k

]
+

M∑

j=1

pij

(
P̃

j
k+1

[
Ãi,kX̃i

kÃ⊤
i,k + µi

kH̃i,kH̃⊤
i,k

]
+ µi

kωj,k+1

)



=
M∑

i=1

tr
[
(Q̃i,k + Ã⊤

i,kEi(P̃k+1)Ãi,k)X̃i
k

]
+ µi

k

[
tr
[
H̃⊤

i,kEi(P̃k+1)H̃i,k

]
+ Ei(ω,k+1)

]

=
M∑

i=1

tr
[
P̃i

kX̃i
k

]
+ µi

kωi,k .

Our empirical evaluations have shown that a naïve minimization of (3.62) with respect to the
controller parameters (Fk, Kk, Lk) for k = 0, . . . , K − 1 does not converge. For this reason, we
propose a method that relies on an upper bound of the costs-to-go (3.29). In order to be able
to formulate the proposed bound, we introduce the same substitutions as in Proposition 3.26
and use the following lemma.

Lemma 3.30. Let X ≥ A and Y ≥ B be positive semidefinite matrices. Then,

tr [AB] ≤ tr [XY] .

Proof. Define Q = X − A and R = Y − B. The matrices Q and R are positive semidefinite.
Thus, we obtain

tr [XY] = tr [AB] + tr [AR + QB + QR] ≥ tr [AB] .

Finally, we can state the main theorem of this section as follows.

Theorem 3.31. For fixed controller parameters (Fk, Kk, Lk) with k = 0, 1, . . . , K − 1, the

costs (3.57) at time step k are bounded from above according to

Jk ≤ J k =
M∑

i=1

tr
[
Pi,k(Xi,k + Xi,k) + Pi,kXi,k

]
+ µi

kωi,k , (3.65)

where Pi,k, Pi,k, Xi,k, and Xi,k follow the dynamics

Xj,k+1 =
M∑

i=1

pij

[
µi

kHi,kH⊤
i,k + µi

kKkJi,kJ⊤
i,kK⊤

k + (Ai,k − KkCi,k)Xi,k(Ai,k − KkCi,k)⊤

+(Ai,k − Fk + Bi,kLk − KkCi,k)Xi,k(Ai,k − Fk + Bi,kLk − KkCi,k)⊤
]

,

(3.66)
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Xj,k+1 =
M∑

i=1

pij

[
µi

kKkJi,kJ⊤
i,kK⊤

k +KkCi,kXi,kC⊤
i,kK⊤

k +(Fk + KkCi,k)Xi,k(Fk + KkCi,k)⊤
]

,

(3.67)

Pi,k = Qi,k + L⊤
k Ri,kLk + (Ai,k + Bi,kLk)⊤Ei(Pk+1)(Ai,k + Bi,kLk)

+ (Ai,k − Fk + Bi,kLk − KkCi,k)⊤Ei(Pk+1)(Ai,k − Fk + Bi,kLk − KkCi,k) ,

(3.68)

Pi,k = L⊤
k Ri,kLk + L⊤

k B⊤
i,kEi(Pk+1)Bi,kLk + (Fk − Bi,kLk)⊤Ei(Pk+1)(Fk − Bi,kLk) ,

(3.69)

initialized with Pi,K = Qi,K , Pi,K = 0nx
, Xi,0 = Ξi

0, and Xi,0 = Ξi
0 + ξi

0
(ξi

0
)⊤, and

ωi,k = tr
[
Ei(Pk+1 + Pk+1)Hi,kH⊤

i,k + Ei(Pk+1)KkJi,kJ⊤
i,kK⊤

k

]
+ Ei(ω,k+1) .

Proof. The proof is given in Appendix B.1.

At this point, we can state the following theorem that yields conditions for controller parameters
(Fk, Kk, Lk), k = 0, . . . , K − 1, which are optimal w.r.t. the upper bound (3.65).

Theorem 3.32. Suppose that the cost function (3.65) attains a minimum for a given sequence

(Fk, Kk, Lk) with k = 0, 1, . . . , K − 1. Then, for each k = 0, 1, . . . , K − 1, (Fk, Kk, Lk) satisfy

the necessary optimality conditions




ΦF (Dk) ΓF K(Dk) ΓF L(Dk)

ΓF K(Dk)⊤ ΦK(Dk) ΓKL(Dk)

ΓF L(Dk)⊤ ΓKL(Dk)⊤ ΦL(Dk)







vec [Fk]

vec [Kk]

vec [Lk]


+




ρ
F

(Dk)

ρ
K

(Dk)

ρ
L
(Dk)


 = 0 , (3.70)

where Dk = {(X1,k, X1,k, P1,k+1, P1,k+1), . . . , (XM,k, XM,k, PM,k+1, PM,k+1)} and

ΦF (Dk) =
M∑

i=1

[
Xi,k ⊗ Ei(Pk+1)

]
,

ΦK(Dk) =
M∑

i=1

[
(µi

kJi,kJ⊤
i,k + Ci,k(Xi,k + Xi,k)C⊤

i,k) ⊗ Ei(Pk+1)
]

,

ΦL(Dk) =
M∑

i=1

[
Xi,k ⊗ (Ri,k + B⊤

i,kEi(Pk+1 + Pk+1)Bi,k)
]

,

ΓF K(Dk) =
M∑

i=1

[
Xi,kC⊤

i,k ⊗ Ei(Pk+1)
]

,

ΓF L(Dk) = −
M∑

i=1

[
Xi,k ⊗ Ei(Pk+1)Bi,k

]
,

ΓKL(Dk) = −
M∑

i=1

[
Ci,kXi,k ⊗ Ei(Pk+1)Bi,k

]
,
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ρ
F

(Dk) = −vec

[
M∑

i=1

Ei(Pk+1)Ai,kXi,k

]
,

ρ
K

(Dk) = −vec

[
M∑

i=1

Ei(Pk+1)Ai,k(Xi,k + Xi,k)C⊤
i,k

]
,

ρ
L
(Dk) = vec

[
M∑

i=1

B⊤
i,kEi(Pk+1 + Pk+1)Ai,kXi,k

]
.

Proof. The proof is given in Appendix B.2.

In what follows, we present a numerical method for computation of the sequence of controller
gains (F0:K−1, K0:K−1, L0:K−1) in Algorithm 3.3 using the results of Theorem 3.32. We employ

a variational approach that generates a sequence of monotonically decreasing cost functions J [η]
0 .

The fixed point of this sequence yields a sequence (F
[∞]
0:K−1, K

[∞]
0:K−1, L

[∞]
0:K−1) that minimizes the

cost function J 0. The proposed approach can be seen as a DDP method [118] with a control
law assumption (see Sec. 2.5).

As argued in Sec. 3.6.2, computing F
[η]
k , K

[η]
k , and L

[η]
k in Step 4 of Algorithm 3.3 may be

numerically instable due to the matrix inversion. In this case, we propose to use the quadratic
program

min




vec
[
F

[η]
k

]

vec
[
K

[η]
k

]

vec
[
L

[η]
k

]




⊤ 


vec
[
F

[η]
k

]

vec
[
K

[η]
k

]

vec
[
L

[η]
k

]




s. t.




ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec
[
F

[η]
k

]

vec
[
K

[η]
k

]

vec
[
L

[η]
k

]


+




ρ
F

(D[η]
k )

ρ
K

(D[η]
k )

ρ
L
(D[η]

k )


 = 0 ,

(3.73)

where D[η]
k = {(X

[η]
1,k, X

[η]
1,k, P

[η]
1,k+1, P

[η]
1,k+1), . . . , (X

[η]
M,k, X

[η]
M,k, P

[η]
M,k+1, P

[η]
M,k+1)}. The quadratic

program (3.73) can be solved using solvers presented, e.g., in [62], [146], and [152].

Also, the above algorithm can be implemented in a receding horizon framework, where the
optimization horizon is usually much smaller than the operation horizon. This is especially
beneficial for long operation horizons. In the receding horizon framework, the controller
computes at each time step k of the operation horizon a sequence of controller parame-
ters (Fk:k+K , Kk:k+K , Lk:k+K) and uses this sequence only until it generates a new sequence
(Fk+t:k+t+K , Kk+t:k+t+K , Lk+t:k+t+K) at time step k + t, t ∈ {1, 2, ..., K}. In this framework, t

can either be fixed or change dynamically depending on when additional information becomes
available to the controller. Such information could be, e.g., a change of the operating point to
some point ζ ∈ R

nx which induces a shift of the origin according to the coordinate transform
xk − ζ.
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Algorithm 3.3 Computation of the controller parameters for finite-horizon dynamic output
feedback.
• Step 1: Set the iteration counter η = 0 and select an arbitrary sequence

(F
[0]
0:K−1, K

[0]
0:K−1, L

[0]
0:K−1). Furthermore, set the initial costs to J [0]

0 = ∞.

• Step 2: For k = 0, 1, . . . , K compute X
[η]
i,k and X

[η]
i,k using

X
[η]
j,k+1 =

M∑

i=1

pij

[
µi

kHi,kH⊤
i,k + µi

kK
[η]
k Ji,kJ⊤

i,k(K
[η]
k )⊤ + (Ai,k − F

[η]
k + Bi,kL

[η]
k − K

[η]
k Ci,k)

×X
[η]
i,k(Ai,k − F

[η]
k + Bi,kL

[η]
k − K

[η]
k Ci,k)⊤+(Ai,k − K

[η]
k Ci,k)X

[η]
i,k(Ai,k − K

[η]
k Ci,k)⊤

]
,

X
[η]
j,k+1 =

M∑

i=1

pij

[
µi

kK
[η]
k Ji,kJ⊤

i,k(K
[η]
k )⊤ + K

[η]
k Ci,kX

[η]
i,kC⊤

i,k(K
[η]
k )⊤

+(F
[η]
k + K

[η]
k Ci,k)X

[η]
i,k(F

[η]
k + K

[η]
k Ci,k)⊤

]
,

where X
[η]
i,0 and X

[η]
i,0 are initialized with Ξi

0 and ξi

0
(ξi

0
)⊤, respectively.

• Step 3: Set P
[η]
i,K = Qi,K , P

[η]
i,K = 0nx

, and ω
[η]
i,K = 0. Set the time counter k = K − 1.

• Step 4: Compute F̄k, K̄k, L̄k by solving the linear program



ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec
[
F̄k

]

vec
[
K̄k

]

vec
[
L̄k

]


+




ρ
F

(D[η]
k )

ρ
K

(D[η]
k )

ρ
L
(D[η]

k )


 = 0 , (3.71)

where D[η]
k = {(X

[η]
1,k, X

[η]
1,k, P

[η]
1,k+1, P

[η]
1,k+1), . . . , (X

[η]
M,k, X

[η]
M,k, P

[η]
M,k+1, P

[η]
M,k+1)}, and taking

the inverse of the vectorization operator.
• Step 5: For η ≥ 1, evaluate J [η]

k according to

J [η]
k =

M∑

i=1

tr
[
P

[η]
i,k(X

[η]
i,k + X

[η]
i,k) + P

[η]
i,kX

[η]
i,k

]
+ µi

kωi,k . (3.72)

If J [η]
k ≤ J [η−1]

k , set F
[η]
k = F̄k, K

[η]
k = K̄k, and L

[η]
k = L̄k. Otherwise set F

[η]
k = F

[η−1]
k ,

K
[η]
k = K

[η−1]
k , and L

[η]
k = L

[η−1]
k .

• Step 6: Compute the time update

P
[η]
i,k = Qi,k + (L

[η]
k )⊤Ri,kL

[η]
k + (Ai,k + Bi,kL

[η]
k )⊤Ei(P

[η]
k+1)(Ai,k + Bi,kL

[η]
k )

+ (Ai,k − F
[η]
k + Bi,kL

[η]
k − K

[η]
k Ci,k)⊤Ei(P

[η]
k+1)(Ai,k − F

[η]
k + Bi,kL

[η]
k − K

[η]
k Ci,k) ,

P
[η]
i,k = (L

[η]
k )⊤Ri,kL

[η]
k + (L

[η]
k )⊤B⊤

i,kEi(P
[η]
k+1)Bi,kL

[η]
k

+ (F
[η]
k − Bi,kL

[η]
k )⊤Ei(P

[η]
k+1)(F

[η]
k − Bi,kL

[η]
k ) ,

ω
[η]
i,k = tr

[
Ei(P

[η]
k+1 + P

[η]
k+1)Hi,kH⊤

i,k + Ei(P
[η]
k+1)K

[η]
k Ji,kJ⊤

i,k(K
[η]
k )⊤

]
+ Ei(ω

[η]
,k+1) .

Then, set k = k − 1 and if k > 0 return to Step 4. Otherwise, proceed to Step 7.
• Step 7: Compute J [η]

0 using (3.72). If J [η−1]
0 − J [η]

0 is sufficiently small, stop the algorithm.
Otherwise, set η = η + 1 and return to Step 2.
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T[1], ξ
0[1]

T[1], ξ
0[2]

T[2], ξ
0[1]

T[2], ξ
0[2]

optimal controller

from [38]
0.7254 0.0999 0.7523 0.1081

proposed

time-invariant controller
0.7423 0.1153 0.7587 0.1150

proposed

time-variant controller
0.7400 0.1142 0.7564 0.1147

Table 3.3: Median costs of the Monte Carlo simulation for the three compared controllers.

To conclude this section, the next theorem presents results on the convergence of the proposed
iterative algorithm.

Theorem 3.33. The sequences (F
[η]
0:K−1, K

[η]
0:K−1, L

[η]
0:K−1) computed using the iterative Algo-

rithm 3.3 generate a sequence of (non-strictly) monotonically decreasing costs, i.e., J [η+1]
0 ≤ J [η]

0 .

Furthermore, the sequence of controller parameters (F
[η]
0:K−1, K

[η]
0:K−1, L

[η]
0:K−1) converges to

(F0:K−1, K0:K−1, L0:K−1) = limη→∞(F
[η]
0:K−1, K

[η]
0:K−1, L

[η]
0:K−1).

Proof. The proof is given in Appendix B.3.

In the next section, we provide a numerical example, where we demonstrate the performance of
both the infinite-horizon and finite-horizon controllers for MJLS without mode observations,
whose parameters are computed using the iterative algorithms Algorithm 3.2 and Algorithm 3.3,
respectively.

3.7.3 Numerical Example

In order to demonstrate the time-invariant control approach presented in Sec. 3.6 and the
time-variant method from this section, we choose the parameters of (3.54) to

A1 =

[
1.2 1.2

0 1

]
, A2 =

[
1 0.8

0 1

]
, B1 =

[
0

1

]
, B2 =

[
0

0.2

]
, H1 = H2 =

[
0.2 0

0 0.2

]
,

C1 =
[
1 0

]
, C2 =

[
0.8 0

]
, J1 = J2 = 0.1 , Q1 = Q2 = I2 , R1 = R2 = 1 .

Two different transition matrices

T[1] =

[
0.7 0.3

0.6 0.4

]
and T[2] =

[
0.9 0.1

0.9 0.1

]
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Chapter 3. Control of MJLS without Mode Observation

Figure 3.6: Convergence of the bound J 0[η] of the optimal costs J0.

with the initial mode distribution µ
0

= [1 0] are assumed. The spectral radius of the open-loop
system is 1.2970 for T[1] and 1.3960 for T[2], which means that the MJLS is unstable in both
cases. For the initial system state, we choose two different means (ξ1

0,[1]
= [5 0]⊤, ξ2

0,[1]
= [0 0]⊤)

and (ξ1
0,[2]

= ξ2
0,[2]

= [0 0]⊤) with covariances Ξ1
0 = 0.12 · I2, Ξ2

0 = 02. The simulation includes
the control approaches presented in this section and Sec. 3.6, and the optimal control approach
with mode feedback from [38]. The results of a Monte Carlo simulation with 1e5 runs à 100

time steps are summarized in Table 3.3, where the medians of the average costs, i.e., J /K, can
be seen. An example run with T[1] and initial mean ξ0,[1]

0
is depicted in Fig. 3.8. A reference

implementation of the proposed algorithms for computation of the controller parameters for
both the infinite-horizon and the finite-horizon control of MJLS without mode observation is
available on GitHub [53].

Figure 3.7: Depicted are the traces of X1, X1, P1, and P1, whose convergence indicates
convergence of Algorithm 3.2.
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3.7 Finite-Horizon Dynamic Output Feedback

According to Table 3.3, the time-variant approach performs slightly better than the time-
invariant method. Furthermore, Fig. 3.6 demonstrates the convergence of the expected costs
J [η]

0 over iterations η for the same parameters as in the example run in Fig. 3.8. It can be seen,
that the costs converge after approximately five iterations. The convergence of Algorithm 3.2 is
demonstrated in Fig. 3.7, where the traces of X1, X1, P1, and P1 are depicted over the number
of iteration of Algorithm 3.2. To generate this plot, we assumed the same parameters as used
for the example run depicted in Fig. 3.8. It can be seen that the traces of X1, X1, P1, and P1

converge after approximately 15 iterations.
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Figure 3.8: Trajectories of an example run with T[1] and ξ0,[1]
0

.
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CHAPTER

4

Conclusion

In stochastic optimal control, dual effect is inherent to optimality except in a few very special
cases. Thus, only closed-loop controllers can achieve optimality. However, their computation
is usually intractable and requires approximations. In this thesis, we addressed approximate
closed-loop stochastic optimal control of (i) nonlinear systems with smooth dynamics and (ii)
MJLS with non-observed mode. In what follows, we summarize the contribution presented in
this work and outline possible future research directions.

4.1 Contribution

Statistical Taylor Expansion and Linear Closed-loop Controller for Nonlinear Stochastic

Systems

In this thesis, we proposed a method for statistical Taylor expansion of a scalar function at a
probability distribution given in terms of particles. The second-order statistical Taylor expansion
was then used in stochastic optimal control for approximation of the costs along a reference
trajectory in order to derive a closed-loop linear controller for stochastic nonlinear systems
(the controller linearity was induced by the approximation). Simulations and observations in
nonlinear filtering indicate that the proposed approach may be more robust than state-of-the-art
approaches which rely on EKF-based Taylor expansion of the costs around the mean of the
Gaussian probability distribution that represents the current state. Moreover, the proposed
approximation scheme also can be applied to other problems where local function approximation
over the domain of probability distributions maintained in form of particles is required.

Framework for GP Regression over the Domain of General Probability Distributions

As an alternative to statistical Taylor expansion, we presented a framework for GP regression
of functions whose arguments are general probability distributions. This approximation scheme
can be used to obtain control laws that are nonlinear, which can improve the possible controller
performance. The main notion of the proposed GP framework is to define the covariance
functions that determine the GP in terms of the distance between the probability distributions
provided as inputs. Different distance measures between probability distributions were reviewed
and their applicability in the proposed framework was discussed. Numerical evaluations indicate
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Chapter 4. Conclusion

that the estimation of the GP parameters can be performed as in the classical GP framework
with deterministic inputs. In a provided example, where a modified Rosenbrock function was
approximated, the proposed approximation scheme outperformed a related state-of-the-art
approach.

Sufficient Stabilizability Conditions for Linear Static Output-Feedback Control of MJLS

without Mode Observation

In our analysis of static output-feedback control of MJLS without mode observation, we have
demonstrated that it is possible to recast the BMI, whose solution determines the parameters of
the optimal mode-independent regulator gain, into an LMI by introducing additional constraints.
This insight allows for an efficient stabilizability check for MJLS with non-observed mode.
Unfortunately, the presented criterion depends on the particular state space representation.
Thus, we proposed an iterative algorithm for computation of the regulator gain and evaluated
its performance in a numerical example. Moreover, we showed that the proposed algorithm
converges if the MJLS is stabilizable via mode-independent static output feedback.

Computation of both a Finite-horizon and an Infinite-horizon Linear Dynamic Output-

Feedback Controller for MJLS without Mode Observation

Finally, in the last two sections of this thesis, we addressed both finite-horizon and infinite-
horizon dynamic output-feedback control of MJLS without mode observation. For each of the
considered problems, we proposed an iterative algorithm for computation of the parameters of
a linear control law. The main contribution herein consists in the proposition of a bound for
the second moment of the closed-loop system state. Additionally, we showed that the proposed
algorithm for computation of the parameters of the time-variant control law for finite-horizon
control converges to a local minimum. Convergence of the algorithm for computation of
the parameters of the time-invariant control law for infinite-horizon control remains an open
question.

4.2 Future Research Directions

In the course of this thesis, we have addressed selected problems in control of nonlinear systems
with smooth dynamics and systems with linear switching dynamics. Our insights and proposed
approaches form a solid foundation for future research and development. In what follows, we
discuss a selection of possible future extensions.

In the trajectory optimization approach that uses the proposed second-order statistical Taylor
expansion, we optimized only a single nominal reference trajectory. However, to improve
robustness and to increase the chance of reaching a global minimum, it is possible to optimize
a bundle of reference trajectories. To generate such a bundle, we first need to sample the
initial system state and trajectories of the process noise and the measurement noise. Then,
these samples can be used together with the current control law in order to generate a bundle
of reference trajectories. During improvement of the control law, we then have to perform a
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statistical Taylor expansion at the state estimates of each of the trajectories and combine the
approximations according to the weights of the trajectories. The investigation of this approach
can also include the EKF-based approximation method published in [158, 159].

The proposed framework for GP regression on the space of general probability distributions is not
limited to its application as a cost function approximation method in trajectory optimization.
Moreover, it can be used for reconstruction of distributed phenomena, for global value function
approximation in POMDPs [132], and in reinforcement learning [147] as an approximator for
the so-called Q-function. However, for these applications, it is necessary to investigate how well
the proposed framework can extrapolate the approximated function in the infinite space of
general probability distributions. Nevertheless, the notion to define the covariance functions in
terms of the distance between the probability distributions provided as inputs can be applied
in other Bayesian function approximation approaches and in probabilistic machine learning.

In order to be able to derive convergent algorithms for computation of controller parameters for
dynamic output-feedback control of MJLS without mode observation, we proposed to bound the
second moment of the closed-loop system from above. However, this may result in conservatism,
because by construction, the bound implies that the internal controller state corresponds to an
unbiased estimate of the MJLS state for each mode. Thus, alternative approaches, where this
confinement does not hold, may lead to a better control performance. A possible starting point
for this research direction are projection-based gradient flow optimization algorithms [167, 88].
Their application to control of MJLS without mode observation would imply a projection of
the second moment of the closed-loop system onto positive definite matrices that lie within the
matrices formed by our approximation.

Often times, the state of a dynamical system is very large and comprises state variables that are
not necessary for control. In order to account for this issue, the internal state of reduced-order

dynamic controllers has a smaller dimension than the state of the process. Derivation of reduced-
order optimal controllers for linear systems with deterministic and white parameters is already
mature [91, 135, 13, 170, 161, 171, 86]. On the other hand, reduced-order control of MJLS is
quite new and considers only problems where the mode is fed back to the controller [177, 121].
Thus, derivation of reduced-order versions of both the dynamic finite-horizon and the infinite-
horizon controllers from Secs. 3.6 and 3.7 constitutes an interesting and relevant future research
direction.

Finally, many networked control systems can be formalized as a Markov Jump System (MJS).
In scenarios, where both the control inputs and the measurements or local state estimates are
transmitted to the controller over a data network that introduces delays and losses, which are
modeled as a stochastic process [64], the closed-loop system can be modeled as an MJS with two
sets of modes. The first set of modes is observed and models the age of received measurements
or local state estimates. On the other hand, the second set of modes is not observed, because it
models the age of the control input that is actually applied to the process. Thus, an extension
of the methods proposed in the second part of this thesis to such dual-mode MJS forms another
possible research direction.
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APPENDIX

A

Proofs for Sec. 3.6

A.1 Proof of Theorem 3.27

Using Proposition 3.25, we can convert the optimization problem (3.42) into

inf
F,K,L,X̃∞,P̃∞

H =
M∑

i=1

tr
[
Q̃iX̃

i
∞ + Ei(P̃∞)

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]
− P̃i

∞X̃i
∞
]

.

The necessary optimality conditions are

∂H
∂F

= 0nx
,

∂H
∂K

= 0nx×ny
,

∂H
∂L

= 0nu×nx
,

∂H
∂X̃i

∞
= 02nx

,
∂H

∂P̃i
∞

= 02nx
.

From ∂H/∂X̃i
∞ and ∂H/∂P̃i

∞, we obtain

X̃j
∞ =

M∑

i=1

pij

[
ÃiX̃

i
∞Ã⊤

i + µi
∞H̃iH̃

⊤
i

]

and

P̃i
∞ = Q̃i + Ã⊤

i Ei(P̃∞)Ãi ,

for whose partitions it holds

X
j
1,∞ =

M∑

i=1

pij

[
AiX

i
1,∞A⊤

i + AiX
i
12,∞L⊤B⊤

i + BiL(Xi
12,∞)⊤A⊤

i + BiLXi
2,∞L⊤B⊤

i

+µi
∞HiH

⊤
i

]
, (A.1)

X
j
12,∞ =

M∑

i=1

pij

[
AiX

i
1,∞C⊤

i K⊤ + AiX
i
12,∞F⊤ + BiL(Xi

12,∞)⊤C⊤
i K⊤ + BiLXi

2,∞F⊤
]

,

(A.2)

X
j
2,∞ =

M∑

i=1

pij

[
KCiX

i
1,∞C⊤

i K⊤ + KCiX
i
12,∞F⊤ + F(Xi

12,∞)⊤C⊤
i K⊤ + FXi

2,∞F⊤

+µi
∞KJiJ

⊤
i K⊤

]
, (A.3)
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Pi
1,∞ = Qi + A⊤

i Ei(P̃1,∞)Ai + A⊤
i Ei(P̃12,∞)KCi + C⊤

i K⊤(Ei(P̃12,∞))⊤Ai

+ C⊤
i K⊤Ei(P̃2,∞)KCi , (A.4)

Pi
12,∞ = A⊤

i Ei(P̃1,∞)BiL + A⊤
i Ei(P̃12,∞)F + C⊤

i K⊤(Ei(P̃12,∞))⊤BiL + C⊤
i K⊤Ei(P̃2,∞)F ,

(A.5)

Pi
2,∞ = L⊤B⊤

i Ei(P̃1,∞)BiL + L⊤B⊤
i Ei(P̃12,∞)F + F⊤(Ei(P̃12,∞))⊤BiL + F⊤Ei(P̃2,∞)F

+ L⊤RiL . (A.6)

Using substitutions (3.43) in (A.3), we obtain (3.45). Next, we show (3.45). To this end,
observe that (3.43) yields

Xi = lim
k→∞

E
{

xkx⊤
k ✶θk=i

}
− E

{
xkx̂⊤

k ✶θk=i

}
− E

{
x̂kx⊤

k ✶θk=i

}
+ E

{
x̂kx̂⊤

k ✶θk=i

}

= Xi
1,∞ − Xi

12,∞ − (Xi
12,∞)⊤ + Xi

2,∞

=
M∑

i=1

pij

[
AiX

i
1,∞A⊤

i + AiX
i
12,∞L⊤B⊤

i + BiL(Xi
12,∞)⊤A⊤

i + BiLXi
2,∞L⊤B⊤

i + µi
∞HiH

⊤
i

−AiX
i
1,∞C⊤

i K⊤ − AiX
i
12,∞F⊤ − BiL(Xi

12,∞)⊤C⊤
i K⊤ − BiLXi

2,∞F⊤ − KCiX
i
1,∞Ai

−F(Xi
12,∞)⊤A⊤

i − KCiX
i
12,∞L⊤B⊤

i − FXi
2,∞L⊤B⊤

i + KCiX
i
1,∞C⊤

i K⊤ + KCiX
i
12,∞F⊤

+F(Xi
12,∞)⊤C⊤

i K⊤ + FXi
2,∞F⊤ + µi

∞KJiJ
⊤
i K⊤

]
,

where we used (A.1)–(A.3). Finally, with substitutions from (3.43), we obtain (3.45).

Next, we show (3.47) and (3.48). In analogy to control of LTI systems, we can interpret the
Lagrange multiplier P̃i

∞ as the second moment of the costate of x̃k. Let denote this state as

ξ̃
k

= [ξ⊤
k

ξ̂
⊤
k

]⊤. Then, in analogy to (3.44), the substitutions (3.43) imply

Pi = lim
k→∞

E

{
ξ̂

k
ξ̂

⊤
k
✶θk=i

}
and Pi = lim

k→∞
E
{

(ξ
k

− ξ̂
k
)(ξ

k
− ξ̂

k
)⊤
✶θk=i

}
.

Thus, (3.43) used in (A.6) yields (3.48). From

Pi = lim
k→∞

E
{

(ξ
k

− ξ̂
k
)(ξ

k
− ξ̂

k
)⊤
✶θk=i

}

= Pi
1,∞ − Pi

12,∞ − (Pi
12,∞)⊤ + Pi

2,∞

we get by using (A.4)–(A.6)

Pi = A⊤
i Ei(P̃1,∞)Ai + A⊤

i Ei(P̃12,∞)KCi + C⊤
i K⊤(Ei(P̃12,∞))⊤Ai + C⊤

i K⊤Ei(P̃2,∞)KCi + Qi

− A⊤
i Ei(P̃1,∞)BiL − A⊤

i Ei(P̃12,∞)F − C⊤
i K⊤(Ei(P̃12,∞))⊤BiL − C⊤

i K⊤Ei(P̃2,∞)F

− L⊤B⊤
i Ei(P̃1,∞)Ai − F⊤(Ei(P̃12,∞))⊤Ai − L⊤B⊤

i Ei(P̃12,∞)KCi − FEi(P̃2,∞)KCi

+ L⊤B⊤
i Ei(P̃1,∞)BiL + L⊤B⊤

i Ei(P̃12,∞)F + F⊤(Ei(P̃12,∞))⊤BiL + F⊤Ei(P̃2,∞)F +L⊤RiL

that yields (3.47) if we apply (3.43).

92



A.1 Proof of Theorem 3.27

Now, observe that the Hamiltonian in Proposition 3.25 can be written as

H =
M∑

i=1

tr
[
QiX

i
1,∞ + L⊤RiLXi

2,∞ − Pi
1,∞Xi

1,∞ − 2(Pi
12,∞)⊤Xi

12,∞ − Pi
2,∞Xi

2,∞

+µi
∞Ei(P̃1,∞)HiH

⊤
i + µi

∞Ei(P̃2,∞)KJiJ
⊤
i K⊤ + Ei(P̃1,∞)AiX

i
1,∞A⊤

i

+2Ei(P̃1,∞)AiX
i
12,∞L⊤B⊤

i + Ei(P̃1,∞)BiLXi
2,∞L⊤B⊤

i + 2(Ei(P̃12,∞))⊤AiX
i
1,∞C⊤

i K⊤

+2(Ei(P̃12,∞))⊤AiX
i
12,∞F⊤ + 2(Ei(P̃12,∞))⊤BiL(Xi

12,∞)⊤C⊤
i K⊤

+2(Ei(P̃12,∞))⊤BiLXi
2,∞F⊤ + Ei(P̃2,∞)KCiX

i
1,∞C⊤

i K⊤ + 2Ei(P̃2,∞)KCiX
i
12,∞F⊤

+Ei(P̃2,∞)FXi
2,∞F⊤

]

that yields

H =
M∑

i=1

tr
[
Qi(Xi + Xi) + L⊤RiLXi − PiXi − PiXi − PiXi + µi

∞(Λi + Pi)HiH
⊤
i

+µi
∞PiKJiJ

⊤
i K⊤ + (Λi + Pi)Ai(Xi + Xi)A

⊤
i + 2(Λi + Pi)AiXiL

⊤B⊤
i

+(Λi + Pi)BiLXiL
⊤B⊤

i − 2PiAi(Xi + Xi)C
⊤
i K⊤ − 2PiAiXiF

⊤ − 2PiBiLXiC
⊤
i K⊤

−2PiBiLXiF
⊤ + PiKCi(Xi + Xi)C

⊤
i K⊤ + 2PiKCiXiF

⊤ + PiFXiF
⊤
]

,

if we use (3.43). Next, we use the identities

vec [ABC] = (C⊤ ⊗ A)vec [B]

and

tr
[
A⊤B

]
= vec [A]⊤ vec [B] ,

which gives us

H =
M∑

i=1

tr
[
Qi(Xi + Xi) − PiXi − PiXi − PiXi + µi

∞(Λi + Pi)HiH
⊤
i

+(Λi + Pi)Ai(Xi + Xi)A
⊤
i

]
+ vec [L]⊤

(
M∑

i=1

[
Xi ⊗ (Ri + B⊤

i + (Λi + Pi)Bi)
])

vec [L]

+ 2vec

[
M∑

i=1

B⊤
i (Λi + Pi)AiXi

]⊤

vec [L] + vec [F]⊤
(

M∑

i=1

[Xi ⊗ Pi]

)
vec [F]

+ vec [K]⊤
(

M∑

i=1

[
(µi

∞JiJ
⊤
i + Ci(Xi + Xi)C

⊤
i ) ⊗ Xi

])
vec [K] − 2vec

[
M∑

i=1

PiAiXi

]⊤

vec [F]

− 2vec

[
M∑

i=1

PiAi(Xi + Xi)C
⊤
i

]⊤

vec [K] − 2vec [L]⊤
(

M∑

i=1

[
XiC

⊤
i ⊗ B⊤

i Pi

])
vec [K]

− 2vec [L]⊤
(

M∑

i=1

[
Xi ⊗ B⊤

i Pi

])
vec [F] + 2vec [K]⊤

(
M∑

i=1

[CiXi ⊗ Pi]

)
vec [F]
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=
M∑

i=1

tr
[
Qi(Xi + Xi) − PiXi − PiXi − PiXi + (Λi + Pi)Ai(Xi + Xi)A

⊤
i

]

+ µi
∞(Λi + Pi)HiH

⊤
i + vec [L]⊤ ΦL(D)vec [L] + vec [K]⊤ ΦK(D)vec [K] (A.7)

+ vec [F]⊤ ΦF (D)vec [F] + 2vec [K]⊤ ΓKL(D)vec [L] + 2vec [F]⊤ ΓF L(D)vec [L]

+ 2vec [F]⊤ ΓF K(D)vec [K] + 2vec [L]⊤ ρ
L
(D) + 2vec [K]⊤ ρ

K
(D) + 2vec [F]⊤ ρ

F
(D) ,

where we used the definitions (3.50). Differentiation of (A.7) with respect to vec [F], vec [K],
and vec [L], and setting the results equal to zero yields

2ΦF (D)vec [F] + 2ΓF L(D)vec [L] + 2ΓF K(D)vec [F] + 2ρ
F

(D) = 0 ,

2ΦK(D)vec [K] + 2ΓKL(D)vec [L] + 2ΓF K(D)vec [F] + 2ρ
K

(D) = 0 ,

2ΦL(D)vec [L] + 2ΓKL(D)vec [K] + 2ΓF L(D)vec [F] + 2ρ
L
(D) = 0

that can be written as the necessary optimality condition (3.49), thus concluding the proof.
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APPENDIX

B

Proofs for Sec. 3.7

B.1 Proof of Theorem 3.31

To prove the claim of Theorem 3.31, we first show by induction that the dynamics of the
closed-loop second moment

X̃
j
k+1 =

M∑

i=1

pij,k

[
Ãi,kX̃i

kÃ⊤
i,k + µi

kH̃i,kH̃⊤
i,k

]

can be bounded pointwise from above in the positive semidefinite sense using Proposition 3.26.
At time step k = 0, it follows directly from (3.43) that

X̃
j
0 =

[
Xi

1,0 Xi
12,0

(Xi
12,0)⊤ Xi

2,0

]
≤
[
Xi,0 + Xi,0 Xi,0

Xi,0 Xi,0

]
.

Now, let the bound hold for a k = 0, . . . , K − 1. Then, due to the linearity of the operator that
maps X̃i

k, i = 1, . . . , M to X̃
j
k+1 for j = 1, . . . , M , we have

X̃
j
k+1 =

M∑

i=1

pij,k

[
Ãi,kX̃i

kÃ⊤
i,k + µi

kH̃i,kH̃⊤
i,k

]
≤

M∑

i=1

pij,k

[
Ãi,kX̂i

kÃ⊤
i,k + µi

kH̃i,kH̃⊤
i,k

]
, (B.1)

where

X̂i
k =

[
Xi,k + Xi,k Xi,k

Xi,k Xi,k

]
.

Using that the dynamics of the cost-related matrices P̃i
k are determined by

P̃i
k = Q̃i,k + Ã⊤

i,kEi(P̃k+1)Ãi,k ,

and following the same argumentation via induction that starts at k = K as above, we can
obtain the pointwise upper bound in the positive semidefinite sense

P̃i
k =

[
Pi

k Pi
12,k

(Pi
12,k)⊤ Pi

2,k

]
≤
[
Pi,k + Pi,k −Pi,k

−Pi,k Pi,k

]
= P̂i

k , (B.2)
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where Pi,k and Pi,k are defined as in Proposition 3.26.

With these prerequisites, we can show by induction that the pointwised upper bound (3.65)
holds. To this end, we observe that from (B.1) and (B.2), we obtain using Lemma 3.30

tr
[
P̃i

kX̃i
k

]
≤ tr

[
P̂i

kX̂i
k

]
= tr

[
Pi,k(Xi,k + Xi,k) + Pi,kXi,k

]
.

Finally, using the Proposition 3.26 in computation of ωi,k in (3.29) concludes the proof.

B.2 Proof of Theorem 3.32

We begin by noting that the costs Jk at time step k of the optimization horizon are independent
of the parameters (Ft, Kt, Lt) for t < k. Thus, we can use the recursion (3.65) in order to
derive (3.70). To this end, assume that except (Fk, Kk, Lk), all other controller parameters
(Ft, Kt, Lt) with t 6= k are the minimizers of J . Then, in order to be a minimizer of J k,
(Fk, Kk, Lk) must satisfy the necessary optimality conditions

∂J k

∂Fk

= 0nx
,

∂J k

∂Kk

= 0nx×ny
,

∂J k

∂Lk

= 0nu×nx
. (B.3)

Next, we rewrite J k as

J k =
M∑

i=1

tr
[
Qi,k(Xi,k + Xi,k) + L⊤

k Ri,kLkXi,k + Ei(Pk+1 + Pi,k+1)Ai,k(Xi,k + Xi,k)A⊤
i,k

−2C⊤
i,kK⊤

k Ei(Pk+1)Ai,k(Xi,k + Xi,k) + Ei(Pk+1)KkCi,k(Xi,k + Xi,k)C⊤
i,kK⊤

k

+2Ei(Pk+1 + Pk+1)Bi,kLkXi,kA⊤
i,k − 2Ei(Pk+1)Bi,kLkXi,kC⊤

i,kK⊤
k

−2Ei(Pk+1)FkXi,kA⊤
i,k + 2Ei(Pk+1)FkXi,kC⊤

i,kK⊤
k − 2Ei(Pk+1)Bi,kLkXi,kF⊤

k

+Ei(Pk+1 + Pk+1)Bi,kLkXi,kL⊤
k B⊤

i,k + Ei(Pk+1)FkXi,kF⊤
k

]

+ µi
kEi(ω,k+1) + µi

ktr
[
Ei(Pk+1 + Pk+1)Hi,kH⊤

i,k + Ei(Pk+1)KkJi,kJ⊤
i,kK⊤

k

]
.

(B.4)

Then, we use the identities

vec [ABC] = (C⊤ ⊗ A)vec [B] ,

tr
[
A⊤B

]
= vec [A]⊤ vec [B]

in (B.4) and obtain

J k =
M∑

i=1

tr
[
Qi,k(Xi,k + Xi,k) + Ei(Pk+1 + Pi,k+1)Ai,k(Xi,k + Xi,k)A⊤

i,k

+µi
kEi(Pk+1 + Pk+1)Hi,kH⊤

i,k

]
+ µi

kEi(ω,k+1)
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+ vec [Lk]⊤
(

M∑

i=1

[
Xi,k ⊗ (Ri,k + B⊤

i,kEi(Pk+1 + Pk+1)Bi,k)
])

vec [Lk]

+ vec [Kk]⊤
(

M∑

i=1

[
(µi

kJi,kJ⊤
i,k + Ci,k(Xi,k + Xi,k)C⊤

i,k) ⊗ Ei(Pk+1)
])

vec [Kk]

− 2vec [Kk]⊤
(

M∑

i=1

[
Ci,kXi,k ⊗ Ei(Pk+1Bi,k)

])
vec [Lk]

+ 2vec [Lk]⊤ vec

[
M∑

i=1

B⊤
i,kEi(Pk+1 + Pk+1)Ai,kXi,k

]

− 2vec [Kk]⊤ vec

[
M∑

i=1

Ei(Pk+1)Ai,k(Xi,k + Xi,k)C⊤
i,k

]

− 2vec [Fk]⊤ vec

[
M∑

i=1

Ei(Pk+1)Ai,kXi,k

]

− 2vec [Fk]⊤
(

M∑

i=1

[
Xi,k ⊗ Ei(Pk+1)Bi,k

])
vec [Lk]

+ 2vec [Fk]⊤
(

M∑

i=1

[
Xi,kC⊤

i,k ⊗ Ei(Pk+1)
])

vec [Kk]

+ vec [Fk]⊤
(

M∑

i=1

[
Xi,k ⊗ Ei(Pk+1)

])
vec [Fk]

=
M∑

i=1

tr
[
Qi,k(Xi,k + Xi,k) + Ei(Pk+1 + Pi,k+1)Ai,k(Xi,k + Xi,k)A⊤

i,k

+µi
kEi(Pk+1 + Pk+1)Hi,kH⊤

i,k

]
+ µi

kEi(ω,k+1) + vec [Lk]⊤ ΦL(Dk)vec [Lk]

+ vec [Kk]⊤ ΦK(Dk)vec [Kk] + vec [Fk]⊤ ΦF (Dk)vec [Fk] + 2vec [Kk]⊤ ΓKL(Dk)vec [Lk]

+ 2vec [Fk]⊤ ΓF L(Dk)vec [Lk] + 2vec [Fk]⊤ ΓF K(Dk)vec [Kk] + 2vec [Lk]⊤ ρ
L
(Dk)

+ 2vec [Kk]⊤ ρ
K

(Dk) + 2vec [Fk]⊤ ρ
F

(Dk) .

(B.5)

Finally, evaluation of the necessary optimality conditions (B.3) yields the results of Theorem 3.32.

B.3 Proof of Theorem 3.33

We begin by defining the sequence of controller parameters G[η,t]
0:K−1 at iteration η of Algorithm 3.3

according to

G[η,t]
0:K−1 = {(F

[η−1]
0 , K

[η−1]
0 , L

[η−1]
0 ), . . . , (F

[η−1]
t−1 , K

[η−1]
t−1 , L

[η−1]
t−1 ),

(F
[η]
t , K

[η]
t , L

[η]
t ), . . . , (F

[η]
K , K

[η]
K , L

[η]
K )} ,
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where the controller parameters from t to the end of the optimization horizon have been updated
(highlighted in blue in the above equation) and the others are still the same as after having
performed iteration η − 1. In order to show pointwise convergence of the costs-to-go at a
time step k of the optimization horizon, we will evaluate the difference J [η,k]

k − J [η,k+1]
k for

k = 0, . . . , K − 1, i.e., we compute the difference between the costs-to-go J [η,k]
k at iteration η of

Algorithm 3.3, whose control law at time step k has been updated, and the costs J [η,k+1]
k , whose

control law at time step k is the same as at iteration η − 1 of Algorithm 3.3. We can formalize
this definition of J [η,k]

k and J [η,k+1]
k by saying that J [η,k]

k was computed using G[η,k]
0:K−1 and

J [η,k+1]
k using G[η,k+1]

0:K−1 . The sequences G[η,k]
0:K−1 and G[η,k+1]

0:K−1 are identical from 0 to k − 1 and from
k + 1 to the end of the optimization horizon. Thus, Xi,0:k and Xi,0:k, and Pi,k+1:K and Pi,k+1:K

with i = 1, . . . , M are equal for G[η,k]
0:K−1 and G[η,k+1]

0:K−1 . Also, the sequence of noise-associated costs
ωi,k+1:K is also equal for both sequences of controller parameters. Now, let (Fk, Kk, Lk) be the
controller parameters of G[η,k]

0:K−1 at time step k, i.e., the updated parameters that satisfy (3.70).

Further, let (F′
k, K′

k, L′
k) denote the controller parameters of G[η,k]

0:K−1 before the update. Then,
for the difference of bounded costs-to-go (3.65), it holds

J [η,k]
k − J [η,k+1]

k =




vec [Fk]

vec [Kk]

vec [Lk]




⊤ 


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [Fk]

vec [Kk]

vec [Lk]




+ 2




vec [Fk]

vec [Kk]

vec [Lk]




⊤ 


ρ
F

(D[η]
k )

ρ
K

(D[η]
k )

ρ
L
(D[η]

k )


− 2




vec [F′
k]

vec [K′
k]

vec [L′
k]




⊤ 


ρ
F

(D[η]
k )

ρ
K

(D[η]
k )

ρ
L
(D[η]

k )




−




vec [F′
k]

vec [K′
k]

vec [L′
k]




⊤ 


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [F′
k]

vec [K′
k]

vec [L′
k]


 ,

(B.6)

where we used the vectorized formulation of J [η,k]
k and J [η,k+1]

k according to (B.5) and rewrote

the difference J [η,k]
k − J [η,k+1]

k in terms of the stacked vector [vec [Fk]⊤ vec [Kk]⊤ vec [Lk]⊤]⊤

of the updated controller parameters and the stacked vector [vec [F′
k]⊤ vec [K′

k]⊤ vec [L′
k]⊤]⊤

of controller parameters before the update.

Next, we observe that from the necessary optimality conditions (3.70), it follows




ρ
F

(D[η]
k )

ρ
K

(D[η]
k )

ρ
L
(D[η]

k )


 = −




ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [Fk]

vec [Kk]

vec [Lk]


 .
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Using this identity in (B.6), yields

J [η,k]
k − J [η,k+1]

k = −




vec [Fk]

vec [Kk]

vec [Lk]




⊤ 


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [Fk]

vec [Kk]

vec [Lk]




+ 2




vec [Fk]

vec [Kk]

vec [Lk]




⊤ 


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [F′
k]

vec [K′
k]

vec [L′
k]




−




vec [F′
k]

vec [K′
k]

vec [L′
k]




⊤ 


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [F′
k]

vec [K′
k]

vec [L′
k]




=−




vec [Fk] − vec [F′
k]

vec [Kk] − vec [K′
k]

vec [Lk] − vec [L′
k]




⊤


ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )







vec [Fk] − vec [F′
k]

vec [Kk] − vec [K′
k]

vec [Lk] − vec [L′
k]


 ,

which proves that the difference J [η,k]
k − J [η,k+1]

k is not positive, because the matrix



ΦF (D[η]
k ) ΓF K(D[η]

k ) ΓF L(D[η]
k )

ΓF K(D[η]
k )⊤ ΦK(D[η]

k ) ΓKL(D[η]
k )

ΓF L(D[η]
k )⊤ ΓKL(D[η]

k )⊤ ΦL(D[η]
k )




is the Hessian of the costs-to-go at time step k, and thus, at least positive semidefinite.
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