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#### Abstract

We propose an approximation algorithm based on the Lagrangian or price directive decomposition method to compute an $\epsilon$-approximate solution of the mixed fractional packing and covering problem: find $x \in B$ such that $f(x) \leq$ $(1+\epsilon) a, g(x) \geq(1-\epsilon) b$ where $f(x), g(x)$ are vectors with $M$ nonnegative convex and concave functions, $a$ and $b$ are $M$-dimensional nonnegative vectors and $B$ is a convex set that can be queried by an optimization or feasibility oracle. We propose an algorithm that needs only $O\left(M \epsilon^{-2} \ln \left(M \epsilon^{-1}\right)\right)$ iterations or calls to the oracle. The main contribution is that the algorithm solves the general mixed fractional packing and covering problem (in contrast to pure fractional packing and covering problems and to the special mixed packing and covering problem with $B=\mathbb{R}_{+}^{N}$ ) and runs in time independent of the so-called width of the problem.
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## 1 Introduction.

We study mixed fractional packing and covering problems $\left(M P C_{\epsilon}\right)$ of the following form: Given a vector $f: B \rightarrow \mathbb{R}_{+}^{M}$ of $M$ nonnegative continuous convex functions and a vector $g: B \rightarrow \mathbb{R}_{+}^{M}$ of $M$ nonnegative continuous concave functions, two $M$-dimensional nonnegative vectors $a, b$, a nonempty convex compact set $B$ and a relative tolerance $\epsilon \in(0,1)$, find an approximately feasible vector $x \in B$ such that $f(x) \leq(1+\epsilon) a$ and $g(x) \geq(1-\epsilon) b$ or find a

[^0]proof that no vector is feasible (that satisfies $x \in B, f(x) \leq a$ and $g(x) \geq b)$. W.l.o.g. we may assume that $a$ and $b$ are equal to the vector $e$ of all ones.

The fractional packing problem with convex constraints, i.e. to find $x \in B$ such that $f(x) \leq(1+\epsilon) a$, is solved in $[6,7,10]$ by the Lagrangian decomposition method in $O\left(M\left(\epsilon^{-2}+\ln M\right)\right)$ iterations where each iteration requires a call to an approximate block solver $A B S(p, t)$ of the form: find $\hat{x} \in B$ such that $p^{T} f(\hat{x}) \leq(1+t) \Lambda(p)$ where $\Lambda(p)=\min _{x \in B} p^{T} f(x)$. Furthermore, Grigoriadis et al. [8] proposed also an approximation algorithm for the fractional covering problem with concave constraints, i.e. to find $x \in B$ such that $g(x) \geq(1-\epsilon) b$, within $O\left(M\left(\epsilon^{-2}+\ln M\right)\right)$ iterations where each iteration requires here a call to an approximate block solver $A B S(q, t)$ of the form: find $\hat{x} \in B$ such that $q^{T} g(\hat{x}) \geq(1-t) \Lambda(q)$ where $\Lambda(q)=\max _{x \in B} q^{T} g(x)$. Both algorithms solve also the corresponding min-max and max-min optimization variants within the same number of iterations. Furthermore, the algorithms can be generalized to the case where the block solver has arbitrary approximation ratio [9-11].

Further interesting algorithms for the fractional packing and fractional covering problem with linear constraints were developed by Plotkin et al. [14] and Young [16]. These algorithms have a running time that depends linearly on the width $\rho$ - an unbounded function of the input instance. Several relatively complicated techniques were proposed to reduce this dependence. Garg and Könemann [5] described a nice algorithm for the fractional packing problem with linear constraints that needs only $O\left(M \epsilon^{-2} \ln M\right)$ iterations. On the other hand, the algorithm by Grigoriadis et al. [8] is the only known algorithm that solves the fractional covering problem with a number of iterations independently on the width.

For the mixed packing and covering problem (with linear constraints and polytope $B$ ), Plotkin et al. [14] proposed also approximation algorithms where the running time depends on the width. They present an algorithm that uses $O\left(M^{2}\left(\ln ^{2} \rho\right) \epsilon^{-2} \ln \left(\epsilon^{-1} M \ln \rho\right) \ln \rho\right)$ calls to an oracle of the form: find a vertex $\hat{x} \in B$ with $f(\hat{x}) \leq v a$ and
$p^{T} f(\hat{x})-\sum_{m \in I(v, \hat{x})} q_{m} g_{m}(\hat{x})=\min \left\{p^{T} f(x)-\sum_{m \in I(v, x)} q_{m} g_{m}(x) \mid x\right.$ vertex of $\left.B\right\}$
where $I(v, x)=\left\{m \mid g_{m}(x) \leq v b_{m}\right\}, v$ is a constant and where

$$
\rho=\max _{x \in B} \max _{m=1, \ldots, M}\left(f_{m}(x) / a_{m}, g_{m}(x) / b_{m}\right)
$$

Young [17] described an approximation algorithm for a special mixed packing and covering problem with linear constraints with non-negative coefficients and special convex set $B=\mathbb{R}_{+}^{N}$. The algorithm has a running time of $O\left(M^{2} \epsilon^{-2} \ln M\right)$. Recently, Fleischer [4] gave an approximation scheme
for the optimization variant (minimizing $c^{T} x$ such that $C x \geq a, x \leq b$ and $x \geq 0$ where $a, b$, and $c$ are nonnegative integer vectors and $C$ is a nonnegative integer matrix). Applications of the pure and mixed fractional packing and covering problems can be found in [1-5, 9-12, 14, 17]. Young [17] posed the following open problem: find an efficient width-independent Lagrangianrelaxation algorithm for the abstract mixed packing and covering problem: find $x \in B$ such that $P x \leq(1+\epsilon) a, C x \geq(1-\epsilon) b$, where $P, C$ are nonnegative matrices, $a, b$ are nonnegative vectors and $B$ is a polytope that can be queried by an optimization oracle (given a vector $c$, return $x \in B$ minimizing $c^{T} x$ ) or some other suitable oracle.

New Result: Our contribution here is an efficient width-independent Lagrangian - relaxation algorithm for the mixed packing and covering problem that uses a suitable optimization oracle of the form (given two vectors $c, d$, return $x \in B, d^{T} x \geq 1$, minimizing $c^{T} x$ ). Interestingly, a feasibility oracle of the form (given two vectors $c, d$, return $x \in B$ such that $c^{T} x \leq 1$ and $d^{T} x \geq 1$ ) is also sufficient. This solves the open problem by N.E. Young [17]. Interestingly, our algorithm works also for a more general problem with a convex set $B$ and nonnegative convex packing and concave covering constraints.

The algorithm uses a variant of the Lagrangian or price directive decomposition method. This is an iterative strategy that solves $\left(M P C_{\epsilon}\right)$ by computing a sequence of triples $(p, q, x)$ as follows. A coordinator uses the current vector $x \in B$ to compute two price vectors $p=p(x) \in \mathbb{R}_{+}^{M}$ and $q=q(x) \in \mathbb{R}_{+}^{M}$ with $\sum_{m=1}^{M} p_{m}+q_{m}=1$. Then the coordinator calls an optimization oracle to compute a solution $\hat{x} \in B$ of the block problem $(B P)$ of the form $\Lambda(p, q)=\min \left\{p^{T} f(y) \mid y \in B, q^{T} g(y) \geq \sum_{m=1}^{M} q_{m}\right\}$, and makes a move from $x$ to $(1-\tau) x+\tau \hat{x}$ with an appropriate step length $\tau \in(0,1)$. Such a iteration is called a coordination step. For our algorithm, we only require an approximate block solver $(A B S)$ that solves the underlying block problem $(B P)$ to a given relative tolerance $t \in(0,1)$ :

$$
\begin{array}{ll}
A B S(p, q, t): & \text { compute } \quad \hat{x}=\hat{x}(p, q) \in B \text { such that } \\
& p^{T} f(\hat{x}) \leq(1+t) \Lambda(p, q) \text { and } q^{T} g(\hat{x}) \geq \frac{1}{1+t} \sum_{m=1}^{M} q_{m}
\end{array}
$$

Our main result is the following:

THEOREM 1 There is an approximation algorithm that for any given accuracy $\epsilon \in(0,1)$ solves the mixed fractional packing and covering problem $\left(M P C_{\epsilon}\right)$ within

$$
N=O\left(M \epsilon^{-2} \ln \left(M \epsilon^{-1}\right)\right)
$$

iterations or coordination steps, where each of which requires a call to $A B S(p$, $q, \Theta(\epsilon))$ and a coordination overhead of $O\left(M \ln \left(M \epsilon^{-1}\right)\right)$ arithmetic operations.

Alternatively, instead of using the approximate block solver an approximate feasibility oracle of the form (compute $\hat{x} \in B$ such that $p^{T} f(\hat{x}) \leq(1+$ $t) \sum_{m=1}^{M} p_{m}$ and $\left.q^{T} g(\hat{x}) \geq \frac{1}{1+t} \sum_{m=1}^{M} q_{m}\right)$ is also sufficient.

Main Ideas: Our algorithm builds on approximation schemes of Grigoriadis et al. [7, 8] and Young [17]. One of the ideas is to combine two different potential functions that were proposed for pure fractional packing and covering problems [7, 8]. We associate here with the packing and covering constraints the following potential function:

$$
\Phi_{t}^{\prime}(\theta, x)=2 \ln \theta-\frac{t}{M} \sum_{m=1}^{M} \ln \left(\theta-f_{m}(x)\right)-\frac{t}{M} \sum_{m=1}^{M} \ln \left(g_{m}(x)-\frac{1}{\theta}\right)
$$

where $\theta \in \mathbb{R}_{+}$and $t>0$ is a tolerance that depends on $\epsilon$ and is used in the approximate block solver. The function $\Phi^{\prime}$ can be extremely small, since there is no upper bound on the function values $g_{m}(x)$. Let $A$ be a nonempty subset of $\mathcal{M}=\{1, \ldots, M\}$. To control the values of the covering functions $g_{m}(x)$ and to have a lower bound for the potential function, we eliminate functions $g_{m}$ (and the corresponding index in $A$ ) when the function value $g_{m}(x)$ is larger than a prespecified threshold value $T$ and modify the potential function. Let $A(x)$ denote the index set corresponding to a given vector $x \in B$. Then the modified potential function has the form:

$$
\begin{aligned}
& \Phi_{t}(\theta, x, A(x))=2 \ln \theta-\frac{t}{M} \sum_{m=1}^{M} \ln \left(\theta-f_{m}(x)\right) \\
& \quad-\frac{t}{M} \sum_{m \in A(x)} \ln \left(g_{m}(x)-\frac{1}{\theta}\right)-\frac{t}{M} \sum_{m \notin A(x)} \ln (T) .
\end{aligned}
$$

The potential function $\Phi_{t}$ has an unique minimum $\theta_{A(x)}(x)$ that approximates the objective value

$$
\lambda_{A(x)}(x)=\max \left(\max _{m \in \mathcal{M}} f_{m}(x), \max _{m \in A(x)} 1 / g_{m}(x)\right)
$$

This potential function $\Phi_{t}$ and the minimizer $\theta_{A(x)}(x)$ is used to define the price vectors $p=p(x)$ and $q=q(x)$ for the current vector $x \in B$ and to optimize in the correct direction. Another important parameter for the convergence of the algorithm is the reduced potential value $\phi_{t}(x, A(x))=$ $\Phi_{t}\left(\theta_{A(x)}(x), x, A(x)\right)$ for $x \in B$ and $A(x) \subset\{1, \ldots, M\}$. Since we can not control the values of eliminated functions $g_{m}$ for $m \notin A(x)$ (after the elimination), at the end of each phase $s$ we take a convex combination over different computed vectors.

The main problem is to choose a good step length $\tau$ in order to obtain a fast and width-independent convergence. To achieve this goal we study the following four cases:

$$
\begin{aligned}
& \text { (1) : } p^{T} f(x)-p^{T} f(\hat{x}) \geq 0 \text { and } q^{T} g(\hat{x})-q^{T} g(x) \geq 0, \\
& \text { (2) : } p^{T} f(x)-p^{T} f(\hat{x})<0 \text { and } q^{T} g(\hat{x})-q^{T} g(x) \geq 0, \\
& \text { (3) : } p^{T} f(x)-p^{T} f(\hat{x}) \geq 0 \text { and } q^{T} g(\hat{x})-q^{T} g(x)<0, \\
& (4): p^{T} f(x)-p^{T} f(\hat{x})<0 \text { and } q^{T} g(\hat{x})-q^{T} g(x)<0,
\end{aligned}
$$

where $x$ is the current solution and $\hat{x}$ is the block solution corresponding to the price vectors $p=p(x)$ and $q=q(x)$. Case (4) with $p^{T} f(x)-p^{T} f(\hat{x})<0$ and $q^{T} g(\hat{x})-q^{T} g(x)<0$ is not possible. In this case one of the stopping rules is satisfied and the algorithm stops with the iterate $x$. The step length $\tau$ is defined carefully in dependence on the cases $(1)-(3)$ and the minimizer $\theta_{A(x)}(x)$ of the potential function. In the general case, the coordinator moves from solution $x$ to $(1-\tau) x+\tau \hat{x}$ and sets the index set $A\left(x^{\prime}\right)=\left\{m \in A(x) \mid g_{m}\left(x^{\prime}\right)<T\right\}$. In the case where $\max _{m \in A} g_{m}(x)(1-\tau)+g_{m}(\hat{x}) \tau>T$ we reduce the step length from $\tau$ to $\bar{\tau}$ and use as next vector $x^{\prime}=(1-\bar{\tau}) x+\bar{\tau} \hat{x}$. This is important for the convergence analysis.

## 2 Potential function and price vectors

Let $A$ be a nonempty subset of $\mathcal{M}=\{1, \ldots, M\}$. During a phase, we eliminate a concave function $g_{m}$ (and the corresponding index in $A$ ) when the function value $g_{m}(x) \geq T$. Let $A(x)$ denote the index set corresponding to a given vector $x \in B$. For simplicity we use $A=A(x)$ (if the dependence is clear).

### 2.1 Potential function

The potential function $\Phi_{t}$ (given above) is well defined for $\lambda_{A}(x)<\theta<\infty$ where

$$
\lambda_{A}(x)=\max \left(\max _{1 \leq m \leq M} f_{m}(x), \max _{m \in A} \frac{1}{g_{m}(x)}\right)
$$

If $g_{m}(x)=0$ for at least one index $m \in A$ then we define $\lambda_{A}(x)=\infty$. Furthermore, $\Phi_{t}$ has the barrier property (i.e. $\Phi_{t}(\theta, x, A) \rightarrow \infty$ for $\theta \rightarrow \infty$ and for $\theta \rightarrow \lambda_{A}(x)$ ). We define the reduced potential function $\phi_{t}(x, A)$ as the minimum value $\Phi_{t}(\theta, x, A)$ over $\theta \in\left(\lambda_{A}(x), \infty\right)$ for a given $x \in B$. The unique minimizer $\theta_{A}(x)$ can be determined from the first-order optimality condition:

$$
\begin{equation*}
\frac{t \theta}{M} \sum_{m=1}^{M} \frac{1}{\theta-f_{m}(x)}+\frac{t}{M \theta} \sum_{m \in A} \frac{1}{g_{m}(x)-1 / \theta}=2 \tag{1}
\end{equation*}
$$

The implicit function $\theta_{A}(x)$ approximates $\lambda_{A}(x)$. This is important for the further analysis.

## Lemma 2

$$
\theta_{A}(x) /(1+t /(2 M)) \geq \lambda_{A}(x) \geq \theta_{A}(x)\left(1-\frac{t}{2}-\frac{t|A|}{2 M}\right) \geq \theta_{A}(x)(1-t)
$$

Lemma 2 shows that the value $\theta_{A}(x)$ approximates the objective value $\lambda_{A}(x)$ for small $t$. Interestingly, the reduced potential function $\phi_{t}(x, A)$ can be bounded also in terms of $\theta_{A}(x)$.

Lemma 3 If $g_{m}(x) \leq T$ for each $m \in A$ then $\phi_{t}(x, A) \geq(2-t) \ln \theta_{A}(x)-$ $t \ln T$. Furthermore, if $T>1 / \lambda_{A}(x)$ then $\phi_{t}(A, x) \leq 2 \ln \theta_{A}(x)+2 t \ln \left(\frac{2 M}{t}\right)+$ $t \ln (1+t /(2 M))$.

### 2.2 Price vectors

Given a vector $x \in B$ and a subset $A \subset\{1, \ldots, M\}$, the price vector $p(x, A)$ is defined by

$$
\begin{equation*}
p_{m}(x, A)=\frac{t}{2 M} \frac{\theta_{A}(x)}{\theta_{A}(x)-f_{m}(x)} \tag{2}
\end{equation*}
$$

and the price vector $q(x, A)$ is given by

$$
q_{m}(x, A)= \begin{cases}\frac{t}{2 M} \frac{1}{g_{m}(x) \theta_{A}(x)-1} & m \in A  \tag{3}\\ 0 & \text { otherwise }\end{cases}
$$

Using the first-order condition, $\sum_{m=1}^{M} p_{m}(x, A)+\sum_{m=1}^{M} q_{m}(x, A)=1$ and each component $p_{m}(x, A), q_{m}(x, A)$ is nonnegative.

LEMMA 4 (a) $p(x, A)^{T} f(x)=\theta_{A}(x)\left(\sum_{m=1}^{M} p_{m}(x, A)-t / 2\right) \leq \theta_{A}(x)(1-$ $t / 2$ ),
(b) $q(x, A)^{T} g(x)=\left(\sum_{m \in A} q_{m}(x, A)+t|A| /(2 M)\right) / \theta_{A}(x) \leq\left(\sum_{m \in A} q_{m}(x, A)+\right.$ $t / 2) / \theta_{A}(x) \leq(1+t / 2) / \theta_{A}(x)$.

Notice that Lemma 4 (a) implies that $\sum_{m=1}^{M} p_{m}(x, A) \geq t / 2$.

## 3 Our approximation algorithm

In this section we describe the approximation algorithms for the mixed fractional packing and covering problem. First we suppose that there exists a feasible solution $x \in B$ with $f(x) \leq e$ and $g(x) \geq e$. Then the approximation algorithm works as follows:
(1) compute initial solution $x^{(0)}, s:=0, \epsilon_{0}:=1 / 4$;
(2) repeat $\{$ scaling phase $\}$
(2.1) $s:=s+1 ; \epsilon_{s}:=\epsilon_{s-1} / 2 ; x:=x^{(s-1)} ; T(s):=528\left(M^{3} / \epsilon_{s}^{2}\right) / \lambda_{\mathcal{M}}(x) ;$
$A:=\left\{m \in\{1, \ldots, M\} \mid g_{m}(x)<T(s)\right\} ;$ finished $:=$ false; $k:=0$;
(2.2) if $A \neq\{1, \ldots, M\}$ then begin $\mathrm{k}:=\mathrm{k}+1 ; x_{k}:=x$ end;
(2.3) if stopping rule 1 is satisfied for $x$ then finished $:=\operatorname{true} ; y:=x$ end;
(2.4) while $n o t$ (finished) do begin
(2.4.1) compute $\theta_{A}(x), p(x, A)$ and $q(x, A)$;
(2.4.2) $\hat{x}:=A B S\left(p(x, A), q(x, A), \epsilon_{s} / 32\right)$;
(2.4.3) if one of the stopping rules is satisfied then begin finished $:=$ true; $y:=x$ end else begin
(2.4.3.1) compute step length $\tau$ and $x^{\prime}:=(1-\tau) x+\tau \hat{x}$;
(2.4.3.2) if $\max _{m \in A} g_{m}(x)(1-\tau)+g_{m}(\hat{x}) \tau>T(s)$ then reduce

$$
\tau \text { to } \bar{\tau} \text { and } x^{\prime}:=(1-\bar{\tau}) x+\bar{\tau} \hat{x}
$$

(2.4.3.3) $A^{\prime}:=A \backslash\left\{m \mid g_{m}\left(x^{\prime}\right) \geq T(s)\right\} ; x:=x^{\prime}$;
(2.4.3.4) if $A \neq A^{\prime}$ then begin $k:=k+1 ; x_{k}=x^{\prime}$;

$$
A:=A^{\prime} \text { end }
$$

end
end;
(2.5) compute convex combination of $x_{1}, \ldots, x_{k}, y$ to get $x^{(s)}$;
(2.6) until $\epsilon_{s} \leq \epsilon / 2$ or $\lambda\left(x^{(s)}\right) \leq 1+\epsilon$;
(3) return $\left(x^{(s)}\right)$.

The details of the algorithm are described later in this section (how to compute an initial solution, the stopping rules, the choice of the step length, and the reduction of the step length). For the case where the set of feasible solutions $\{x \in B \mid f(x) \leq e, g(x) \geq e\}$ is empty, we have to modify the program above. If an inequality $p(x, A)^{T} f(\hat{x})>(1+t) \sum p_{m}(x, A)$ holds for a block solution $\hat{x}$, then we can conclude that there is no feasible solution.

### 3.1 Initial solution

For each $m \in\{1, \ldots, M\}$, we consider the block problem $\left(B_{m}\right)$ of the form $\Lambda(p, q)=\min \left\{\left.\frac{1}{M} \sum_{\ell=1}^{M} f_{\ell}(x) \right\rvert\, x \in B, g_{m}(x) \geq 1\right\}$ where $p=(1 / M, \ldots, 1 / M)$ and $q=e_{m}$ is the unit vector with all zero coordinates except for its $m$.th component which is 1 . If there is a solution $\bar{x} \in B$ with $f(\bar{x}) \leq e$ and $g(\bar{x}) \geq e$, then this solution satisfies $(1 / M) \sum_{\ell=1}^{M} f_{\ell}(\bar{x}) \leq 1$ and $g_{m}(\bar{x}) \geq 1$. Let $\hat{x}^{[m]} \in B$ be an approximate solution of the block problem $\left(B_{m}\right)$ with tolerance $t=1 / 2$, and let $x^{(0)}=(1 / M) \sum_{m=1}^{M} \hat{x}^{[m]}$. Using the convexity of $B$, $x^{(0)} \in B$. If the approximate solution satisfies $(1 / M) \sum_{\ell=1}^{M} f_{\ell}\left(\hat{x}^{[m]}\right)>1+t$, then we conclude that the solution set of the mixed problem is empty. In the other case we can prove:

Lemma 5 If there exists a feasible solution of the mixed packing and covering problem, then $\lambda\left(x^{(0)}\right) \leq 3 M / 2$.

### 3.2 Stopping rules

In the algorithm we stepwise decrease in phases the objective value $\lambda$ from $3 M / 2$ to $1 /(1-\epsilon / 2)$. In the first phase we decrease $3 M / 2$ to $\epsilon_{1}=1 / 8$. After that we set $\epsilon_{s}=\epsilon_{s-1} / 2$. The goal in phase $s$ is to obtain a solution $x^{(s)}$ with $\lambda\left(x^{(s)}\right) \leq 1 /\left(1-\epsilon_{s}\right)$. In order to get such a solution we need at the end of phase $s$ a solution $y$ with $\lambda_{A}(y) \leq 1 /\left(1-\epsilon_{s} / 4\right)$. This is necessary, since we eliminate covering constraints within the phases. To obtain the solution $y$ and to show the convergence we use three stopping rules. For the first rule we simply test whether

$$
\begin{equation*}
\lambda_{A}(x) \leq 1+\epsilon_{s} / 4 \tag{4}
\end{equation*}
$$

for the current solution $x$. For this rule we get immediately
Lemma 6 If $\lambda_{A}(x) \leq 1+\epsilon_{s} / 4$ then $f_{m}(x) \leq 1+\epsilon_{s} / 4 \leq 1 /\left(1-\epsilon_{s} / 4\right)$ for each $m \in\{1, \ldots, M\}$ and $g_{m}(x) \geq 1 /\left(1+\epsilon_{s} / 4\right) \geq 1-\epsilon_{s} / 4$ for each $m \in A$.

For the second rule we define a parameter $\nu$ that depends on the current iterate $x$ and the approximate block solution $\hat{x}$ as follows

$$
\begin{equation*}
\nu=\nu(x, \hat{x})=\frac{p^{T} f(x)-p^{T} f(\hat{x})+\theta\left(q^{T} g(\hat{x})-q^{T} g(x)\right)}{p^{T} f(x)+p^{T} f(\hat{x})+\theta\left(q^{T} g(\hat{x})+q^{T} g(x)\right)} \tag{5}
\end{equation*}
$$

where $p=p(x, A), q=q(x, A)$ and $\theta=\theta_{A}(x)$. Clearly, $\nu(x, \hat{x}) \leq$ 1. The Lemma below states that $x$ is an approximate solution of the phase $s$ corresponding to subset $A$, when $\nu$ is bounded by $t_{s}=\Theta\left(\epsilon_{s}\right)$.

Lemma 7 Suppose $\epsilon_{s} \in(0,1)$ and $t_{s}=\epsilon_{s} / 32$. For a given $x \in B$, let $p, q$ be computed by $(2,3)$ and $\hat{x}$ computed by $\operatorname{ABS}\left(p, q, t_{s}\right)$. If $\nu(x, \hat{x}) \leq t_{s}$,
then $f_{m}(x) \leq 1+\epsilon_{s} / 4 \leq 1 /\left(1-\epsilon_{s} / 4\right)$ for each $m \in\{1, \ldots, M\}$ and $g_{m}(x) \geq 1 /\left(1+\epsilon_{s} / 4\right) \geq\left(1-\epsilon_{s} / 4\right)$ for each $m \in A$.

The third stopping rule is used to control the number of iterations during one phase. Here we use a parameter $\omega_{s}$ that depends on the phase $s$ :

$$
\omega_{s}= \begin{cases}\frac{2}{3 M\left(1-\epsilon_{1} / 4\right)} & s=1 \\ \frac{1-\epsilon_{s-1}}{1-\epsilon_{s} / 4} & s>1\end{cases}
$$

Then the third rule is defined by

$$
\begin{equation*}
\lambda_{A}(x) \leq \omega_{s} \lambda_{\mathcal{M}}\left(x^{(s-1)}\right) \tag{6}
\end{equation*}
$$

where $x^{(s-1)}$ is the solution of phase $s-1$ that satisfies $\lambda\left(x^{(s-1)}\right) \leq 1 /(1-$ $\left.\epsilon_{s-1}\right)$.

Lemma 8 Let $x^{(s-1)}$ be the initial solution and $x$ be a vector in phase $s \geq 1$ with $\lambda_{A}(x) \leq \omega_{s} \lambda\left(x^{(s-1)}\right)$ for $A \subset \mathcal{M}$. If $\lambda_{A}\left(x^{(s-1)}\right) \leq 3 M / 2$ for $s=1$ and $\lambda_{A}\left(x^{(s-1)}\right) \leq 1 /\left(1-\epsilon_{s-1}\right)$ for $s \geq 2$, then we obtain $\lambda_{A}(x) \leq 1 /\left(1-\epsilon_{s} / 4\right)$.

### 3.3 Choice of the step length

In this subsection we describe the choice of the step length $\tau$. We suppose that we have computed a vector $x$ and an approximate block solution $\hat{x}$ in a phase $s$ such that $\nu(x, \hat{x})>t, p^{T} f(\hat{x}) \leq(1+t) \sum_{m=1}^{M} p_{m}$ and $q^{T} g(\hat{x}) \geq$ $\frac{1}{1+t} \sum_{m=1}^{M} q_{m}\left(\right.$ where $t=t_{s}, p=p(x, A(x))$ and $\left.q=q(x, A(x))\right)$. Let $x^{\prime}=$ $(1-\tau) x+\tau \hat{x}$. First we focus on the case where $g_{m}\left(x^{\prime}\right)<T=T(s)$ for each $m \in A(x)$. In this case we do not eliminate a component (i.e. $A\left(x^{\prime}\right)=A(x)$ ). The other case will be discussed later (in some cases we have in addition to reduce the step length). For simplification we use $\theta=\theta_{A(x)}(x)$. Since each function $f_{m}$ is convex and each function $g_{m}$ is concave, we get independently on the choice of $\tau$ the following inequalities

$$
\begin{aligned}
& \theta-f_{m}\left(x^{\prime}\right) \geq\left(\theta-f_{m}(x)\right)\left(1+\frac{2 \tau M}{t \theta} p_{m}\left(f_{m}(x)-f_{m}(\hat{x})\right)\right) \\
& g_{m}\left(x^{\prime}\right)-1 / \theta \geq\left(g_{m}(x)-1 / \theta\right)\left(1+\frac{2 \tau M \theta}{t} q_{m}\left(g_{m}(\hat{x})-g_{m}(x)\right)\right)
\end{aligned}
$$

for each index $m \in \mathcal{M}$ or $m \in A(x)$, respectively. We call a step length $\tau$ feasible if $\tau \in(0,1)$ and if the following value:

$$
\begin{equation*}
\max \left(\max _{m \in \mathcal{M}}\left|\frac{2 \tau M}{t \theta} p_{m}\left(f_{m}(x)-f_{m}(\hat{x})\right)\right|, \max _{m \in A(x)}\left|\frac{2 \tau M \theta}{t} q_{m}\left(g_{m}(\hat{x})-g_{m}(x)\right)\right|\right) \tag{7}
\end{equation*}
$$

is bounded by $1 / 2$. Suppose from now on that $\tau$ is a feasible step length. Later we will specify different step lengths $\tau$ with $\tau \in(0,1)$ to obtain the bound (7). Then using $\theta-f_{m}(x)>0$ and $g_{m}(x)-1 / \theta>0$ we obtain $\theta-f_{m}\left(x^{\prime}\right)>0$ and $g_{m}\left(x^{\prime}\right)-1 / \theta>0$ for the next computed vector $x^{\prime} \in B$. This implies that the objective value $\lambda_{A\left(x^{\prime}\right)}\left(x^{\prime}\right)$ for the next vector $x^{\prime}$ is at most $\theta_{A(x)}(x)$, where here $A\left(x^{\prime}\right)=A(x)$.
Lemma 9 For any two consecutive iterations in a phase with computed vectors $x, x^{\prime}$ and $A\left(x^{\prime}\right)=A(x)$ and any feasible step length $\tau$, the difference $\phi_{t}(x, A(x))-\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right)$ is at least

$$
\begin{aligned}
& +2 \tau\left[\left(p^{T} f(x)-p^{T} f(\hat{x})\right) / \theta+\left(q^{T} g(\hat{x})-q^{T} g(x)\right) \theta\right] \\
& -\frac{4 M \tau^{2}}{t}\left[\left(p^{T} f(x)+p^{T} f(\hat{x})\right) / \theta+\left(q^{T} g(\hat{x})+q^{T} g(x)\right) \theta\right]^{2}
\end{aligned}
$$

where $\theta=\theta_{A(x)}(x), p=p(x, A(x))$ and $q=q(x, A(x))$.
The proof of Lemma 9 can be found in the full version. In our algorithm we use the following step lengths:

$$
\begin{aligned}
& \tau_{1}=t \nu /\left(4 M\left[\left(p^{T} f(x)+p^{T} f(\hat{x})\right) / \theta+\left(q^{T} g(\hat{x})+q^{T} g(x)\right) \theta\right]\right), \\
& \tau_{2}=t \nu /\left(4 M\left[\left(p^{T} f(x)+p^{T} f(\hat{x})\right)+\left(q^{T} g(\hat{x})+q^{T} g(x)\right) \theta\right]\right), \\
& \tau_{3}=t^{2} /\left(4 M\left[\left(p^{T} f(x)+p^{T} f(\hat{x})\right) / \theta+\left(q^{T} g(\hat{x})+q^{T} g(x)\right) \theta\right]\right), \\
& \tau_{4}=t /(12 M)
\end{aligned}
$$

where $\theta=\theta_{A}(x)$ and $\nu=\nu(x, \hat{x})$. With exception of the last case, all step lengths above are feasible for any $t \in(0,1 / 2]$. The last step length $\tau_{4}$ is feasible only for the case $q^{T} g(\hat{x}) \leq q^{T} g(x)$ and any $t \in(0,1]$. Furthermore, note that each step length $\tau \in\left(0, \tau_{i}\right]$ is also feasible for $i \in\{1, \ldots, 4\}$. In our algorithm we use the step lengths (see Table 1) in dependence on the current vector $x$, the approximate block solution $\hat{x}$, the minimizer $\theta=\theta_{A(x)}(x)$ and the price vectors $p=p(x, A(x)), q=q(x, A(x))$.

The main goal now is to prove the following result. The proof can be found in the full version of the paper.
Theorem 10 For any two consecutive iterations in a phase with computed vectors $x, x^{\prime}$, index sets $A(x)=A\left(x^{\prime}\right)$ and $t \leq 1 / 224$ we obtain: $\phi_{t}(x, A(x))-$ $\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right) \geq \Theta\left(\frac{t^{3}}{M}\right)$.

### 3.4 Reducing the step length

Let $x^{\prime}=(1-\tau) x+\tau \hat{x}$ where $x$ is the current vector, $\hat{x}$ is the block solution and $\tau$ is the step length as used in the previous subsection. Consider a phase

|  | $\theta \leq 2$ | $2<\theta \leq 200$ | $200<\theta$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} p^{T} f(x)-p^{T} f(\hat{x}) \geq 0 \\ \text { and } \\ q^{T} g(\hat{x})-q^{T} g(x) \geq 0 \end{gathered}$ | $\tau_{1} / 120$ | $\tau_{1} / 120$ | $\tau_{1} / 2$ |
| $\begin{aligned} & p^{T} f(x)-p^{T} f(\hat{x})<0 \\ & \quad \text { and } \\ & q^{T} g(\hat{x})-q^{T} g(x) \geq 0 \end{aligned}$ | $\tau_{2}$ | $\tau_{2}$ | $\tau_{2}$ |
| $\begin{gathered} p^{T} f(x)-p^{T} f(\hat{x}) \geq 0 \\ \quad \text { and } \\ q^{T} g(\hat{x})-q^{T} g(x)<0 \end{gathered}$ | $\tau_{3} / 3$ | $\tau_{4} / 9$ | $\tau_{4} / 9$ |

Table 1. The choice of the step lengths
$s$ with threshold value $T(s)$. For simplicity we use $T=T(s)$. If $g_{m}\left(x^{\prime}\right) \leq T$ for each $m \in A(x)$, then we use $x^{\prime}$ as the next iterate and set $A\left(x^{\prime}\right)=\{m \in$ $\left.A(x) \mid g_{m}\left(x^{\prime}\right)<T\right\}$. In this case some components may be eliminated, but we use the original step length. Now we consider the case that $g_{m}\left(x^{\prime}\right)>T$ for at least one coordinate $m \in A(x)$. Let $\gamma(\tilde{\tau})=\max _{m \in A(x)} g_{m}(x)(1-$ $\tilde{\tau})+g_{m}(\hat{x}) \tilde{\tau}$ for $0 \leq \tilde{\tau} \leq 1$. If $\gamma(\tau)>T$ then we reduce the step length $\tau$. In this case we compute $\bar{\tau}<\tau$ such that $\gamma(\bar{\tau})=T$. Using $g_{m}(x)<T$ for each $m \in A(x)$ and $\gamma(\tau)>T$, there is at least one component $m \in A(x)$ such that $g_{m}(\hat{x})>T$. In addition, the value $\bar{\tau}$ is unique and can be computed in $O(M)$ time. We use here $x^{\prime}=x(1-\bar{\tau})+\hat{x} \bar{\tau}$ as next iterate and set $A\left(x^{\prime}\right)=\left\{m \in A(x) \mid g_{m}\left(x^{\prime}\right)<T\right\}$. If $\gamma(\tau) \leq T$ then we do not have to reduce the step length $\tau$ and use again $x^{\prime}=x(1-\tau)+\hat{x} \tau$. But we eliminate as above all components $m \in A(x)$ with $g_{m}\left(x^{\prime}\right) \geq T$. Notice that the case with $g_{m}\left(x^{\prime}\right)>T>g_{m}(x)(1-\tau)+g_{m}(\hat{x}) \tau$ is possible (since the functions $g_{m}$ are concave). For each $m \in A\left(x^{\prime}\right)$ we have $g_{m}\left(x^{\prime}\right)<T$. If we use a reduced step length $\bar{\tau}<\tau$ then $A(x) \neq A\left(x^{\prime}\right)$. But $A(x) \neq A\left(x^{\prime}\right)$ can happen also when $\gamma(\tau)<T$ or $g_{m}\left(x^{\prime}\right) \leq T$ for each $m \in A(x)$. Now we consider two cases depending whether we use the original step length $\tau$ or the reduced step length $\bar{\tau}$. We can prove similar to Theorem 10 the following two results (the proofs are given in the full paper).

Theorem 11 For any two consecutive iterations with computed vectors $x, x^{\prime}$, index sets $A(x) \neq A\left(x^{\prime}\right), \max _{m \in A(x)} g_{m}(x)(1-\tau)+g_{m}(\hat{x}) \tau \leq T$ and $t \leq 1 / 224$, we obtain $\phi_{t}(x, A(x))-\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right) \geq \Theta\left(\frac{t^{3}}{M}\right)$.

Theorem 12 For any two consecutive iterations with computed vectors $x, x^{\prime}$, index sets $A(x) \neq A\left(x^{\prime}\right), \max _{m \in A(x)} g_{m}(x)(1-\tau)+g_{m}(\hat{x}) \tau>T$ and $t \leq 1 / 224$, we obtain $\phi_{t}(x, A(x))-\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right) \geq 0$.

### 3.5 Convex combination of different vectors

First we can prove an upper bound for the packing constraints.
Lemma 13 For any iteration of the phase $s$ with computed vector $x, \lambda_{f}(x)=$ $\max _{1 \leq m \leq M} f_{m}(x)$ is bounded by $4 M / t_{s}$.

Lemma 13 shows that the values $f_{m}(x)$ are not arbitrary large in the algorithm. Notice that this is independently from the chosen step length $\tau \in(0,1)$. We use this bound for the convex combination below. Notice that in addition the components $p_{m}(x, A(x))$ of the price vector $p(x, A(x))$ are not arbitrary small (i.e. $p_{m}(x, A(x))>t_{s} /(2 M)$ ). At the end of phase $s$ we have computed a vector $y \in B$ with $\lambda_{A(y)}(y) \leq 1 /\left(1-\epsilon_{s} / 4\right)$. This implies $f_{m}(y) \leq 1 /\left(1-\epsilon_{s} / 4\right)$ for each $m \in\{1, \ldots, M\}$ and $g_{m}(y) \geq 1-\epsilon_{s} / 4$ for each $m \in A(y)$. The goal is now to compute a vector $x^{(s)} \in B$ with $\lambda_{\mathcal{M}}\left(x^{(s)}\right) \leq 1 /\left(1-\epsilon_{s}\right)$. The key idea is to use a convex combination over several vectors computed during the phase. Let $x_{1}, \ldots, x_{k}$ be the vectors in phase $s$ where at least one function $g_{m}$ is eliminated (i.e. where $\left.g_{m}\left(x_{i}\right) \geq T(s)\right)$. Clearly, $k \leq M$. We have $x_{1}=x^{(s-1)}$ if $g_{m}\left(x^{(s-1)}\right) \geq T(s)$ for at least one $m \in \overline{\mathcal{M}}$ (here $x^{(s-1)}$ is the solution of the previous phase). We take the following convex combination:

$$
x^{(s)}=\sum_{i=1}^{k} \frac{\epsilon_{s}^{2}}{264 M^{2}} x_{i}+\left(1-\frac{k \epsilon_{s}^{2}}{264 M^{2}}\right) y
$$

Since the set $B$ is convex and $x_{1}, \ldots, x_{k}, y \in B$, we obtain $x^{(s)} \in B$. Our threshold value $T(s)$ is equal to $528\left(\frac{M^{3}}{\epsilon_{s}^{2}}\right) \cdot \frac{1}{\lambda_{\mathcal{M}}\left(x^{(s-1)}\right)}$. Notice that $T(s) \leq$ $528 M^{3} / \epsilon_{s}^{2}$, since $\lambda_{\mathcal{M}}\left(x^{(s-1)}\right) \geq 1$ (otherwise we are done). Then we can prove:

LEMMA 14 The computed solution $x^{(s)}$ satisfies $\lambda_{\mathcal{M}}\left(x^{(s)}\right) \leq 1 /\left(1-\epsilon_{s}\right)$.

## 4 Analysis of the approximation algorithm

In this subsection we determine the total number of iterations of our algorithm. To do this we calculate first the number of iterations $N_{s}$ in a single phase $s$. Let $y, \tilde{y}$ denote the initial and final iterate of phase $s$. Furthermore, let $\bar{y}$ be the solution after $\bar{N}_{s}=N_{s}-1$ iterations. For consecutive iterations with computed vectors $x, x^{\prime}$ in a phase and $A(x)=A\left(x^{\prime}\right)$, the difference in the potential values $\phi_{t}(x, A(x))-\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right) \geq \frac{c t^{3}}{M}$ where $c$ is a positive constant and $t=t_{s}=\epsilon_{s} / 32$. In addition, there are at most $M$ iterations with consecutive vectors $x, x^{\prime}$ and different subsets $A(x) \neq A\left(x^{\prime}\right)$ (i.e. in these iterations at least one component is eliminated). In these cases, we have $\phi_{t}(x, A(x))-\phi_{t}\left(x^{\prime}, A\left(x^{\prime}\right)\right) \geq 0$. Therefore, $\phi_{t}(y, A(y))-\phi_{t}(\bar{y}, A(\bar{y})) \geq$ $\frac{c t^{3}}{M}\left(\bar{N}_{s}-M\right)$. Then we can prove the following result:

Theorem 15 The number of iterations $N_{s}$ in phase $s$ is at most

$$
O\left(M \epsilon_{s}^{-2} \ln \left(M \epsilon_{s}^{-1}\right)\right)
$$

and the total number of iterations of our algorithm is at most

$$
O\left(M \epsilon^{-2} \ln \left(M \epsilon^{-1}\right)\right) .
$$

Remark: The root $\theta_{A}(x)$ can often be computed only approximately, but an accuracy of $O\left(\epsilon^{2} / M\right)$ for $\theta_{A}(x)$ is sufficient to generate the above bounds on the number of iterations. With this required accuracy, the number of evaluations of the sum $\frac{t \theta}{M} \sum_{m=1}^{M} \frac{1}{\theta-f_{m}(x)}+\frac{t}{M \theta} \sum_{m \in A} \frac{1}{g_{m}(x)-1 / \theta}$ is bounded by $O\left(\ln \left(M \epsilon^{-1}\right)\right)$. This gives $O\left(M \ln \left(M \epsilon^{-1}\right)\right)$ arithmetic operations to determine $\theta_{A}(x)$ approximately.

## 5 Concluding Remarks

In this paper we have presented an approximation algorithm for the mixed packing and covering problem that uses only $O\left(M \epsilon^{-2} \ln \left(M \epsilon^{-1}\right)\right)$ calls to an oracle of the form: compute a $\hat{x} \in B$ such that $f(x) \leq 1$ and $g(x) \geq 1$. We note that probably the computation of the convex combination can be avoided and the number of calls to the oracle can be improved to $O(M(\ln M+$ $\left.\epsilon^{-2} \ln \epsilon^{-1}\right)$ ). The details will be given in the full paper.
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