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We consider a control problem where the state variable is a solution of a stochastic differential equation (SDE) in which the control enters both the drift and the diffusion coefficient. We study the relaxed problem for which admissible controls are measure-valued processes and the state variable is governed by an SDE driven by an orthogonal martingale measure. Under some mild conditions on the coefficients and pathwise uniqueness, we prove that every diffusion process associated to a relaxed control is a strong limit of a sequence of diffusion processes associated to strict controls. As a consequence, we show that the strict and the relaxed control problems have the same value function and that an optimal relaxed control exists. Moreover we derive a maximum principle of the Pontriagin type, extending the well-known Peng stochastic maximum principle to the class of measure-valued controls.
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## 1. Introduction

We are interested in questions of existence, approximation, and optimality of control problems of systems evolving according to the stochastic differential equation

$$
\begin{equation*}
x_{t}=x+\int_{0}^{t} b\left(s, x_{s}, u_{s}\right) d s+\int_{0}^{t} \sigma\left(s, x_{s}, u_{s}\right) d B_{s} \tag{1.1}
\end{equation*}
$$

on some filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t}, P\right)$, where $b$ and $\sigma$ are deterministic functions, $\left(B_{t}, t \geq 0\right)$ is a Brownian motion, $x$ is the initial state, and $u_{t}$ stands for the control variable. The expected cost on the time interval $[0,1]$ is of the form

$$
\begin{equation*}
J(u)=E\left[\int_{0}^{1} h\left(t, x_{t}, u_{t}\right) d t+g\left(x_{1}\right)\right] . \tag{1.2}
\end{equation*}
$$

The aim of the controller is to optimize this criterion, over the class $U$ of admissible controls, that is, adapted processes with values in some set $\mathbb{A}$, called the action space. A
control $u^{*}$ is called optimal if it satifies $J\left(u^{*}\right)=\inf \{J(u), u \in \mathscr{U}\}$. If, moreover, $u^{*}$ is in $U$, it is called strict. Existence of such a strict control or an optimal control in $U$ follows from the convexity of the image of the action space $\mathbb{A}$ by the map $\left(b(t, x, \cdot), \sigma^{2}(t, x, \cdot), h(t, x, \cdot)\right)$ (Filipov-type convexity condition-see $[2,5,9,10,13]$ ). Without this convexity condition an optimal control does not necessarily exist in $U$, the set $U$ not being equipped with a compact topology. The idea is then to introduce a new class $\mathscr{R}$ of admissible controls, in which the controller chooses at time $t$, a probability measure $\mu_{t}(d a)$ on the control set $\mathbb{A}$, rather than an element $u_{t} \in \mathbb{A}$. These are called relaxed controls. It turns out that this class of controls enjoys good topological properties. If $\mu_{t}(d a)=\delta_{u_{t}}(d a)$ is a Dirac measure charging $u_{t}$ for each $t$, then we get a strict control as a special case. Thus the set $\mathscr{U}$ of strict controls may be identified as a subset of $\mathscr{R}$ of relaxed controls.

Using compactification techniques, Fleming [7], derived the first existence results of an optimal relaxed control for SDEs with uncontrolled diffusion coefficient. For such systems of SDEs, a maximum principle has been established in Mezerdi and Bahlali [19]. The case of an SDE where the diffusion coefficient depends explicitly on the control variable has been solved by El-Karoui et al. [5], where the optimal relaxed control is shown to be Markovian.

In this paper we establish two main results. We first show that, under a continuity condition of the coefficients and pathwise uniqueness of the controlled equations, each relaxed diffusion process is a strong limit of a sequence of diffusion processes associated with strict controls. The proof of this approximation result is based on Skorokhod's selection theorem, a limit theorem on martingale measures and Mitoma's theorem [20] on tightness of families of martingale measures. As a consequence, we show that the strict and the relaxed control problems have the same value functions, which yields the existence of nearly optimal strict controls. Note that our result improves those of Fleming [7] and Méléard [14], proved under Lipschitz conditions on the coefficients. Using the same techniques, we give an alternative proof for existence of an optimal relaxed control, based on Skorokhod selection theorem. Existence results were first proved using martingale problems by Haussmann [9] and El-Karoui et al. [5]. The second main result of this paper is a maximum principle of the Pontriagin type for relaxed controls, extending the well-known Peng stochastic maximum principle [22] to the class of measure-valued controls. This leads to necessary conditions satisfied by an optimal relaxed control, which exists under general assumptions on the coefficients. The proof is based on Zhou's maximum principle [26], for nearly optimal strict controls and some stability properties of trajectories and adjoint processes with respect to the control variable.

In Section 2, we define the control problem, we are interested in and introduce some notations and auxiliary results to be used in the sequel. Section 3 is devoted to the proof of the main approximation and existence results. Finally, in Section 4, we state and prove a maximum principle for our relaxed control problem.

## 2. Formulation of the problem

2.1. Strict control problem. The systems we wish to control are driven by the following $d$-dimesional stochastic differential equations of diffusion type, defined on some filtered
probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t}, P\right)$ :

$$
\begin{equation*}
d x_{t}=b\left(t, x_{t}, u_{t}\right) d t+\sigma\left(t, x_{t}, u_{t}\right) d B_{t}, \quad x_{0}=x \tag{2.1}
\end{equation*}
$$

where, for each $t \in[0,1]$, the control $u_{t}$ is in the action space $\mathbb{A}$, a compact set in $\mathbb{R}^{n}$, the drift term $b: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A} \rightarrow \mathbb{R}$, and diffusion coefficient $\sigma: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{k}$ are bounded measurable and continuous in $(x, a)$.

The infinitesimal generator, $L$, associated with (2.1), acting on functions $f$ in $C_{b}^{2}\left(\mathbb{R}^{d}\right.$; $\mathbb{R})$, is

$$
\begin{equation*}
L f(t, x, u)=\frac{1}{2} \sum_{i, j}\left(a_{i, j} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\right)(t, x, u)+\sum_{i}\left(b_{i} \frac{\partial f}{\partial x_{i}}\right)(t, x, u) \tag{2.2}
\end{equation*}
$$

where $a_{i, j}(t, x, u)$ denotes the generic term of the symmetric matrix $\sigma \sigma^{*}(t, x, u)$. Let $\cup$ denote the class of admissible controls, that is, $\left(\mathscr{F}_{t}\right)_{t}$-adapted processes with values in the action space $\mathbb{A}$. This class is nonempty since it contains constant controls.

The cost function to be minimized over such controls is

$$
\begin{equation*}
J(u)=E\left[\int_{0}^{1} h\left(t, x_{t}, u_{t}\right) d t+g\left(x_{1}\right)\right] \tag{2.3}
\end{equation*}
$$

where $h$ and $g$ are assumed to be real-valued, continuous, and bounded, respectively, on $\mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A}$ and on $\mathbb{R}^{d}$.

We now introduce the notion of strict control to (2.1).
Definition 2.1. A strict control is the term $\alpha=\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, P, u_{t}, x_{t}, x\right)$ such that
(1) $x \in \mathbb{R}^{d}$ is the initial data;
(2) $(\Omega, \mathscr{F}, P)$ is a probability space equipped with a filtration $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ satisfying the usual conditions;
(3) $u_{t}$ is an $A$-valued process, progressively measurable with respect to $\left(\mathscr{F}_{t}\right)$;
(4) $\left(x_{t}\right)$ is $\mathbb{R}^{d}$-valued, $\mathscr{F}_{t}$-adapted, with continuous paths, such that

$$
\begin{equation*}
f\left(x_{t}\right)-f(x)-\int_{0}^{t} L f\left(s, x_{s}, u_{s}\right) d s \text { is a } P \text {-martingale, } \tag{2.4}
\end{equation*}
$$

for each $f \in C_{b}^{2}$, for each $t>0$, where $L$ is the infinitesimal generator of the diffusion $\left(x_{t}\right)$.
In fact, when the control $u_{t}$ is constant, the conditions imposed above on the drift term and diffusion coefficient ensure that our martingale problem admits at least one solution, which implies weak existence of solutions of (2.1) (see [11]). The associated controls are called weak controls because of the possible change of the probability space and the Brownian motion with $u_{t}$. When pathwise uniqueness holds for the controlled equation it is shown in El Karoui et al. [5] that the weak and strong control problems are equivalent in the sense that they have the same value functions.
2.2. The relaxed control problem. The strict control problem as defined in Section 2.1 may fail to have an optimal solution, as shown in the following simple example, taken
from deterministic control. See Fleming [7] and Yong and Zhou [25] for other examples from stochastic control. The problem is to minimize the following cost function:

$$
\begin{equation*}
J(u)=\int_{0}^{T} x^{u}(t)^{2} d t \tag{2.5}
\end{equation*}
$$

over the set $U_{a d}$ of open loop controls, that is, measurable functions $u:[0, T] \rightarrow\{-1,1\}$.
Let $x^{u}(t)$ denote the solution of

$$
\begin{equation*}
d x_{t}^{u}=u d t, \quad x(0)=0 \tag{2.6}
\end{equation*}
$$

We have $\inf _{u \in \mathscr{U}} J(u)=0$. Indeed consider the following sequence of controls:

$$
\begin{equation*}
u_{n}(t)=(-1)^{k} \quad \text { if } \frac{k}{n} \leq t \leq \frac{k+1}{n}, \quad 0 \leq k \leq n-1 . \tag{2.7}
\end{equation*}
$$

Then clearly $\left|x^{u_{n}}(t)\right| \leq 1 / n$ and $\left|J\left(u_{n}\right)\right| \leq T / n^{2}$ which implies that $\inf _{u \in u} J(u)=0$. There is however no control $u$ such that $J(u)=0$. If this would have been the case, then for every $t, x^{u}(t)=0$. This in turn would imply that $u_{t}=0$, which is impossible. The problem is that the sequence $\left(u_{n}\right)$ has no limit in the space of strict controls. This limit, if it exists, will be the natural candidate for optimality. If we identify $u_{n}(t)$ with the Dirac measure $\delta_{u_{n}(t)}(d a)$ and set $q_{n}(d t, d u)=\delta_{u_{n}(t)}(d u) d t$, we get a measure on $[0,1] \times \mathbb{A}$. Then $\left(q_{n}(d t, d u)\right)_{n}$ converges weakly to $(1 / 2) d t \cdot\left[\delta_{-1}+\delta_{1}\right](d a)$. This suggests that the set $थ$ of strict controls is too narrow and should be embedded into a wider class with a richer topological structure for which the control problem becomes solvable. The idea of relaxed control is to replace the $\mathbb{A}$-valued process $\left(u_{t}\right)$ with $\mathbb{P}(\mathbb{A})$-valued process $\left(\mu_{t}\right)$, where $\mathbb{P}(\mathbb{A})$ is the space of probability measures equipped with the topology of weak convergence.

In this section, we introduce relaxed controls of our systems of SDE as solutions of a martingale problem for a diffusion process whose infinitesimal generator is integarted against the random measures defined over the action space of all controls. Let $\mathbb{V}$ be the set of Radon measures on $[0,1] \times \mathbb{A}$ whose projections on $[0,1]$ coincide with the Lebesgue measure $d t$. Equipped with the topology of stable convergence of measures, $\mathbb{V}$ is a compact metrizable space (see Jacod and Mémin [12]). Stable convergence is required for bounded measurable functions $h(t, a)$ such that for each fixed $t \in[0,1], h(t, \cdot)$ is continuous.

Definition 2.2. A relaxed control is the term $\mu=\left(\Omega, \mathscr{F}^{\prime}, \mathscr{F}_{t}, P, B_{t}, \mu_{t}, x_{t}, x\right)$ such that
(1) $\left(\Omega, \mathscr{F}^{\prime}, \mathscr{F}_{t}, P\right)$ is a filtered probability space satisfying the usual conditions;
(2) $\left(\mu_{t}\right)_{t}$ is a $\mathbb{P}(\mathbb{A})$-valued process, progressively measurable with respect to $\left(\mathscr{F}_{t}\right)$ and such that for each $t, 1_{(0, t]} \cdot \mu$ is $F_{t}$-measurable;
(3) $\left(x_{t}\right)_{t}$ is $\mathbb{R}^{d}$-valued, $F_{t}$-adapted with continuous paths such that $x(0)=x$ and

$$
\begin{equation*}
f\left(x_{t}\right)-f(x)-\int_{0}^{t} \int_{A} L f\left(s, x_{s}, a\right) \mu_{s}(\omega, d a) d s \tag{2.8}
\end{equation*}
$$

is a $P$-martingale, for each $f \in C_{b}^{2}\left(R^{d}, R\right)$.
We denote by $\mathscr{R}$ the collection of all relaxed controls.

By a slight abuse of notation, we will often denote a relaxed control by $\mu$ instead of specifying all the components.

The cost function associated to a relaxed control $\mu$ is defined as

$$
\begin{equation*}
J(\mu)=E\left[\int_{0}^{1} \int_{A} h\left(t, X_{t}, a\right) \mu_{t}(d a) d t+g\left(X_{1}\right)\right] . \tag{2.9}
\end{equation*}
$$

The set $\mathscr{U}$ of strict controls is embedded into the set $\mathscr{R}$ of relaxed controls by the mapping

$$
\begin{equation*}
\Psi: u \in U \longmapsto \Psi(u)(d t, d a)=d t \delta_{u(t)}(d a) \in \mathscr{R} \tag{2.10}
\end{equation*}
$$

where $\delta_{u}$ is the Dirac measure at a single point $u$. In fact the next lemma, known as the chattering lemma, tells us that any relaxed control is a weak limit of a sequence of strict controls. This lemma was first proved for deterministic measures in [8] and extended to random measures in $[6,7]$.

Lemma 2.3 (chattering lemma). Let $\left(\mu_{t}\right)$ be a predictable process with values in the space of probability measures on $\mathbb{A}$. Then there exists a sequence of predictable processes $\left(u^{n}(t)\right)$ with values in $\mathbb{A}$ such that the sequence of random measures $\left(\delta_{u_{t}^{n}}(d a) d t\right)$ converges weakly to $\mu_{t}(d a) d t, P$-a.s.

In the next example, through considering the action space $\mathbb{A}$ to be a finite set of points, hence reducing the problem to controlling a finite-dimensional diffusion process, we will identify the appropriate class of martingale measures that drives the stochastic representation of the coordinate process associated with the solution to the martingale problem (2.8).

Example 2.4. Let the action space be the finite set $\mathbb{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. Then every relaxed control $d t \mu_{t}(d a)$ will be a convex combination of the Dirac measures $d t \mu_{t}(d a)=$ $\sum_{i=1}^{n} \alpha_{t}^{i} d t \delta_{a_{i}}(d a)$, where for each $i, \alpha_{t}^{i}$ is a real-valued process such that $0 \leq \alpha_{t}^{i} \leq 1$ and $\sum_{i=1}^{n} \alpha_{t}^{i}=1$. It is not difficult to show that the solution of the (relaxed) martingale problem (2.8) is the law of the solution of the following SDE:

$$
\begin{equation*}
d x_{t}=\sum_{i=1}^{n} b\left(t, x_{t}, a_{i}\right) \alpha_{t}^{i} d t+\sum_{i=1}^{n} \sigma\left(s, x_{s}, a_{i}\right)\left(\alpha_{t}^{i}\right)^{1 / 2} d B_{s}^{i}, \quad x_{0}=x \tag{2.11}
\end{equation*}
$$

where the $B^{i}$ s are $d$-dimensional Brownian motions on an extension of the initial probability space. The process $M$ defined by

$$
\begin{equation*}
M(A \times[0, t])=\sum_{i=1}^{n} \int_{0}^{t}\left(\alpha_{s}^{i}\right)^{1 / 2} 1_{\left\{a_{i} \in A\right\}} d B_{s}^{i} \tag{2.12}
\end{equation*}
$$

is in fact a strongly orthogonal continuous martingale measure (cf. Walsh [24], El-Karoui and Méléard [4]) with intensity $\mu_{t}(d a) d t=\sum \alpha_{t}^{i} \delta_{a_{i}}(d a) d t$. Thus, the SDE in (2.11) can be expressed in terms of $M$ and $\mu$ as follows:

$$
\begin{equation*}
d x_{t}=\int_{\mathbb{A}} b\left(t, x_{t}, a\right) \mu_{t}(d a) d t+\int_{\mathbb{A}} \sigma\left(t, x_{t}, a\right) M(d a, d t) \tag{2.13}
\end{equation*}
$$

The following theorem due to El Karoui and Méléard [4] shows in fact a general representation result for solutions of the martingale problem (2.8) in terms of strongly orthogonal continuous martingale measures whose intensities are our relaxed controls.

Theorem 2.5 [4]. (1) Let $P$ be the solution of the martingale problem (2.8). Then $P$ is the law of a d-dimensional adapted and continuous process $X$ defined on an extension of the space $\left(\Omega, \mathscr{F}^{\prime}, \mathscr{F}_{t}\right)$ and solution of the following SDE starting at $x$ :

$$
\begin{equation*}
d X_{t}^{i}=\int_{\mathbb{A}} b_{i}\left(t, X_{t}, a\right) \mu_{t}(d a) d t+\sum_{k=1}^{d} \int_{\mathbb{A}} \sigma_{i, k}\left(t, X_{t}, a\right) M^{k}(d a, d t), \tag{2.14}
\end{equation*}
$$

where $M=\left(M^{k}\right)_{k=1}^{d}$ is a family of d-strongly orthogonal continuous martingale measures with intensity $\mu_{t}(d a) d t$.
(2) If the coefficients $b$ and $\sigma$ are Lipschitz in $x$, uniformly in $t$ and $a$, the SDE (2.14) has a unique pathwise solution.

Using the chattering lemma, we get the following result due to Méléard [14] on approximating continuous orthogonal martingale measures with given intensity with a sequence of stochastic integrals with respect to a single Brownian motion. See also [15, 16] for applications of martingale measures in infinite systems of interacting particles and branching processes.

Proposition 2.6 [14]. Let $M$ be a continuous orthogonal martingale measure with intensity $\mu_{t}(d a) d t$ on $\mathbb{A} \times[0,1]$. Then there exist a sequence of predictable $\mathbb{A}$-valued processes $\left(u^{n}(t)\right)$ and a Brownian motion $B$ defined on an extension of $(\Omega, \mathscr{F}, P)$ such that for all $t \in[0, T]$ and $\varphi$ continuous bounded functions from $\mathbb{A}$ to $\mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} E\left[\left(M_{t}(\varphi)-\int_{0}^{t} \varphi\left(u^{n}(s) d B_{s}\right)\right)^{2}\right]=0 . \tag{2.15}
\end{equation*}
$$

## 3. Approximation and existence results of relaxed controls

In order for the relaxed control problem to be truly an extension of the original one, the infimum of the expected cost among relaxed controls must be equal to the infimum among strict controls. This result is based on the approximation of a relaxed control by a sequence of strict controls, given by Lemma 2.3.

The next theorem which is our main result in this section gives the stability of the controlled stochastic differential equations with respect to the control variable.

Let $\left(\mu_{t}\right)$ be a relaxed control. We know from Theorem 2.5, that there exists a family of continuous strongly orthogonal martingale measures $M_{t}=\left(M_{t}^{k}\right)$ such that the state of the system satisfies the following SDE, starting at $X_{0}=x$ :

$$
\begin{equation*}
d X_{t}=\int_{A} b\left(t, X_{t}, a\right) \mu_{t}(d a) d t+\int_{A} \sigma\left(t, x_{t}, a\right) M(d a, d t) . \tag{3.1}
\end{equation*}
$$

Moreover, thanks to Lemma 3.4 and Proposition 2.6, there exist a sequence $\left(u^{n}(t)\right)$ of strict controls and a Brownian motion $B$ defined on an extension of $(\Omega, \mathscr{F}, P)$ such that
for each $t \in[0, T]$ and each continuous bounded function $\varphi$ from $\mathbb{A}$ to $\mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} E\left[\left(M_{t}(\varphi)-\int_{0}^{t} \varphi\left(u^{n}(s)\right) d B_{s}\right)^{2}\right]=0 \tag{3.2}
\end{equation*}
$$

Denote by $X_{t}^{n}$ the solution of

$$
\begin{gather*}
d X_{t}^{n}=b\left(t, X_{t}^{n}, u_{t}^{n}\right) d t+\sigma\left(t, X_{t}^{n}, u_{t}^{n}\right) d B_{t}, \\
X^{n}(0)=x \tag{3.3}
\end{gather*}
$$

which can be written in relaxed form as

$$
\begin{gather*}
d X_{t}^{n}=\int_{A} b\left(t, X_{t}^{n}, a\right) \mu_{t}^{n}(d a) d t+\int_{A} \sigma\left(t, X_{t}^{n}, a\right) M^{n}(d a, d t)  \tag{3.4}\\
X_{0}^{n}=x
\end{gather*}
$$

with respect to the martingale measure $M^{n}(t, A)=\int_{0}^{t} 1_{A}\left(u^{n}(s)\right) d B_{s}$ and $\mu_{t}^{n}(d a)=\delta_{u^{n}(t)}(d a)$.
Theorem 3.1. Let $X_{t}$ and $X_{t}^{n}$ be the diffusions solutions of (3.1) and (3.4), respectively. If the pathwise uniqueness holds for (3.1), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left[\sup _{0 \leq t \leq 1}\left|X_{t}^{n}-X_{t}\right|^{2}\right]=0 \tag{3.5}
\end{equation*}
$$

The proof of Theorem 3.1 will be given later.
Corollary 3.2. Let $J\left(u^{n}\right)$ and $J(\mu)$ be the expected costs corresponding, respectively, to $u^{n}$ and $\mu$, where $u^{n}$ and $\mu$ are defined as in the last theorem. Then there exists a subsequence $\left(u^{n_{k}}\right)$ of $\left(u^{n}\right)$ such that $J\left(u^{n_{k}}\right)$ converges to $J(\mu)$.

Proof of Corollary 3.2. From Theorem 3.1 it follows that the sequence $\left(X_{t}^{n}\right)$ converges to $X_{t}$ in probability, uniformly in $t$, then there exists a subsequence ( $X_{t}^{n_{k}}$ ) that converges to $X_{t}, P$-a.s., uniformly in $t$. We have

$$
\begin{align*}
\left|J\left(u^{n_{k}}\right)-J(\mu)\right| \leq & E\left[\int_{0}^{1} \int_{\mathbb{A}}\left|h\left(t, X_{t}^{n_{k}}, a\right)-h\left(t, X_{t}, a\right)\right| \delta_{u_{t}^{n_{k}}}(d a) d t\right] \\
& +E\left[\left|\int_{0}^{1} \int_{\mathbb{A}} h\left(t, X_{t}, a\right) \delta_{u_{t}^{n_{k}}}(d a) d t-\int_{0}^{1} \int_{\mathbb{A}} h\left(t, X_{t}, a\right) \mu_{t}(d a) d t\right|\right]  \tag{3.6}\\
& +E\left[\left|g\left(X_{1}^{n_{k}}\right)-g\left(X_{1}\right)\right|\right]
\end{align*}
$$

It follows from the continuity and boundness of the functions $h$ and $g$ with respect to $x$ that the first and third terms in the right-hand side converge to 0 . The second term in the right-hand side tends to 0 by the weak convergence of the sequence $\delta_{u^{n}}$ to $\mu$, the continuity and the boundness of $h$ in the variable $a$. We use the dominated convergence theorem to conclude.

To prove Theorem 3.1, we need some auxiliary results on the tightness of the processes in question.

Lemma 3.3. The family of relaxed controls $\left(\left(\mu^{n}\right)_{n \geq 0}, \mu\right)$ is tight in $V$.
Proof. $[0,1] \times \mathbb{A}$ being compact, then by Prokhorov's theorem, the space $\mathbb{V}$ of probability measures on $[0,1] \times \mathbb{A}$ is also compact for the topology of weak convergence. The fact that $\mu^{n}, n \geq 0$ and $\mu$ being random variables with values in the compact set $\mathbb{V}$ yields that the family of distributions associated to $\left(\left(\mu^{n}\right)_{n \geq 0}, \mu\right)$ is tight.

Lemma 3.4. The family of martingale measures $\left(\left(M^{n}\right)_{n \geq 0}, M\right)$ is tight in the space $C_{S^{\prime}}=$ $C\left([0,1], S^{\prime}\right)$ of continuous functions from $[0,1]$ with values in $S^{\prime}$ the topological dual of the Schwartz space $S$ of rapidly decreasing functions.

Proof. The martingale measures $M^{n}, n \geq 0, M$ can be considered as random variables with values in $C_{S^{\prime}}=C\left([0,1], S^{\prime}\right)$ (see Mitoma [20]). By applying [20, Lemma 6.3], it is sufficient to show that for every $\varphi$ in $S$, the family $\left(M^{n}(\varphi), n \geq 0, M(\varphi)\right)$ is tight in $C\left([0,1], \mathbb{R}^{d}\right)$, where $M^{n}(\omega, t, \varphi)=\int_{\mathbb{A}} \varphi(a) M^{n}(\omega, t, d a)$ and $M(\omega, t, \varphi)=\int_{\mathbb{A}} \varphi(a) M(\omega, t, d a)$. Let $p>1$ and $s<t$. By the Burkholder-Davis-Gundy inequality, we have

$$
\begin{align*}
E\left(\left|M_{t}^{n}(\varphi)-M_{s}^{n}(\varphi)\right|^{2 p}\right) & \leq C_{p} E\left[\left(\int_{s}^{t} \int_{\mathbb{A}}|\varphi(a)|^{2} \mu_{t}^{n}(d a) d t\right)^{p}\right] \\
& =C_{p} E\left[\left(\int_{s}^{t}\left|\varphi\left(u_{t}^{n}\right)\right|^{2} d t\right)^{p}\right]  \tag{3.7}\\
& \leq C_{p} \sup _{a \in \mathbb{A}}|\varphi(a)|^{2 p}|t-s|^{p} \\
& \leq K_{p}|t-s|^{p}
\end{align*}
$$

where $K_{p}$ is a constant depending only on $p$. That is the Kolmogorov condition is fulfilled (see Lemma A. 2 in the appendix below). Hence the sequence ( $M^{n}(\varphi)$ ) is tight. The same arguments can be used to show that $E\left(\left|M_{t}(\varphi)-M_{s}(\varphi)\right|^{2 p}\right) \leq K_{p}|t-s|^{p}$, which yields the tightness of $M_{t}(\varphi)$.
Lemma 3.5. If $X_{t}$ and $X_{t}^{n}$ are the solutions of (5) and (6), respectively, then the family of processes $\left(X_{t}, X_{t}^{n}\right)$ is tight in $C=C\left([0,1], \mathbb{R}^{d}\right)$.
Proof. Let $p>1$ and $s<t$. Using the usual arguments from stochastic calculus and the boundness of the coefficients $b$ and $\sigma$, it is easy to show that

$$
\begin{equation*}
E\left(\left|X_{t}^{n}-X_{s}^{n}\right|^{2 p}\right) \leq C_{p}|t-s|^{p}, \quad E\left(\left|X_{t}-X_{s}\right|^{2 p}\right) \leq C_{p}|t-s|^{p} \tag{3.8}
\end{equation*}
$$

which yields the tightness of $\left(X_{t}, X_{t}^{n}, n \geq 0\right)$.
Proof of Theorem 3.1. Let $\mu$ be a relaxed control. According to Lemma 2.3, there exists a sequence $\left(u^{n}\right) \subset U$ such that $\mu^{n}=d t \delta_{u^{n}(t)}(d a)$ converges to $d t \mu(t, d a)$ in $\mathbb{V}, P$-a.s. Let $X_{t}^{n}$ and $X_{t}$ be the solutions of (3.4) and (3.1) associated with $\mu$ and $u^{n}$. Suppose that the conclusion of Theorem 3.1 is false. Then there exists $\beta>0$ such that

$$
\begin{equation*}
\inf _{n} E\left[\left|X_{t}^{n}-X_{t}\right|^{2}\right] \geq \beta \tag{3.9}
\end{equation*}
$$

According to Lemmas 3.3, 3.4, and 3.5, the family of processes

$$
\begin{equation*}
\gamma^{n}=\left(\mu^{n}, \mu, M^{n}, M, X^{n}, X\right) \tag{3.10}
\end{equation*}
$$

is tight in the space

$$
\begin{equation*}
\Gamma=(\mathbb{V} \times \mathbb{V}) \times\left(C_{S^{\prime}} \times C_{S^{\prime}}\right) \times(C \times C) \tag{3.11}
\end{equation*}
$$

By the Skorokhod selection theorem (Lemma A. 1 in the appendix below), there exist a probability space ( $\widehat{\Omega}, \widehat{\mathscr{F}}, \hat{P}$ ) and a sequence $\hat{\gamma}^{n}=\left(\hat{\mu}^{n}, \hat{v}^{n}, \widehat{X}^{n}, \widehat{Y}^{n}, \widehat{M}^{n}, \hat{N}^{n}\right)$ defined on it such that
(i) for each $n \in \mathbb{N}$, the laws of $\gamma^{n}$ and $\hat{\gamma}^{n}$ coincide,
(ii) there exists a subsequence $\left(\hat{\gamma}^{n_{k}}\right)$ of $\left(\hat{\gamma}^{n}\right)$ still denoted by $\left(\hat{\gamma}^{n}\right)$ which converges to $\hat{\gamma}, \hat{P}$-a.s. on the space $\Gamma$, where $\hat{\gamma}=(\hat{\mu}, \widehat{v}, \widehat{X}, \widehat{Y}, \widehat{M}, \widehat{N})$.
By the uniform integrability, it holds that

$$
\begin{equation*}
\beta \leq \liminf E\left[\sup _{t \leq 1}\left|X_{t}^{n}-X_{t}\right|^{2}\right]=\liminf _{n} \hat{E}\left[\sup _{t \leq 1}\left|\hat{X}_{t}^{n}-\hat{Y}_{t}^{n}\right|^{2}\right]=\hat{E}\left[\sup _{t \leq 1}\left|\hat{X}_{t}-\hat{Y}_{t}\right|^{2}\right], \tag{3.12}
\end{equation*}
$$

where $\hat{E}$ is the expectation with respect to $\hat{P}$. According to property (i), we see that $\hat{X}_{t}^{n}$ and $\hat{Y}_{t}^{n}$ satisfy the following equations:

$$
\begin{array}{ll}
d \hat{X}_{t}^{n}=\int_{A} b\left(t, \hat{X}_{t}^{n}, a\right) \hat{\mu}^{n}(t, d a) d t+\int_{A} \sigma\left(t, \hat{X}_{t}^{n}, a\right) \widehat{M}^{n}(d a, d t), & \hat{X}_{0}^{n}=x \\
d \hat{Y}_{t}^{n}=\int_{A} b\left(t, \hat{Y}_{t}^{n}, a\right) \hat{v}^{n}(t, d a) d t+\int_{A} \sigma\left(t, \hat{X}_{t}^{n}, a\right) \hat{N}^{n}(d a, d t), \quad \hat{Y}_{0}^{n}=x \tag{3.13}
\end{array}
$$

Since $b$ and $\sigma$ are continuous in $(x, a)$, then using the fact that ( $\left.\hat{\gamma}^{n}\right)$ converges to $\hat{\gamma}, \hat{P}$ a.s., it holds that $\int_{0}^{t} \int_{A} b\left(t, \widehat{X}_{t}^{n}, a\right) \hat{\mu}^{n}(t, d a) d t$ converges in probability to $\int_{0}^{t} \int_{A} b\left(t, \hat{X}_{t}, a\right) \hat{\mu}(t$, $d a) d t$, and $\int_{A} \sigma\left(t, \widehat{X}_{t}^{n}, a\right) \widehat{M}^{n}(d a, d t)$ converges in probability to $\int_{A} \sigma\left(t, \widehat{X}_{t}, a\right) \widehat{M}(d a, d t)$.

The same claim holds for the second equation in (3.13). Hence, $\left(\hat{X}_{t}^{n}\right)$ and $\left(\hat{Y}_{t}^{n}\right)$ converge, respectively, to $\widehat{X}_{t}$ and $\widehat{Y}_{t}$ which satisfy

$$
\begin{array}{ll}
d \hat{X}_{t}=\int_{A} b\left(t, \hat{X}_{t}, a\right) \hat{\mu}(t, d a) d t+\int_{A} \sigma\left(t, \hat{X}_{t}, a\right) \widehat{M}(d a, d t), & \hat{X}_{0}=x \\
d \hat{Y}_{t}=\int_{A} b\left(t, \hat{Y}_{t}, a\right) \hat{v}(t, d a) d t+\int_{A} \sigma\left(t, \hat{Y}_{t}, a\right) \hat{N}(d a, d t), & \hat{Y}_{0}=x \tag{3.14}
\end{array}
$$

The rest of the proof consists in showing that $\hat{\mu}=\hat{v}, \widehat{P}$-a.s., and $\widehat{M}(d a, d t)=\hat{N}(d a, d t)$, $\hat{P}$-a.s. By Lemma 2.3, $\mu^{n} \rightarrow \mu$ in $\mathbb{V}, P$-a.s, it follows that the sequence $\left(\mu^{n}, \mu\right)$ converges to $(\mu, \mu)$ in $\mathbb{V}^{2}$. Moreover,

$$
\begin{equation*}
\operatorname{law}\left(\mu^{n}, \mu\right)=\operatorname{law}\left(\hat{\mu}^{n}, \hat{v}^{n}\right) \tag{3.15}
\end{equation*}
$$

and as $n \rightarrow \infty$,

$$
\begin{equation*}
\left(\hat{\mu}^{n}, \hat{v}^{n}\right) \longrightarrow(\hat{\mu}, \hat{v}), \quad \hat{P} \text {-a.s. in } \mathbb{V}^{2} \tag{3.16}
\end{equation*}
$$

Therefore $\operatorname{law}(\hat{\mu}, \hat{v})=\operatorname{law}(\mu, \mu)$ which is supported by the diagonal of $\mathbb{V}^{2}$. Hence $\hat{\mu}=\hat{v}, \widehat{P}-$ a.s.

The same arguments may be applied to show that $\widehat{M}(d a, d t)=\widehat{N}(d a, d t), \widehat{P}$-a.s. It follows that $\hat{X}$ and $\hat{Y}$ are solutions of the same stochastic differential equation with the same martingale measure $\widehat{M}$ and the same relaxed control $\widehat{\mu}$. Hence by the pathwise uniqueness property we have $\widehat{X}=\hat{Y}, \hat{P}$-a.s., which contradicts (3.9).

Using Skorokhod selection theorem, we show in the next proposition that an optimal solution for the relaxed control problem exists. Note that another proof based on martingale problems of the type (2.8) is given in El-Karoui et al. [5].

Proposition 3.6. Suppose that the coefficients $b, \sigma$, $h$, and $g$ are bounded, measurable, and continuous in $(x, a)$. Then the relaxed control problem admits an optimal solution.

Proof. Let $\beta=\inf \{J(\mu) ; \mu \in \mathscr{R}\}$, where

$$
\begin{equation*}
J(\mu)=E\left[\int_{0}^{1} \int_{A} h\left(t, X_{t}, a\right) \mu_{t}(d a) d t+g\left(X_{T}\right)\right] . \tag{3.17}
\end{equation*}
$$

Let $\left(\mu^{n}, X^{n}\right)_{n \geq 0}$ be a minimizing sequence for the cost function $J(\mu)$, that is, $\lim _{n \rightarrow+\infty} J\left(\mu^{n}\right)$ $=\beta$, where $X^{n}$ is the solution of

$$
\begin{equation*}
d X_{t}^{n}=\int_{A} b\left(t, X_{t}^{n}, a\right) \mu_{t}^{n}(d a) d t+\int_{A} \sigma\left(t, X_{t}^{n}, a\right) M^{n}(d a, d t), \quad X_{0}^{n}=x . \tag{3.18}
\end{equation*}
$$

Using the same arguments as in the proof of Theorem 3.1, it holds that $\gamma^{n}=\left(\mu^{n}, M^{n}, X^{n}\right)$ is tight in the space $\Gamma=\mathbb{V} \times C_{S^{\prime}} \times C$. Moreover, using the Skorokhod selection theorem (Lemma A. 1 in the appendix), there exist a probability space $(\widehat{\Omega}, \widehat{\mathscr{F}}, \widehat{P})$ and a sequence $\hat{\gamma}^{n}=\left(\hat{\mu}^{n}, \widehat{M}^{n}, \widehat{X}^{n}\right)$ defined on it such that
(i) for each $n \in \mathbb{N}$, the laws of $\gamma^{n}$ and $\hat{\gamma}^{n}$ coincide;
(ii) there exists a subsequence $\left(\hat{\gamma}^{n_{k}}\right)$ of $\left(\hat{\gamma}^{n}\right)$ still denoted by $\left(\hat{\gamma}^{n}\right)$ which converges to $\hat{\gamma}, \widehat{P}$-a.s., on the space $\Gamma$, where $\hat{\gamma}=(\hat{\mu}, \widehat{M}, \hat{X})$.
According to property (i), we see that $\widehat{X}_{t}^{n}$ satisfies the following equation:

$$
\begin{equation*}
d \hat{X}_{t}^{n}=\int_{A} b\left(t, \hat{X}_{t}^{n}, a\right) \hat{\mu}^{n}(t, d a) d t+\int_{A} \sigma\left(t, \hat{X}_{t}^{n}, a\right) \widehat{M}^{n}(d a, d t), \quad \hat{X}_{0}^{n}=x . \tag{3.19}
\end{equation*}
$$

Since $b$ and $\sigma$ are continous in ( $x, a$ ), then using the fact that $\left(\hat{\gamma}^{n}\right)$ converges to $\hat{\gamma}, \widehat{P}$-a.s., it holds that $\int_{0}^{t} \int_{A} b\left(t, \widehat{X}_{t}^{n}, a\right) \hat{\mu}^{n}(t, d a) d t$ converges in probability to $\int_{0}^{t} \int_{A} b\left(t, \hat{X}_{t}, a\right) \hat{\mu}(t, d a) d t$, and $\int_{A} \sigma\left(t, \widehat{X}_{t}^{n}, a\right) \widehat{M}^{n}(d a, d t)$ converges in probability to $\int_{A} \sigma\left(t, \widehat{X}_{t}, a\right) \widehat{M}(d a, d t)$.

Hence, $\left(\hat{X}_{t}^{n}\right)$ and $\left(\hat{Y}_{t}^{n}\right)$ converge, respectively, to $\widehat{X}_{t}$ and $\widehat{Y}_{t}$ which satisfy

$$
\begin{equation*}
d \widehat{X}_{t}=\int_{A} b\left(t, \widehat{X}_{t}, a\right) \widehat{\mu}(t, d a) d t+\int_{A} \sigma\left(t, \widehat{X}_{t}, a\right) \widehat{M}(d a, d t), \quad \hat{X}_{0}=x \tag{3.20}
\end{equation*}
$$

The instantaneous cost $h$ and the final cost $g$ being continuous and bounded in $(x, a)$, we proceed as in Corollary 3.2, to conclude that $\beta=\lim _{n \rightarrow+\infty} J\left(\mu^{n}\right)=J(\hat{\mu})$. Hence $\hat{\mu}$ is an optimal control.

## 4. Maximum principle for relaxed control problems

4.1. Assumptions and preliminaries. In this section we establish optimality necessary conditions for relaxed control problems, where the system is described by a SDE driven by a martingale measure of the form (3.1) and the admissible controls are measure-valued processes. The proof is again based on the chattering lemma, where, using Ekeland's variational principle, we derive necessary conditions of near optimality for the approximating sequence of strict controls. We obtain the maximum principle for our relaxed control problem by using stability properties of the corresponding state equations and adjoint processes.

Recall the controlled SDE:

$$
\begin{equation*}
d x_{t}=\int_{A} b\left(t, x_{t}, a\right) \mu_{t}(d a) d t+\int_{A} \sigma\left(t, x_{t}, a\right) M(d a, d t), \quad x_{0}=x \tag{4.1}
\end{equation*}
$$

where $M(d a, d t)$ is an orthogonal martingale mesure whose intensity is the relaxed con$\operatorname{trol} \mu_{t}(d a) d t$. The corresponding cost is given by

$$
\begin{equation*}
J(\mu)=E\left[g\left(x_{1}\right)+\int_{0}^{1} \int_{A} h\left(t, x_{t}, a\right) \mu_{t}(d a)\right] . \tag{4.2}
\end{equation*}
$$

We assume that the coefficients of the controlled equation satisfy the following hypothesis.
(H1) $b: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A} \rightarrow \mathbb{R}^{d}, \sigma: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{k}$, and $h: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{A} \rightarrow \mathbb{R}$ are bounded measurable in $(t, x, a)$ and twice continuously differentiable functions in $x$ for each $(t, a)$, and there exists a constant $C>0$ such that

$$
\begin{equation*}
|f(t, x, a)-f(t, y, a)|+\left|f_{x}(t, x, a)-f_{x}(t, y, a)\right| \leq C|x-y|, \tag{4.3}
\end{equation*}
$$

where $f$ stands for one of the functions $b, \sigma, h$.
$b, \sigma, h$ and their first and second derivatives are continuous in the control variable $a$.
$g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is bounded and twice continuously differentiable such that

$$
\begin{equation*}
|g(y)-g(y)|+\left|g_{x}(y)-g_{x}(y)\right| \leq C|x-y| . \tag{4.4}
\end{equation*}
$$

Under the assumptions above, the controlled equation admits a unique strong solution such that for every $p \geq 1, E\left[\sup _{0 \leq t \leq T}\left|x_{t}\right|^{p}\right]<M(p)$.

We know by Proposition 3.6 that an optimal relaxed control denoted by $\mu$ exists. We seek for necessary conditions satisfied by this control in a form similar to the Pontryagin maximum principle.

The next lemma is an approximation result which we prove directly without using Skorokhod's selection theorem, the coefficients being smooth in the state variable.

Lemma 4.1. Let $\mu$ be a relaxed optimal control and $X$ the corresponding optimal trajectory. Then there exists a sequence $\left(u^{n}\right)_{n} \subset U$ of strict controls such that

$$
\begin{gather*}
\lim _{n \rightarrow \infty} E\left[\sup _{0 \leq t \leq T}\left|X_{t}-X_{t}^{n}\right|^{2}\right]=0  \tag{4.5}\\
\lim _{n \rightarrow \infty} J\left(\mu^{n}\right)=J(\mu)
\end{gather*}
$$

where $\mu^{n}=d t \delta_{u_{t}^{n}}(d a)$ and $X^{n}$ denotes the solution of equation associated with $\mu^{n}$.
Proof. (i) The sequence $\left(u^{n}\right)$ is given by the chattering lemma (Lemma 2.3). Let $x$ and $x^{n}$ be the trajectories associated, respectively, with $\mu$ and $\mu^{n}$, and $t \in[0, T]$,

$$
\begin{align*}
E\left[\left|x_{t}-x_{t}^{n}\right|^{2}\right]= & E\left[\mid \int_{0}^{t} \int_{A} b\left(s, x_{s}^{n}, a\right) \delta_{u_{s}^{n}}(d a) d s+\int_{0}^{t} \sigma\left(s, x_{s}^{n}, u_{s}^{n}\right) d B_{s} .\right. \\
& \left.-\int_{0}^{t} \int_{A} b\left(s, x_{s}, a\right) \mu_{s}(d a) d s+\left.\int_{0}^{t} \int_{A} \sigma\left(s, x_{s}, a\right) M(d s, d a)\right|^{2}\right] \\
\leq & C_{1}\left\{E\left[\left|\int_{0}^{t} \int_{A} b\left(s, x_{s}^{n}, a\right) \delta_{u_{s}^{n}}(d a) d s-\int_{0}^{t} \int_{A} b\left(s, x_{s}, a\right) \mu_{s}(d a) d s\right|^{2}\right]\right. \\
& \left.+E\left[\left|\int_{0}^{t} \sigma\left(s, x_{s}^{n}, u_{s}^{n}\right) d B_{s}-\int_{0}^{t} \int_{A} \sigma\left(s, x_{s}, a\right) M(d s, d a)\right|^{2}\right]\right\} \\
\leq & C_{2}\left\{E\left[\left|\int_{0}^{t} b\left(s, x_{s}^{n}, u_{s}^{n}\right) d s-\int_{0}^{t} b\left(s, x_{s}, u_{s}^{n}\right) d s\right|^{2}\right]\right. \\
& +E\left[\left|\int_{0}^{t} \int_{A} b\left(s, x_{s}, a\right) \delta_{u_{s}^{n}}(d a) d s-\int_{0}^{t} \int_{A} b\left(s, x_{s}, a\right) \mu_{s}(d a) d s\right|^{2}\right] \\
& +E\left[\left|\int_{0}^{t} \sigma\left(s, x_{s}^{n}, u_{s}^{n}\right) d B_{s}-\int_{0}^{t} \int_{A} \sigma\left(s, x_{s}, u_{s}^{n}\right) d B_{s}\right|^{2}\right] \\
& \left.+E\left[\left|\int_{0}^{t} \sigma\left(s, x_{s}, u_{s}^{n}\right) d B_{s}-\int_{0}^{t} \int_{A} \sigma\left(s, x_{s}, a\right) M(d s, d a)\right|^{2}\right]\right\} \\
= & C_{2}\left\{I_{1}+I_{2}+I_{3}+I_{4}\right\} . \tag{4.6}
\end{align*}
$$

Since the coefficients $b$ and $\sigma$ are Lipschitz continuous in the state variable $x$, then

$$
\begin{equation*}
I_{1}+I_{3} \leq C_{3} E\left[\int_{0}^{T}\left|x_{s}^{n}-x_{s}\right|^{2} d s\right] . \tag{4.7}
\end{equation*}
$$

Since $d t \delta_{u_{t}^{n}}(d a) \xrightarrow[n \rightarrow \infty]{ } d t \mu_{t}(d a)$ in $\mathbb{V}, P$-a.s, $b$ is bounded and continuous in the control variable $a$, therefore using the dominated convergence theorem, $I_{3}$ converges to 0 as $n$ tends to $+\infty$.

We use Proposition 2.6 to prove that $I_{4}$ converges to 0 as $n$ tends to $+\infty$. Using Gronwall's lemma, we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left[\left|x_{t}-x_{t}^{n}\right|^{2}\right]=0 \tag{4.8}
\end{equation*}
$$

Applying Burkholder-Davis-Gundy inequality for the martingale part allows us to obtain a uniform convergence in $t$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left[\sup _{0 \leq t \leq T}\left|x_{t}-x_{t}^{n}\right|^{2}\right]=0 \tag{4.9}
\end{equation*}
$$

(ii)

$$
\begin{align*}
\left|J(\mu)-J\left(\mu^{n}\right)\right| \leq & \left\{E\left[\left|\int_{0}^{t} h\left(s, x_{s}^{n}, u_{s}^{n}\right) d s-\int_{0}^{t} h\left(s, x_{s}, u_{s}^{n}\right) d s\right|^{2}\right]\right. \\
& +E\left[\left|\int_{0}^{t} \int_{A} h\left(s, x_{s}, a\right) \delta_{u_{s}^{n}}(d a) d s-\int_{0}^{t} \int_{A} h\left(s, x_{s}, a\right) \mu_{s}(d a) d s\right|^{2}\right]  \tag{4.10}\\
& \left.+E\left[\left|g\left(X_{T}\right)-g\left(X_{T}^{n}\right)\right|\right]\right\}
\end{align*}
$$

The first and the third terms in the right-hand side converge to 0 because $h$ and $g$ are Lipschitz continuous in $x$ and the fact that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left[\sup _{0 \leq t \leq T}\left|x_{t}-x_{t}^{n}\right|^{2}\right]=0 \tag{4.11}
\end{equation*}
$$

$h$ is bounded and continuous in $a$; hence an application of the dominated convergence theorem allows us to conclude that the second term in the right-hand side tends to 0 .
4.2. Necessary conditions for near optimality. According to the optimality of $\mu$, there exists a sequence $\left(\epsilon_{n}\right)$ of positive real numbers with $\lim _{n \rightarrow+\infty} \epsilon_{n}=0$ such that

$$
\begin{equation*}
J\left(u^{n}\right)=J\left(\mu^{n}\right) \leq \inf \{J(\mu) ; \mu \in \mathscr{R}\}+\epsilon_{n}, \tag{4.12}
\end{equation*}
$$

where $\mu^{n}=d t \delta_{u_{t}^{n}}(d a)$.
In this section, we give necessary conditions for near optimality satisfied by the minimizing sequence ( $u^{n}$ ).
4.2.1. Stability of the state equation and adjoint processes. To derive necessary conditions for near optimality, we use Ekeland's variational principle (Lemma 4.2), along with an appropriate choice of a metric on the space $U$ of admissible controls.

Lemma 4.2 (Ekeland). Let $(V, d)$ be a complete metric space and $F: V \rightarrow \mathbb{R} \cup\{+\infty\}$ be lower semicontinuous and bounded from below. Given $\epsilon>0$, suppose $u^{\epsilon} \in V$ satisfies $F\left(u^{\epsilon}\right)$ $\leq \inf \{F(v) ; v \in V\}+\epsilon$. Then for any $\lambda>0$, there exists $v \in V$ such that
(i) $F(v) \leq F\left(u^{\epsilon}\right)$;
(ii) $d\left(u^{\epsilon}, v\right) \leq \lambda$;
(iii) for all $w \neq v ; F(v)<F(w)+\varepsilon / \lambda \cdot d(w, v)$.

We denote by $d$ the metric on the space $U$ defined by

$$
\begin{equation*}
d(u, v)=P \otimes d t\{(\omega, t) \in \Omega \times[0, T] ; u(\omega, t) \neq v(\omega, t)\} \tag{4.13}
\end{equation*}
$$

where $P \otimes d t$ is the product measure of $P$ and the Lebesgue measure.
Lemma 4.3. (i) $(\because, d)$ is a complete metric space.
(ii) For any $p \geq 1$, there exists $M>0$ such that for any $u, v \in U$ the following estimate holds:

$$
\begin{equation*}
E\left[\sup _{0 \leq t \leq T}\left|x_{t}^{u}-x_{t}^{v}\right|^{2 p}\right] \leq M \cdot(d(u, v))^{1 / 2} \tag{4.14}
\end{equation*}
$$

where $x_{t}^{u}$ and $x_{t}^{v}$ are the solutions of (2.1) corresponding to $u$ and $v$.
(iii) The cost functional $J:(\vartheta, d) \rightarrow \mathbb{R}$ is continuous. More precisely if $u$ and $v$ are two elements in U, then

$$
\begin{equation*}
|J(u)-J(v)| \leq C \cdot(d(u, v))^{1 / 2} \tag{4.15}
\end{equation*}
$$

See [17, 26] for the detailed proof.
For any strict control $u \in U$, we denote $\left(p_{1}, Q_{1}\right)$ and ( $p_{2}, Q_{2}$ ) the first- and secondorder adjoint variables satisfying the following backward SDE are called sometimes adjoint equations:

$$
\begin{align*}
& d p_{1}(t)=- {\left[b_{x}^{*}(t, x(t), u(t)) p_{1}(t)+\sigma_{x}^{*}(t, x(t), u(t)) Q_{1}(t)\right.} \\
&\left.+h_{x}(t, x(t), u(t))\right] d t+Q_{1}(t) d B_{t}, \\
& p_{1}(T)=g_{x}(x(T)), \\
&-d p_{2}(t)=- {\left[b_{x}^{*}(t, x(t), u(t)) p_{2}(t)+p_{2}(t) b_{x}(t, x(t), u(t))\right.} \\
&+\sigma_{x}^{*}(t, x(t), u(t)) p_{2}(t) \sigma_{x}(t, x(t), u(t))  \tag{4.16}\\
&+\sigma_{x}^{*}(t, x(t), u(t)) Q_{2}(t) \\
&\left.+Q_{2}(t) \sigma_{x}\left(t, x(t), u(t)-H_{x x}\left(x(t), u(t), p_{1}(t), Q_{1}(t)\right)\right)\right] d t \\
&+Q_{2}(t) d B_{t}, \\
& p_{2}(T)=g_{x x}(x(T)),
\end{align*}
$$

where $x(t)$ is the trajectory associated with $u$.

The derivatives of the data being bounded, the generators of these backward SDEs are globally Lipschitz and have linear growth. Then by the result of Pardoux and Peng [21], there exist unique $F_{t}$-adapted pairs ( $p_{1}, Q_{1}$ ) and ( $p_{2}, Q_{2}$ ) with values, respectively, in $\mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ and $\mathbb{R}^{d \times d} \times\left(\mathbb{R}^{d \times d}\right)^{d}$ which solve (4.16) such that

$$
\begin{align*}
& E\left[\sup _{0 \leq t \leq T}\left|p_{1}(t)\right|^{2}+\int_{0}^{T}\left|Q_{1}(t)\right|^{2} d t\right]<+\infty, \\
& E\left[\sup _{0 \leq t \leq T}\left|p_{2}(t)\right|^{2}+\int_{0}^{T}\left|Q_{2}(t)\right|^{2} d t\right]<+\infty . \tag{4.17}
\end{align*}
$$

Lemma 4.4. For any $0<\alpha<1$ and $1<p<2$ satisfying $(1+\alpha)<2$, there exists a constant $C_{1}=C_{1}(\alpha, p)>0$ such that for any strict controls $u$ and $u^{\prime}$ along with the corresponding trajectories $x$ and $x^{\prime}$ and the solutions ( $p_{1}^{\prime}, Q_{1}^{\prime}, p_{2}^{\prime}, Q_{2}^{\prime}$ ) and ( $p_{1}^{\prime}, Q_{1}^{\prime}, p_{2}^{\prime}, Q_{2}^{\prime}$ ) of the backward $S D E(\cdot)$ and $(\cdot)$, the following estimates hold:

$$
\begin{align*}
& E\left[\int_{0}^{T}\left(\left|p_{1}(t)-p_{1}^{\prime}(t)\right|^{2}+\left|Q_{1}(t)-Q_{1}^{\prime}(t)\right|^{2}\right) d t\right] \leq C_{1} d\left(u, u^{\prime}\right)^{\alpha p / 2} \\
& E\left[\int_{0}^{T}\left(\left|p_{2}(t)-p_{2}^{\prime}(t)\right|^{2}+\left|Q_{2}(t)-Q_{2}^{\prime}(t)\right|^{2}\right) d t\right] \leq C_{1} d\left(u, u^{\prime}\right)^{\alpha p / 2} . \tag{4.18}
\end{align*}
$$

The proof uses usual arguments from the theory of backward stochastic differential equations (see [26] for the details).
4.2.2. Necessary conditions for near optimality. For each $(t, x, a, p, q) \in[0,1] \times \mathbb{R}^{d} \times A$ $\times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ define the Hamiltonian of the system

$$
\begin{equation*}
H(t, x, a, p, q)=-h(t, x, a)-p \cdot b(t, x, a)-q \cdot \sigma(t, x, a) . \tag{4.19}
\end{equation*}
$$

Moreover we define the $\mathscr{H}$-function associated with a strict control $u(\cdot)$ and its corresponding trajectory $x(\cdot)$ by

$$
\begin{equation*}
\mathscr{H}^{(x(\cdot), u(\cdot))}(t, x, a)=H\left(t, x, a, p_{1}(t), Q_{1}(t)-p_{2}(t) \cdot \sigma(t, x, u(t))\right)-\frac{1}{2} \sigma^{*}(t, x, a) p_{2}(t) \sigma(t, x, a), \tag{4.20}
\end{equation*}
$$

where $(t, x, a) \in[0,1] \times \mathbb{R}^{d} \times A$ and $\left(p_{1}(t), Q_{1}(t)\right),\left(p_{2}(t), Q_{2}(t)\right)$ are solutions of the adjoint (4.16).

The next proposition gives necessary conditions for near optimality satisfied by the minimizing sequence $\left(u^{n}\right)$ (i.e., $\left(\mu^{n}\right)=\left(d t \delta_{u_{t}^{n}}(d a)\right)$ that converges to the optimal relaxed control $\left.d t \mu_{t}(d a)\right)$.
Proposition 4.5. Let $u^{n}$ be an admissible strict control such that

$$
\begin{equation*}
J\left(u^{n}\right)=J\left(\mu^{n}\right) \leq \inf \{J(\mu) ; \mu \in \mathscr{R}\}+\epsilon_{n}, \tag{4.21}
\end{equation*}
$$

then the following inequality holds:

$$
\begin{equation*}
E\left(\int_{0}^{1} \mathscr{H}^{\left(x^{n}(t), u^{n}(t)\right)}\left(t, x^{n}(t), u^{n}(t)\right) d t\right) \geq \sup _{a \in A} E\left(\int_{0}^{1} \mathscr{H}^{\left(x^{n}(t), u^{n}(t)\right)}\left(t, x^{n}(t), a\right) d t\right)-\varepsilon^{1 / 3} \tag{4.22}
\end{equation*}
$$

Sketch of the proof. According to Lemma 4.3, the cost functional $J(u)$ is continuous with respect to the topology induced by the metric $d$. Then by applying Ekeland's variational principle for $u^{n}$ with $\lambda=\varepsilon^{2 / 3}$, there exists an admissible control $\tilde{\mathcal{u}}^{n}$ such that

$$
\begin{gather*}
d\left(u^{n}, \tilde{u}^{n}\right) \leq \varepsilon^{2 / 3}, \\
\bar{J}\left(\tilde{u}^{n}\right) \leq \bar{J}(u) \quad \forall u \in U,  \tag{4.23}\\
\bar{J}(u)=J(u)+\varepsilon^{1 / 3} d\left(u, \tilde{u}^{n}\right) .
\end{gather*}
$$

The control $v_{n}$ which is $\varepsilon_{n}$-optimal is in fact optimal for the new cost functional $\bar{J}(u)$. We proceed as in the classical maximum principle (Peng [22], Bensoussan [3]) to derive a maximum principle for $\tilde{u}^{n}(\cdot)$. Let $t_{0} \in(0,1), a \in A$; we define the strong variation by

$$
\tilde{u}_{\delta}^{n}= \begin{cases}a & \text { on }\left(t_{0}, t_{0}+\delta\right)  \tag{4.24}\\ v_{n}(t) & \text { otherwise }\end{cases}
$$

The fact that $\bar{J}\left(v^{n}\right) \leq \bar{J}\left(\tilde{u}^{n}\right)$ and $d\left(\tilde{u}^{n}, \tilde{u}_{\delta}^{n}\right) \leq \delta$ imply that

$$
\begin{equation*}
J\left(\tilde{u}_{\delta}^{n}\right)-J\left(\tilde{u}^{n}\right) \geq-\varepsilon_{n}^{1 / 3} \delta . \tag{4.25}
\end{equation*}
$$

Proceeding as in Peng [22] (see also [26]) and using the smoothness of the data defining the control problem, we can expand $\tilde{X}_{\delta}^{n}(\cdot)$ (the solution of (2.1) corresponding to $\tilde{u}_{\delta}^{n}$ ) to the second order to get the following inequality:

$$
\begin{align*}
E \int_{t_{0}}^{t_{0}+\delta}\{ & \frac{1}{2}\left(\sigma\left(t, \tilde{X}^{n}(t), a\right)-\sigma\left(t, \tilde{X}^{n}(t), \tilde{u}^{n}\right)\right)^{*} \tilde{p}_{2}^{n}\left(\sigma\left(t, \tilde{X}^{n}(t), a\right)-\sigma\left(t, \tilde{X}^{n}(t), \tilde{u}^{n}\right)\right) \\
& +\widetilde{p}_{1}^{n}\left(b\left(t, \widetilde{X}^{n}(t), a\right)-b\left(t, \widetilde{X}^{n}(t), \tilde{u}^{n}\right)\right)+\widetilde{Q}_{1}^{n}\left(\sigma\left(t, \widetilde{X}^{n}(t), a\right)-\sigma\left(t, \widetilde{X}^{n}(t), \tilde{u}^{n}\right)\right) \\
& \left.+\left(h\left(t, \tilde{X}^{n}(t), a\right)-h\left(t, \tilde{X}^{n}(t), \tilde{u}^{n}\right)\right)\right\} d t+o(\delta) \geq-\varepsilon_{n} \delta, \tag{4.26}
\end{align*}
$$

where $\left(\widetilde{p}_{1}^{n}, \widetilde{Q}_{1}^{n}\right)$ and ( $\left.\widetilde{p}_{2}^{n}, \widetilde{Q}_{2}^{n}\right)$ are the first- and second-order adjoint processes, solutions of (4.16) corresponding to $\left(\tilde{u}^{n}, \tilde{X}^{n}\right)$.

The variational inequality is obtained for $\tilde{u}^{n}$ by dividing by $\delta$ and tending $\delta$ to 0 .
The same claim can be proved for $u^{n}$ by using the stability of the state equations and the adjoint processes with respect to the control variable (Lemmas 4.1 and 4.4).

Remark 4.6. The variational inequality (4.22) can be proved with the supremum over $a \in A$ replaced by the supremum over $u(\cdot) \in U$ by simply putting $u(t)$ in place of $a$ in the definition of the strong perturbation.
4.3. The relaxed maximum principle. Assume that $\mathscr{F}_{t}$ is the natural filtration of the Brownian motion $B_{t}$. Let $\mu$ be a relaxed control and $x(\cdot)$ the corresponding trajectory. Let ( $p_{1}, Q_{1}$ ) and ( $p_{2}, Q_{2}$ ) be the solutions of the first- and second-order adjoint equations, associated with the optimal relaxed pair $(\mu, x)$,

$$
\begin{align*}
& d p_{1}(t)=- {\left[b_{x}^{*}(t, x(t), \mu(t)) p_{1}(t)+\sigma_{x}^{*}(t, x(t), \mu(t)) Q_{1}(t)\right.} \\
&\left.+h_{x}(t, x(t), \mu(t))\right] d t+Q_{1}(t) d B_{t}, \\
& p_{1}(T)=g_{x}(x(T)), \\
&-d p_{2}(t)=-\left[b_{x}^{*}(t, x(t), \mu(t)) p_{2}(t)+p_{2}(t) b_{x}(t, x(t), \mu(t))\right. \\
&+\sigma_{x}^{*}(t, x(t), \mu(t)) p_{2}(t) \sigma_{x}(t, x(t), \mu(t))  \tag{4.27}\\
&+\sigma_{x}^{*}(t, x(t), \mu(t)) Q_{2}(t) \\
&\left.+Q_{2}(t) \sigma_{x}\left(t, x(t), \mu(t)-H_{x x}\left(x(t), \mu(t), p_{1}(t), Q_{1}(t)\right)\right)\right] d t \\
&+Q_{2}(t) d B_{t}, \\
& p_{2}(T)=g_{x x}(x(T)),
\end{align*}
$$

where the notation $f(t, x(t), \mu(t))=\int_{A} f(t, x(t), a) \mu(t, d a)$, and $f$ stands for $b_{x}, \sigma_{x}, h_{x}$, and $H_{x x}$.

Define the function associated with the optimal pair $(\mu, x(\cdot))$ and their corresponding adjoint processes,
$\mathscr{H}^{(x(\cdot), \mu(\cdot))}(t, x, a)=H\left(t, x, a, p_{1}(t), Q_{1}(t)-p_{2}(t) \cdot \sigma(t, x, \mu(t))\right)-\frac{1}{2} \sigma^{*}(t, x, a) p_{2}(t) \sigma(t, x, a)$.

Theorem 4.7 (maximum principle). Let $(\mu, x)$ be an optimal relaxed pair, then

$$
\begin{equation*}
E\left(\int_{0}^{1} \mathscr{H} e^{(x(t), \mu(t))}(t, x(t), \mu(t)) d t\right)=\sup _{a \in A} E\left(\int_{0}^{1} \mathscr{H}(x(t), \mu(t))(t, x(t), a) d t\right) . \tag{4.29}
\end{equation*}
$$

Corollary 4.8. Under the same conditions as in Theorem 4.7, it holds that

$$
\begin{equation*}
E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t)) d t\right)=\sup _{v \in \mathbb{P}(A)} \int_{0}^{1} E\left[\mathscr{H}^{(x(t), \mu(t))}(t, x(t), v)\right] d t \tag{4.30}
\end{equation*}
$$

where $\mathscr{H e}^{(x(t), \mu(t))}(t, x(t), v)=\int_{A} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), a) d a$.

Proof. The inequality

$$
\begin{equation*}
\sup _{\mu \in \mathbb{P}(A)} \int_{0}^{1} E\left[\mathscr{H}^{(x(t), \mu(t))}(t, x(t), v)\right] d t \geq \sup _{a \in A} E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), a) d t\right) \tag{4.31}
\end{equation*}
$$

is obvious. Indeed it suffices to take $\mu=\delta_{u}$, where $u$ is any point of $A$. Now if $v \in \mathbb{P}(A)$ is a probability measure on $A$, then

$$
\begin{equation*}
\int_{0}^{1} E\left[\mathscr{H}^{(x(t), \mu(t))}(t, x(t), v)\right] d t \in \operatorname{conv}\left\{E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), a) d t\right), a \in A\right\} . \tag{4.32}
\end{equation*}
$$

Hence, by using a result on convex analysis, it holds that

$$
\begin{equation*}
\int_{0}^{1} E\left[\mathscr{H}^{(x(t), \mu(t))}(t, x(t), v)\right] d t \leq \sup _{u \in A} E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), a) d t\right) . \tag{4.33}
\end{equation*}
$$

Remark 4.9. Since $\mathbb{P}(A)$ is a subspace of $\mathbb{V}$ consisting of constant (in $(\omega, t)$ ) relaxed controls, then (4.29) may be replaced by

$$
\begin{equation*}
E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t)) d t\right)=\sup _{v \in \mathbb{V}} \int_{0}^{1} E\left[\mathscr{H}^{(x(t), \mu(t))}(t, x(t), v(t))\right] d t . \tag{4.34}
\end{equation*}
$$

Corollary 4.10 (the Pontriagin relaxed maximum principle). If $(\hat{\mu}, \hat{x})$ denotes an optimal relaxed pair, then there exists a Lebesgue negligible subset $N$ such that, for any t not in $N$,

$$
\begin{equation*}
\mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t))=\sup _{v \in \mathbb{P}(A)} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), v), \quad \text { P-a.s. } \tag{4.35}
\end{equation*}
$$

Proof. Let $\theta \in] 0, T\left[\right.$ and $B \in \mathscr{F}_{\theta}$, for small $h>0$, define the relaxed control

$$
\mu_{t}^{h}= \begin{cases}v 1_{B} & \text { for } \theta<t<\theta+h  \tag{4.36}\\ \widehat{\mu}_{t} & \text { otherwise }\end{cases}
$$

where $v$ is a probability measure on $A$. It follows from (4.29) that

$$
\begin{equation*}
\frac{1}{h} \int_{\theta}^{\theta+h} E\left[1_{B} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t))\right] d t \geq \frac{1}{h} \int_{\theta}^{\theta+h} E\left[1_{B} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), v)\right] d t \tag{4.37}
\end{equation*}
$$

Therefore passing at the limit as $h$ tends to zero, we obtain

$$
\begin{equation*}
E\left[1_{B} \int_{A} H\left(\theta, \hat{x}_{\theta}, a, p_{\theta}\right) \cdot \hat{\mu}_{\theta}(d a)\right] \geq E\left[1_{B} \int_{A} H\left(\theta, \hat{x}_{\theta}, u, p_{\theta}\right) \mu(d a)\right] \tag{4.38}
\end{equation*}
$$

for any $\theta$ not in some Lebesgue null set $N$.
The last inequality is valid for all $B \in \mathscr{F}_{\theta}$, then for any bounded $\mathscr{F}_{\theta}$-measurable random variable $F$, it holds that

$$
\begin{equation*}
E\left[F \mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t))\right] \geq E\left[F^{(x(t), \mu(t))}(t, x(t), v)\right] \tag{4.39}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
E\left[\mathscr{H}^{(x(\theta), \mu(\theta))}(\theta, x(\theta), \mu(\theta)) / \mathscr{F}_{\theta}\right] \geq E\left[\mathscr{H}^{(x(\theta), \mu(\theta))}(\theta, x(\theta), v) / \mathscr{F}_{\theta}\right] . \tag{4.40}
\end{equation*}
$$

The result follows from the measurability with respect to $\mathscr{F}_{\theta}$ of the quantities inside the conditional expectation.

The proof of Theorem 4.7 is based on the next lemma on the passage to the limit as $n$ tends to $+\infty$ in the adjoint processes $\left(p_{1}^{n}, Q_{1}^{n}\right)$ and $\left(p_{2}^{n}, Q_{2}^{n}\right)$ as well as in the variational inequality (4.22).

Lemma 4.11. Let $\left(p_{1}^{n}, Q_{1}^{n}\right)$ and $\left(p_{2}^{n}, Q_{2}^{n}\right)$ (resp., $\left(p_{1}, Q_{1}\right)$ and $\left.\left(p_{2}, Q_{2}\right)\right)$ be defined by (4.16) associated with the pair $\left(u^{n}, x^{n}\right)$, (resp., (4.27)), then it holds that
(i) $\lim _{n \rightarrow+\infty} E\left[\int_{0}^{T}\left(\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2}+\left|Q_{1}(t)-Q_{1}^{n}(t)\right|^{2}\right) d t\right]=0$;
(ii) $\lim _{n \rightarrow+\infty} E\left[\int_{0}^{T}\left(\left|p_{2}(t)-p_{2}^{n}(t)\right|^{2}+\left|Q_{2}(t)-Q_{2}^{n}(t)\right|^{2}\right) d t\right]=0$;
(iii) $\lim _{n \rightarrow+\infty} E\left(\int_{0}^{1} \mathscr{H}^{\left(x^{n}(t), u^{n}(t)\right)}\left(t, x^{n}(t), u^{n}(t)\right) d t\right)=E\left(\int_{0}^{1} \mathscr{H}^{(x(t), \mu(t))}(t, x(t), \mu(t)) d t\right)$.

Proof. Let us prove (i).
For simplicity of notations, we denote by

$$
\begin{align*}
A_{n}(t)=b_{x}^{*}\left(t, x^{n}(t), u^{n}(t)\right), & A(t)=b_{x}^{*}(t, x(t), \mu(t)), \\
B_{n}(t)=\sigma_{x}^{*}\left(t, x^{n}(t), u^{n}(t)\right), & B(t)=\sigma_{x}^{*}(t, x(t), \mu(t)), \\
C_{n}(t)=h_{x}^{*}\left(t, x^{n}(t), u^{n}(t)\right), & C(t)=h_{x}^{*}(t, x(t), \mu(t)),  \tag{4.41}\\
f_{n}(t, p, Q)=A_{n}(t) p+B_{n}(t) Q+C_{n}(t), & f(t, p, Q)=A(t) p+B(t) Q+C(t), \\
\xi_{n}=g_{x}\left(x^{n}(T)\right), & \xi=g_{x}(x(T)) .
\end{align*}
$$

$g_{x}$ being Lipschitz continuous and $x^{n}(T)$ converging in probability to $x(T)$, hence $\xi_{n}$ converges to $\xi$. Then without loss of generality we may suppose that $\xi_{n}=\xi$.

Applying Ito's formula for $\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2}$, it holds that

$$
\begin{align*}
\mid p_{1}(t) & -\left.p_{1}^{n}(t)\right|^{2}+\int_{t}^{1}\left|Q_{1}(s)-Q_{1}^{n}(s)\right|^{2} d s \\
= & 2 \int_{t}^{1}\left(p_{1}(s)-p_{1}^{n}(s)\right)^{*}\left(f_{n}\left(s, p_{1}^{n}(s), Q_{1}^{n}(s)\right)-f\left(s, p_{1}(s), Q_{1}(s)\right)\right) d s  \tag{4.42}\\
& -\int_{t}^{1}\left(p_{1}(s)-p_{1}^{n}(s)\right)^{*}\left(Q_{1}(s)-Q_{1}^{n}(s)\right) d B_{s}
\end{align*}
$$

where $\left(p_{1}(t)-p_{1}^{n}(t)\right)^{*}$ denotes the transpose of $\left(p_{1}(t)-p_{1}^{n}(t)\right)$.

Let $\alpha$ be an arbitrary real positive number. By using Young inequality and taking expectations in both sides, we get

$$
\begin{align*}
& E\left(\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2}+\int_{t}^{1}\left|Q_{1}(s)-Q_{1}^{n}(s)\right|^{2}\right) \\
& \leq 2 E \int_{t}^{1}\left|p_{1}(s)-p_{1}^{n}(s)\right|\left|f_{n}\left(s, p_{1}^{n}(s), Q_{1}^{n}(s)\right)-f\left(s, p_{1}(s), Q_{1}(s)\right)\right| d s \\
& \leq 2 \alpha^{2} E \int_{t}^{1}\left|p_{1}(s)-p_{1}^{n}(s)\right|^{2} d s+\frac{2}{\alpha^{2}} E \int_{t}^{1}\left|f_{n}\left(s, p_{1}^{n}(s), Q_{1}^{n}(s)\right)-f\left(s, p_{1}(s), Q_{1}(s)\right)\right|^{2} d s \\
& \leq 2 \alpha^{2} E \int_{t}^{1}\left|p_{1}(s)-p_{1}^{n}(s)\right|^{2} d s \\
&+\frac{4}{\alpha^{2}} E \int_{t}^{1}\left|f_{n}\left(t, p_{1}^{n}(t), Q_{1}^{n}(t)\right)-f_{n}\left(t, p_{1}, Q_{1}\right)\right|^{2} d s \\
&+\frac{4}{\alpha^{2}} E \int_{t}^{1}\left|f_{n}\left(t, p_{1}, Q_{1}\right)-f\left(t, p_{1}, Q_{1}\right)\right|^{2} d s \\
& \leq 2 \alpha^{2} E \int_{t}^{1}\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2} d s \\
& \quad+\frac{4}{\alpha^{2}}\left\{E \int_{t}^{1}\left|A_{n}(t)\right|^{2}\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2} d s+E \int_{t}^{1}\left|B_{n}(t)\right|^{2}\left|Q_{1}(t)-Q_{1}^{n}(t)\right|^{2} d s\right\} \\
&+\frac{4}{\alpha^{2}}\left\{E \int_{t}^{1}\left|A_{n}(t)-A(t)\right|^{2}\left|p_{1}(t)\right|^{2} d s+E \int_{t}^{1}\left|B_{n}(t)-B(t)\right|^{2}\left|Q_{1}(t)\right|^{2} d s\right. \\
& \quad\left.+E \int_{t}^{1}\left|C_{n}(t)-C(t)\right|^{2} d s\right\} . \tag{4.43}
\end{align*}
$$

$A_{n}(t)$ and $B_{n}(t)$ are uniformly bounded by the common Lipshitz constant $C$ of $b$ and $\sigma$. We choose $\alpha$ such that $4 C^{2} / \alpha^{2}<1$, and use Gronwall lemma to get

$$
\begin{align*}
& E\left(\left|p_{1}(t)-p_{1}^{n}(t)\right|^{2}+\int_{t}^{1}\left|Q_{1}(t)-Q_{1}^{n}(t)\right|^{2}\right) \\
& \leq M\{  \tag{4.44}\\
& \quad E \int_{t}^{1}\left|A_{n}(t)-A(t)\right|^{2}\left|p_{1}(t)\right|^{2} d s+E \int_{t}^{1}\left|B_{n}(t)-B(t)\right|^{2}\left|Q_{1}(t)\right|^{2} d s \\
& \left.\quad+E \int_{t}^{1}\left|C_{n}(t)-C(t)\right|^{2} d s\right\} .
\end{align*}
$$

The result follows from the fact that $A_{n}(t), B_{n}(t), C_{n}(t)$ converge to $A(t), B(t)$, and $C(t)$.

To get the result with sup norm, it is sufficient to use Burkholder-Davis-Gundy inequality to the martingale part in Ito's formula.
(ii) and (iii) are proved by using the same arguments.

Proof of Theorem 4.7. The result is proved by passing to the limit in inequality (4.22) and using Lemma 4.11.

## Appendix

Lemma A. 1 (Skorokhod selection theorem [11, page 9]). Let (S, $\rho$ ) be a complete separable metric space, and let $P$ and $P_{n}, n=1,2, \ldots$, be probability measures on $\left(S, B_{S}\right)$ such that $\left(P_{n}\right)$ converges weakly to $P$. Then, on a probability space $(\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{P})$, there exist $S$-valued random variables $X^{n}, n=1,2, \ldots$, and $X$ such that
(1) $P=\widetilde{P}_{X}$;
(2) $P_{n}=\widetilde{P}_{X^{n}}, n=1,2, \ldots$;
(3) $X^{n} \underset{n \rightarrow \infty}{\longrightarrow} X \widetilde{P}$-a.s.

Lemma A. 2 (Kolmogorov's theorem [11, page 18]). Let $\left(X_{t}^{n}\right)_{n \geq 0}$ be a sequence of d-dimensional continuous processes satisfying the following two conditions:
(i) there exist positive constants $m$ and $\gamma$ such that $E\left[\left|X_{0}^{n}\right|^{\gamma}\right] \leq m, n \geq 0$;
(ii) there exist positive constants $\alpha, \beta, m_{k}, k=1,2, \ldots$, such that

$$
\begin{equation*}
E\left[\left|X_{t}^{n}-X_{s}^{n}\right|^{\alpha}\right] \leq m_{k}|t-s|^{1+\beta}, \quad n \geq 0 \forall t, s \in[0, k], k=1,2, \ldots . \tag{A.45}
\end{equation*}
$$

Then there exist a subsequence $\left(n_{k}\right)$, a probability space $(\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{P})$, and d-dimensional continuous processes $\tilde{X}^{n_{k}}, k=1,2, \ldots$, and $\tilde{X}$, defined on it such that
(1) the laws of $\tilde{X}^{n_{k}}$ and $X^{n_{k}}$ coincide;
(2) $\tilde{X}_{t}^{n_{k}}$ converges to $\tilde{X}_{t}$ uniformly on every finite time interval, $\widetilde{P}$-a.s.

Lemma A. 3 (Mitoma [20]). Let $C_{E^{\prime}}=C\left([0,1], E^{\prime}\right)$ be the space of continuous mappings from $[0,1]$ to $E^{\prime}$ the topological dual of some Frêchet space E. Let $\left(P_{n}\right)$ be a sequence of probability measures on $C_{E^{\prime}}$. Suppose that for each $\xi$ in $E$, the sequence $\left(P_{n} \Pi_{\xi}^{-1}\right)$ is tight in $C$, where $\Pi_{\xi}: x \in C_{E^{\prime}} \rightarrow\langle x ., \xi\rangle \in C=C\left([0,1], \mathbb{R}^{d}\right)$. Then the sequence $\left(P_{n}\right)$ itself is tight.
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