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Abstract
1
 

Text mining draw more and more attention recently, 

it has been applied on different domains including 

web mining, opinion mining, and sentiment 

analysis. Text pre-processing is an important stage 

in text mining. The major obstacle in text mining is 

the very high dimensionality and the large size of 

text data. Natural language processing and 

morphological tools can be employed to reduce 

dimensionality and size of text data. In addition, 

there are many term weighting schemes available in 

the literature that may be used to enhance text 

representation as feature vector. In this paper, we 

study the impact of text pre-processing and different 

term weighting schemes on Arabic text 

classification. In addition, develop new 

combinations of term weighting schemes to be 

applied on Arabic text for classification purposes. 

1. Introduction  

Text Mining is a vital process due to huge availability of 

information in text documents which exists in various 

format. However, the task is not trivial to make the text at 

human level understanding to machines. The process 

includes derive linguistic features from text to be at 

human like interpretation to be mined, particularly, for 

Arabic language. 

Text mining is well motivated, due to the fact that much 

of the world’s data can be found in text form (newspaper 

articles, emails, literature, web pages, etc).  Mining text 

has the same goals as data mining including, text 

categorization, clustering, document summarization, and 

extracting useful knowledge/trends. Text mining must 

overcome a major difficulty that there is no explicit 

structure [4]. Machines can reason relational data well 

since schemas are explicitly available. Text, however, 

encodes all semantic information within natural language.  
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Text mining algorithms, then, must make some sense out 

of this natural language representation.  Humans are great 

at doing this, but this has proved to be a problem for 

machines [4]. Text mining usually involves the process of 

structuring the input text (parsing, along with the addition 

of some derived linguistic features and the removal of 

others), deriving patterns within the structured data, and 

finally evaluation and interpretation of the output. High 

quality in text mining usually refers to some combination 

of relevance, novelty, and interestingness.  

Arabic is one of the most widely used languages in the 

world. It is spoken by more than 280 million people as a 

first language and by 250 million as a second language. 

Despite Arabic is wide language, there are relatively few 

studies on the retrieval/mining of Arabic text documents 

in the literature. This is due to the unique nature of Arabic 

language morphological principles. Arabic is a 

challenging language for a number of reasons [1, 2, 3, 5, 

12]:  

1. Orthographic with diacritics is less ambiguous 

and more phonetic in Arabic, certain 

combinations of characters can be written in 

different ways. 

2. Arabic has a very complex morphology 

recording as compare to English language. 

3. Broken plurals are common. Broken plurals are 

somewhat like irregular English plurals except 

that they often do not resemble the singular form 

as closely as irregular plurals resemble the 

singular in English. Because broken plurals do 

not obey normal morphological rules, they are 

not handled by existing stemmers. 

4. In Arabic we have short vowels which give 

different pronunciation. Grammatically they are 

required but omitted in written Arabic texts. 

5. Arabic synonyms are widespread. 

The impact of text pre-processing and different term 

weighting schemes combinations on Arabic text 

classification has not been studied in the literature. In this 
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paper, we study this impact on Arabic corpus collected 

manually from Aljazeera news web site. In addition, 

develop new combinations of term weighting schemes to 

be applied on Arabic text for classification purposes.  

The rest paper is organized as follows: section 2 

describes text pre-processing steps and stages. 

Experimental results are presented in section 3, and 

finally, we draw the conclusion. 

2. Text Pre-processing  

One of widely used methods for text mining presentations 

is viewing text as a bag-of-tokens (words, n-grams).  

Under that model we can already summarize, classify, 

cluster, and compute co-occurrence stats over text. These 

are quite useful for mining and managing large volumes 

of text. However, there is a potential to do much more. 

The Bag-Of-Tokens (BOT) approach loses a lot of 

information contained in text, such as word order, 

sentence structure, and context. These are precisely the 

features that humans use to interpret text. Natural 

Language Processing (NLP) attempts to understand 

document completely (at the level of a human reader). 

General NLP has proven to be too difficult.  The reason 

that NLP in general is so difficult is that text is highly 

ambiguous. Natural Language is meant for human 

consumption and often contains ambiguities under the 

assumption that humans will be able to develop context 

and interpret the intended meaning.  

The main function of term weighting is to enhance text 

document representation as feature vector. Popular term 

weighting schemes are Boolean model, Term Frequency 

(TF), Inverse Document Frequency (IDF), and Term 

Frequency-Inverse Document Frequency (TFIDF). 

Boolean model indicates absence or presence of a word 

with Booleans 0 or 1 respectively. Term frequency 

TF(t,d) is the number that the term t occurred in the 

document d. Document frequency DF(t) is number of 

documents in which the term t occur at least once. The 

inverse document frequency can be calculated from 

document frequency using the formula log(num of 

Docs/num of Docs with word i). The inverse document 

frequency of a term is low if it occurs in many documents 

and high if the term occurs in only few documents. Term 

discrimination consideration suggests that the best terms 

for document content identification are those able to 

distinguish certain individual documents from the 

collection. This implies that the best terms should have 

high term frequencies but low overall collection 

frequencies (num of Docs with word i). A reasonable 

measure of term importance may then be obtained by 

using the product of the term frequency and the inverse 

document frequency (TF * IDF) [7, 10, 11]. 

In many situations, short documents tend to be 

represented by short-term vectors, whereas much larger-

term sets are assigned to the longer documents. Normally, 

all text documents should have the same importance for 

text mining purposes. This suggests that a normalization 

factor to be incorporated into the term-weighting to 

equalize the length of the document vectors [7, 10, 11]. 

Terms have many morphological variants that will not be 

recognized by term matching algorithm without 

additional text processing. In most cases, these variants 

have similar semantic interpretation and can be treated as 

equivalence in text mining. Stemming algorithm can be 

employed to perform term reduction to a root form. 

Stemming algorithm by Khoja [9] one is of well know 

Arabic Stemmers. 

Weka (Waikato Environment for Knowledge Analysis) 

[6] is a popular suite of machine learning software written 

in Java, developed at the University of Waikato. It is free 

software available under the GNU General Public 

License. Weka provides a large collection of machine 

learning algorithms for data pre-processing, classification, 

clustering, association rules, and visualization, which can 

be invoked through a common Graphical User Interface.  

Using Weka StringToWordVector tool options with 

different combinations, we setup the term weighting 

combinations presented in table 1 to be passed to C4.5 

decision tree [9] to classify text documents. We combine 

TF, IDF, TFIDF, pruning, and normalization. These 

combinations have not been applied on Arabic text before 

in the literature. The resulting combinations (described in 

table 2) are Boolean, wc, wc-tf , wc-idf, wc-tf-idf, wc-

norm, wc-minFreq3, wc-norm-minFreq3, and wc-all-

minFreq3. 

Two major combinations are used; Bag of Tokens (BOT) 

(without stemming), and term Stemming. Symbols used in 

experiment setup preprocessing combinations for Stem 

and BOT are shown in table 2. 

Workshop’s Proceedings are published by CSIT 

Organizing Committee both in a hard copy and 

electronically.(style CSIT-Plane Text) 

This means that instead of receiving printed copies of the 

papers customers will select an electronic format 

(WinWord).  

 Papers from Workshops will be printed out 

individually. This means each page of each paper 

should have enough context information to identify 

the paper and the Workshop it came from. 

 The print area of the page is defined to be the largest 

area which fits on A4 paper with 2 cm margins 

(everywhere as this template).(style CSIT-List N) 

3. Experimental results and analysis  

We perform Experiments on Arabic text dataset collected 

manually from Aljazeera news website 

(http://www.aljazeera.net). The dataset contains 119 text 

documents belonging to one of the three categories (sport, 

health, computer & communications). For text 

classification, we use C4.5 decision tree [9] with 10 folds 

cross-validation. 
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Table 1: Weka String to Word Vector options  

TF Transform log(1+fij),  where fij is the frequency of word i in document dj. 

IDF Transform 
fij*log(num of Docs/num of Docs with word i), where fij is the frequency of word i in 
document dj. 

TFIDF Transformation 
log(1 + fij ) * log (num of Docs/num of Docs with word i), where fij is the frequency of 
word i in document dj. 

minTermFreq Sets the minimum term frequency (apply term pruning) 

normalizeDocLength Sets whether if the word frequencies for a document should be normalized or not. 

outputWordCounts 
Output word counts rather than Boolean 0 or 1(indicating absence or presence of a 
word). 

Stemmer The stemming algorithm to be use on the words (Khoja Arabic Stemmer Algorithm). 
 

Table 2: Symbols used in experiment setup preprocessing combinations for Stem and BOT 

Boolean Indicating presence (1) or absence (0) of a word. 

wc Output word counts 

wc-tf  Apply TF transformation on word count 

wc-idf Apply IDF transformation on word count 

wc-tf-idf Apply TFIDF transformation on word count 

wc-norm Apply document normalization on word count 

wc-minFreq3 Apply term pruning on word count that less than 3 

wc-norm-minFreq3 Apply normalization and term pruning on word count that less than 
3 

wc-all-minFreq3 Apply TFIDF and normalization on word count 
Table 3:  Classification result for BOT and Stemmed term using different text preprocessing combinations  

 
Attributes % correctly Running Time 

 
BOT Stemmed BOT Stemmed BOT Stemmed 

Boolean 11617 4558 88 96 106.1 37.5 

wc 11617 4558 87 95 105.9 39.57 

wc-tf 11617 4558 88 95 105.2 40.39 

wc-idf 11617 4558 87 95 105.5 35.29 

wc-tf-idf 11617 4558 88 95 105.4 39.65 

wc-norm 11617 4558 85 96 102.1 37.48 

wc-minFreq3 873 736 90 95 6.99 5.9 

wc-norm-minFreq3 2461 1402 87 97.4 22.6 9.98 

wc-all-minFreq3 873 736 87 94 6.85 5.85 

Table 3 shows classification performance for BOT and 

Stemmed terms using preprocessing combinations 

described in table 2. Figure 1 describes dimensionality 

reduction for text dataset using different preprocessing 

combinations. Comparing BOT and Stemmed Term, 

using term stemming lead to reduce dimensionality for 

all preprocessing combinations because stemming 

reduce many terms, which have many morphological 

variants, to their root. Dimensionality dramatically 

reduced using term pruning with minimum frequency of 

3 because there are many infrequent terms in the 

document collection. The presence of infrequent terms 

leads to decrease classification accuracy.  

Figure 2 shows classification accuracy for different text 

preprocessing combinations, wc-norm-minFreq3 give 

highest accuracy for Stemmed terms, while wc-

minFreq3 give the highest accuracy for BOT. 

Obviously, pruning infrequent terms enhance 

classification accuracy. The accuracy for stemmed 

terms is better than BOT for all preprocessing 

combinations. Stemming enhance term weighting and 

this affect classification accuracy. 

Figure 3 depicts the running time for classification 

process. Shortest running time is achieved when use 

term pruning with minimum 3 occurrences. Again, 
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running time for stemmed terms is shorter than BOT for 

all pre-processing combinations. Term stemming and 

pruning dramatically reduce dimensionality and 

enhance classification accuracy and performance. 

The empirical results also show that wc-norm and wc-

tfidf give good accuracy and performance; this may 

vary from dataset to another. Furthermore, it is known 

that document normalization and TFIDF work well for 

large text dataset [7, 10, 11]. 

 

 
Figure 1: text dataset dimensionality for different text preprocessing combinations. 

 
Figure 2: C4.5 classification accuracy for each text preprocessing combinations. 

4. Conclusions   

Text preprocessing is an important step in text mining. 

There are many preprocessing combination that can be 

used for text preprocessing, but it is very difficult to 

determine the best preprocessing and term weighting. 

In this paper we evaluated text preprocessing 

combinations on Arabic text mining. Empirical results 

showed Term stemming and pruning, document 

normalization, and term weighting dramatically reduce 

dimensionality, enhance text representation and directly 

impact text mining performance. 
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Figure 3: text classification running time for each text preprocessing combinations. 
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