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Abstract—SCADA and DCS systems are in the heart of the modern industrial infrastructure. The rapid changes in the networked embedded systems and the way industrial applications are designed and implemented, call for a shift in the architectural paradigm. Next generation SCADA and DCS systems will be able to foster cross-layer collaboration with the shop-floor devices as well as in-network and enterprise applications. Ecosystems driven by (web) service based interactions will enable stronger coupling of real-world and the business side, leading to a new generation of monitoring and control applications and services witnessed as the integration of large-scale systems of systems that are constantly evolving to address new user needs.

I. INTRODUCTION

Industrial processes as well as many modern systems depend on SCADA and DCS systems in order to perform their complex functionality. Typical examples include electric power grids, oil refining plants, pharmaceutical manufacturing, water management systems etc.; the main tasks they perform are monitoring and control over a highly diversified infrastructure. Monitoring and control (M&C) heavily depends on the integration of embedded systems, and is expected to grow from 188 € Bn in 2007, by 300 € Bn, reaching 500 € Bn in 2020 [1]. This will have a significant impact in several domains and especially in vehicles, manufacturing and process industry, as well as healthcare and critical infrastructures.

As we move towards and infrastructure that increasingly depends on monitoring of the real world, timely evaluation of data acquired and timely applicability of management (control), several new challenges arise. The latter is becoming even more difficult when one considers the prevailing Internet of Things, where practically networked embedded devices are integrated not only in industrial domain but in every aspect of our life. As such the data points that need to be monitored and controlled increase rapidly, and so are the requirements for high performance monitoring and analytics as well as efficient management.

Current SCADA/DCS systems architectures were designed for more closed and controlled industrial environments, however it is expected that there is potential to enhance their functionality and minimize integration costs by integrating themselves into collaborative approaches with enterprise systems and large-scale real-world services. As environments become more complex, it is not anymore viable (e.g. cost/time-wise) to engineer individual self-contained systems but rather integrate large-scale Systems of Systems (SoS). We need to consider what the next steps could be towards engineering/designing the next generation of SCADA/DCS systems of systems that could successfully tackle the emerging challenges such as degree of centralization, optional independence of each of the participating systems, and independent evolution of them [2] [3].

II. SCADA/DCS SYSTEMS

A typical SCADA System consists of several subsystems notably:
• A Human-Machine Interface (HMI) where the information is depicted and is used by human operators to monitor and control the SCADA linked processes.
• A computer which does the monitoring (gathering of data) as well as the control (actuation) of the linked processes
• Remote Terminal Units (RTUs) which collect data from the field deployed sensors, make the necessary adjustments and transmit the data to the monitoring and control system
• Programmable Logic Controllers (PLCs) that are used as an alternative to RTUs since they have several advantages over the special-purpose RTUs
• A communication infrastructure connecting all components

As depicted in Figure 1, we have witnessed the last decades a shift in the architecture of SCADA systems [4]. In the
first generation we had monolithic systems connected via a WAN to the RTUs at the place of action. However in the second generation we moved towards a more distributed flavor where LAN was used to interconnect the components. This approach was more cost effective than the first generation and allowed distributed processing and real-time information sharing among the entities based on proprietary protocols. The emergence of the third generation moved towards utilizing the network as such, using not only WAN but also Internet, and featured an open system architecture and open protocols. The next generation will push further the limits in the network, albeit taking advantage of integrating and composing the SCADA-SoS from capabilities provided by large-scale participating systems, which no longer have a single controlling/management authority, have components that are developed and evolve independently, and are using several emergent technologies in hardware and software, as we depict later in section IV.

Similarly a DCS system is composed of functionally and/or geographically distributed controller elements that are interconnected by a communication network for monitoring and control. However depending on the functionality addressed, these two can differ. It is not uncommon that tasks can be performed both well by a SCADA and a DCS system, however in industrial reality few usages have been designed with this in mind; as a result real-world integration usually brings up the differences such as data timely availability. As an example a DCS system has a process oriented view, while a typical SCADA system is more data acquisition oriented. Generally SCADA systems are expected to operate reliably over unreliable links (but always keep a backlog of acquired data), while DCS systems have direct access to the source of data and therefore the latest values. Additionally SCADA systems are mostly event-driven while DCS systems generally run sequentially. The last for instance has an effect on alarm generation i.e. on event for SCADA but at process state change for a DCS.

We must point out however that the last years both SCADA and DCS systems have come together and nowadays share more common ground than ever. This is attributed to the advances in communication and computation that can be delivered by networked (embedded) systems, industrial PCs and the application of new paradigms like the Service-oriented Architecture (SOA) and System-of-Systems (SoS) [5]. Several other ongoing software and hardware trends will further impact the evolution of the two, effectively leading to a new system of systems; as such we will consider any further reference to SCADA/DCS in this paper.

In the future infrastructures where a huge amount of data is generated by real world devices and needs to be integrated, processed within a specific context and communicated on-demand and on-time, traditional approaches aiming at the efficient data inclusion in enterprise services need to be changed.

### A. Information Driven Interaction

Integration with business systems is done at an inflexible and usually business-relevant agnostic way – relevant only to the communication of specific data, but without a clear matching or even estimation of the effect on the business side. Furthermore due to the deployment of isolated and task specific solutions, we have ended up with infrastructures that are not interoperable, can not collaborate because of data-understanding barriers and even communication difficulties although e.g. physical proximity could in theory make that possible. The result is the existence of several horizontal and vertical media breaks, that are patched up with proprietary solutions and gateway/tunneling approaches that complicate things further.

![IT trend: information driven interaction](image)

In such a mixed, non-standardized and highly complex infrastructure, business applications have a very hard way to dynamically discover, integrate, and interact with the sensing/actuating devices although this is wished. Vice versa, the device world has very little chance of fostering intra/inter- collaboration capabilities and take advantage of the opportunity to offer their functionality in tight interaction with enterprise functionalities.

As such the move towards an information driven network rather than a communication one is needed (as depicted in Figure 2). The service oriented architecture (SOA) paradigm points us towards a potentially right direction. By abstracting from the actual underlying hardware and communication-driven interaction and focusing on the information available via services, we move towards a service driven interaction. Services can be dynamically discovered, combined and integrated in mash-up applications.
B. Distributed Business Processes

In a world envisioned by the Internet of Things where millions of devices cooperate and offer open access to their functionality, and where the Internet of Services allows the creation of mash-ups that mix and integrate the virtual and real world, electronic business services can benefit tremendously from their combination. In such large scale infrastructures, tunneling of data to back-end systems or centralized databases is not a viable solution for the majority of scenarios. Enterprise systems trying to process such a high-rate of non- or minor relevancy data, will be overloaded. As such the first strategic step is to minimize communication with enterprise systems only to what is business relevant. Thus information needs to be processed at local loops and be explicitly propagated. Correlation of information and cooperation scenarios in a goal oriented way is needed.

![Figure 3. Distributed Business Processes on-device and in-network](image)

The next step is to partially outsource functionality traditionally residing in enterprise systems to the network itself and the edge nodes. As devices are increasingly capable of computing, they can either realize the task of processing and evaluating business relevant information they generate by themselves or in clusters (as depicted in right part of Figure 3). The business process can now be by design distributed, where parts of the required functionality are executed at the item itself e.g. on-sensor or in-network (e.g. sensor networks and/or other services provided by independent service vendors). Distributing load in the layers between enterprises and the real world infrastructure is not the only reason; distributing business intelligence is also a significant motivation.

C. Cooperating Objects

The rapid advances in computational and communication part in embedded systems, is paving the way towards highly sophisticated networked devices that will be able to carry out a variety of tasks not in a standalone mode as usually done today, but taking into full account dynamic and context specific information. These “objects” will be able to cooperate, share information, act as part of communities and generally be active elements of a more complex system. The domain of Cooperating Objects [6] is a cross-section between (networked) embedded systems, ubiquitous computing and (wireless) sensor networks.

An initial definition coming from the European Commission co-funded project CONET states [6]: Cooperating Objects consist of embedded computing devices equipped with communication as well as sensing or actuation capabilities that are able to cooperate and organize themselves autonomously into networks to achieve a common task. The vision of Cooperating Objects is to tackle the emerging complexity by cooperation and modularity. Towards this vision, the ability to communicate and interact with other objects and/or the environment is a major prerequisite. While in many cases cooperation is application specific, cooperation among heterogeneous devices can be supported by shared abstractions.

We expect that next generation SCADA/DCS systems will take advantage of such emergent behavior and integrate it in their functionality. As such the governing logic may be expressed in a goal oriented manner assigned to communities of cooperating objects aiming at satisfying business process requirements.

D. Virtualization and Cloud Computing

In the IT world we witness a trend towards virtualization of resources such as a hardware platforms, operating systems, storage devices, network resources etc. Virtualization addresses many enterprise needs for scalability, more efficient use of resources, and lower of Total Cost of Ownership (TCO) just to name a few. Cloud Computing is emerging powered by the widespread adoption of virtualization, service-oriented architecture and utility computing. IT services are accessed over the Internet and local tools and applications (usually via a web browser) offer the feeling as if they were installed locally. However the important paradigm change is that the data is computed in the network but not in a priori known places. Typically physically infrastructure is not owned and various business models exist that consider access oriented payment for usage. This IT trend impacts already IT applications, however it may also affect how industrial applications are designed in the future and how they integrate with externally offered services.

E. Multi-core systems and GPU computing

Most of industrial systems are built for the long-term and with proven technologies. However since 2005 we have seen the emergence of multi-core systems, that nowadays exist also in normal smartphones. The general trends is towards chips with tens or even hundreds of cores. Advanced features such as simultaneous multi-threading, memory-on-chip, etc. promise high performance and a new generation of parallel applications unseen before in embedded systems. Additionally in the last decade we have seen the emergence of GPU computing where computer graphic cards are taking advantage of their massive floating-point computational power to do stream processing. For certain applications this may mean a...
performance increase to several orders of magnitude when compared with a conventional CPU.

Furthermore a recent trend of integrating built-in graphics capabilities with processors (graphics-enabled microprocessors – GEM) like Intel’s Sandy Bridge and AMD’s Fusion, may imply that capabilities of GPU computing may be available to any kind of device hosting one of those processors. Such a CPU/GPU hybrid can possibly be even more efficient by removing the slow communication between CPU and GPU. The processors with built-in graphics capabilities to be installed in 2011 on 115 million notebooks accounts for half of total shipments, and on 63 million desktop PCs which accounts for 45% of the total number. By 2014, 83% of the world’s notebooks and 76% of desktops will ship with graphics-enabled microprocessors [7].

Multi-core and GPU computing will have an impact on existing design of SCADA/DCS systems as now more sophisticated approaches can be deployed, and for instance analysis of processes, production and resources can be done in a costly effective manner even at the point of action and not on the master SCADA system as traditionally done according to the evolution shown in Figure 1.

F. SOA-ready devices

In the future, a much more diversified infrastructure will emerge, and the way we interact with it will change significantly. A mash-up of services will be created, that can be combined and used in a cross-layer way. Enterprise applications will be able to connect directly if needed to devices, without the use of proprietary drivers, while non-web-service enabled devices can still be attached and their functionality wrapped by service mediators or at middleware layer [8]. Peer to peer communication among the devices is already pushing SOA concepts down to device layer and create new opportunities for functionality discovery and collaboration as demonstrated [8].

Networked embedded systems have become more powerful with respect to computing power, memory, and communication; therefore they are starting to be built with the goal to offer their functionality as one or more services for consumption by other devices or services. Due to these advances we are slowly witnessing a paradigm shift where devices can offer more advanced access to their functionality and even host and execute business intelligence, therefore effectively providing the building blocks for expansion of service-oriented architecture concepts down to their layer. As such, event based information can be acquired, processed on-device and in-network, without the need of storage in intermediate databases and processing by third parties, and eventually be conveyed to the corresponding business processes. This capability provides new ground for approaches that can be more dynamic and highly sophisticated, and that can take advantage of the context specifics available.

Web services are suitable and capable of running natively on embedded devices, providing an interoperability layer and easy coupling with other components in highly heterogeneous shop-floors [8], [9]. Device Profile for Web Services (DPWS) and OPC UA are emerging technologies for realizing web service enabled controllers and devices. Several projects such as SIRENA (www.sirena-itea.org), SODA (www.soda-itea.org) and SOCRADES (www.socrades.eu) have experimented with SOA-ready industrial automation devices and their integration on industrial applications.

IV. NEXT GENERATION SCADA/DCS

We have explored several IT trends that we consider may significantly change the way we design, implement and deploy industrial applications in the future. The next generation SCADA/DCS systems will have to cope with a much higher amount of diverse distributed data and information in real-time and make decisions based on cooperation with internal and external data and information acquired and exposed as “services”.

A. Vision

A vision of how the next generation SCADA/DCS systems may look is depicted in Figure 4. We can identify the following main changes to the whole infrastructure: it is now information driven and all interactions are done via (web) services in a flat form. From the SOA view point, all the systems (e.g. ERP, PLCs, legacy SCADA/DCS, devices, MES etc.) expose their functionality (complex or atomic) as a service that can be composed by and interact with other entities. Logic is hosted where is makes (business) sense e.g. near to the point of action (device level) or even distributed (in several layers).

The HMI is no longer attached to a static location, but accessible from anywhere and any time via any (mobile) device. Additionally its functionality is not monolithic, but composed as a mash-up application from services [10] hosted on-device and in-network (e.g. in cloud).

The monitoring of data as well as the control of the linked processes is done in a collaborative manner. Actually in-cloud powerful services can deliver high performance analytics on
the monitored data and hosted decision support systems can analyze real time data coming not only from the shop-floor but also interconnected business processes.

RTU functionality is now embedded in service mediators or even directly in intelligent devices which now report directly over the network the collected data to the distributed monitoring and control system. Depending on the capabilities offered by the devices, the data can also be preprocessed matching exactly the requirements expected by the monitoring system, without having to transmit unnecessary information.

PLCs are now multi-core and can execute sophisticated logic or even precompute on real-time streams e.g. based on embedded low cost GPUs. PLC services can be on-the-fly updated or adjusted depending on the horizontal and vertical collaborations it takes part e.g. with the SOA-based enterprise levels.

A communication infrastructure connecting all components is still the backbone, however it is much more diversified over several wired and wireless channels, providing QoS depending on the application’s dynamic needs. The introduction of Internet technologies everywhere and service based interactions ease the integration and interoperability, leading to lower total cost of ownership and rapid deployment of highly customized solutions.

We expect that the next generation SCADA/DCS systems will be an integral part of a large ecosystem of people, devices, processes that need to collaborate in order to achieve goal-driven targets. Complex key performance indicators (KPIs) will enable an unprecedented scale of assessing in real time the status at any layer, evaluate alternatives, and adjust resources (infrastructure, processes, people action etc.) in order to deliver optimal performance.

The future “Perfect Plant-Wide System” [9], [11] will be able to seamlessly collaborate and enable monitoring and control information flow in a cross-layer way. The different systems will be part of a SCADA/DCS ecosystem, where components can be dynamically added or removed and dynamic discovery enables the on-demand information combination and collaboration. All current and future systems will be able to share information in a timely and open manner, enabling an enterprise-wide system of systems [12] that will dynamically evolve. As all systems will be more “fluid” and loosely coupled, we expect an easy upgradeable infrastructure that can co-evolve with the emerging business needs; this will enable us to design today the perfect ”legacy” system of tomorrow, which will be able to be easily integrated in long-running infrastructures (e.g. the pharmaceutical one with lifetime of 15-20 years).

Finally we have to point out clearly, that the next generation SCADA/DCS systems may not have a physical nature. This implies that it might reside only on the cyber or “virtual” world, in the sense that it will comprise of multiple real world devices, on-device and in-network services and collaboration driven interactions, that will compose a distributed highly agile collaborative complex system of systems.

B. Considerations & Future Directions

SCADA/DCS systems are increasingly important for various domains e.g. manufacturing, process industry, as well as critical infrastructures such as the SmartGrid, Intelligent Transportation Systems etc. Considering the trends and visions depicted here, we consider that key directions should be investigated, while considering a complex collaborative ecosystem of interacting devices, systems and entities.

Monitoring: Monitoring of assets is of key importance especially in a highly complex heterogeneous infrastructure. In large scale systems it will be impossible to still do the information acquisition with the traditional methods of pulling the devices. The more promising approach is to have an event driven infrastructure coupled with service-oriented architectures. As such any device or system will be able to provide the information it generates (data, alarms etc.) as an event to the interested entities and will also be able to compose, orchestrate that information/services in a model-based manner, generating new monitoring indexes not envisioned at the design stage of the composing systems (typical characteristic/property of SoS).

Management and Visualization: The next generation factory systems will be composed of thousands of devices with different hardware and software configurations. It will be impossible to continue managing such infrastructures the way we do it today. We will need to automate as much as possible primarily the monitoring part and also the soft-control of such systems. As such it should be possible to dynamically discover devices, systems and services offered by the infrastructures. It should be possible to do software upgrades and mass reprogramming or re-configuration of whole systems. Additionally (remote) visualization [10] of the real infrastructure is a must as it will give the opportunity of better understanding and maintaining it. The increased complexity will not allow per device management, therefore self-* features are desirable, at least at system level. More specifically self-configuration (automatic configuration of components), self-healing (automatic discovery, and correction of faults), self-optimization (automatic monitoring and control of resources to ensure the optimal functioning with respect to the defined requirements) and self-protection (proactive identification and protection from arbitrary attacks) might ease large scale management and maintenance.

Security, Trust and Privacy: As next generation SCADA/DCS system will heavily interact with other systems (and in cloud services), apart from ongoing complex security concern [13], additional issues related to proper security, trust and privacy need to be investigated. We consider mostly today that all devices and systems are operated under the same authority or the same user. However this might not hold true in the future. Systems may be composed from simpler ones that may be administered by different entities and possibly not under the same security domain.

Scalability: Scalability is a key feature for large scale systems. For industrial systems it is expected that scaling up of resources available on single devices will emerge anyway.
As such the impact should be considered e.g. at SCADA/DCS etc. in order to assess what capabilities can be assumed by large scale applications e.g. monitoring. Scaling out is also a significant option to follow, especially relevant to nodes having attached a large number of devices e.g. a SCADA system or even a monitoring application running in the cloud with thousands of metering points.

**Real-time Information Processing:** We anticipate that the real-time information acquisition is a challenging task, however for next generation applications to be able to react timely, we also need real-time information processing. The latter includes possible pre-filtering or pre-processing of information for a specific (business) objective and complex analysis of relevant (stream) events. Since real-time event processing relies on several steps, we need to tackle the challenges raised by them such as event-pattern detection, event abstraction, event scheduling, event filtering, modeling event hierarchies, detecting relationships (such as causality, membership or timing) between events, abstracting event-driven processes etc.

**Mobility Support:** The recent advances in mobile devices have already led to significant changes in the way business is conducted. Especially in customer interactions but also in industrial processes such as maintenance new approaches can be adopted where workers fully equipped with on-demand real time information can interact via mobile devices with business systems as well as local devices. We need to investigate the support for mobile devices e.g. being used as HMIs, the support for mobility of devices i.e. where devices are themselves mobile and the implications of this, the support for mobile users and interaction with static and mobile infrastructure, the support for mobility of services e.g. where services actually migrate among various infrastructures and devices following e.g. user’s profile constraints.

**Simulation:** Industrial environments are complex systems of systems. As such any change to a part of them may have unexpected results in other depending or collaborating parts. However independent evolution of smaller systems are a must to achieve adaptivity and evolvability. As such a system emulation is highly needed in order to be able to identify early enough possible conflicts and side-effects. Such simulations may be used in pre-deployment time: evaluation of behavior of changes to be applied and monitoring of them, as well as after deployment and during runtime.

**Interoperability:** As next generation systems will be highly collaborative and will have to share information, interoperability via open communication and standardized data exchange is needed. System engineering of complex interoperable systems has profound impact on their evolution, migration and future integration with other systems. The future industrial infrastructure is expected to be constantly evolving. As such it is important to be (i) backwards compatible in order to avoid breaking existing functionality as well as (ii) forward compatible which implies designing interfaces and interactions as rich as possible with possible considerations on future functionality to come.

**V. Conclusion**

We are still at the begin of an era where complex system of systems will further blur the fabric of business and physical worlds. Monitoring and Control will be of key importance for any real-world application and as such systems and services involved have to be able to handle the upcoming heterogeneous large-scale infrastructures. We have presented some major trends that will reshape the way we design, implement and interact in future industrial environments, especially when it comes to monitoring and management. The IT-driven technology trends pose new challenges and open up new opportunities; however this will need to be supported by a next generation of highly sophisticated SCADA/DCS systems of systems. We elaborate on some considerations when designing such systems, and present what we consider the future SCADA/DCS may look like.
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