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Abstract 

The ubiquity of digital signal processing (DSP) has made increasing demand to develop area 

efficient and accurate architectures in carrying out many nonlinear arithmetic operations. One 

such architecture is CORDIC unit which has many applications in the field of DSP including 

implementing transforms based on Fourier basis. This report presents architecture of 

CORDIC, embedded with a scaling unit that has only minimal number of adders and shifters. 

It can be implemented in rotation mode as well as vectoring mode. The purpose of the design 

is to get a scaling free CORDIC unit preserving the design of original algorithm. The 

proposed design has a considerable reduction in hardware when compared with other scaling 

free architectures. The analysis of error for different word lengths and different input ranges 

for fixed word length gives a better choice to choose the parameters. The error in rotation 

mode for 16 bit data path, obtained for ordinate equivalent input is 0.073% and for abscissa 

equivalent input is 0.067%. We also report architecture of a Discrete Fourier Transform 

(DFT) core that is implemented using low latency CORDIC. A scaling unit has been included 

to get scaled outputs. The reported DFT core architecture, which is for 8-point real sequence, 

has 22 adders in total, in addition to 2 CORDIC units. Direct Digital Synthesizers (DDSs) or 

Numerically Controlled Oscillators (NCOs) are nowadays prominently used in the 

applications of RF signal processing, satellite communications, etc. This report also brings 

out the FPGA implementation of one such DDS which has quadrature outputs. The proposed 

DDS design, which is based on pipelined CORDIC, has considerable improvement in terms 

of spurious free dynamic range (SFDR) compared to other existing designs at reduced 

hardware. The maximum sampling frequency of the proposed DDS design is 107.216 MHz. 

The SFDR of proposed DDS is -96.31 dBc. This report also proposes multiplier-less 

architecture for the implementation of radix-2
2 

folded pipelined complex FFT core based on 

CORDIC technique. The number of points considered in the work is sixteen and the folding 

is done by a factor of four. 
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1.1 Introduction 

 The advances in the very large scale integration (VLSI) technology and the advent of 

electronic design automation (EDA) tools have been directing the current research in the 

areas of digital signal processing (DSP), communications, etc. in terms of the design of high 

speed VLSI architectures for real-time algorithms and systems which have applications in the 

above mentioned areas. The development rate of VLSI technology was predicted by Gordon 

Moore and since 1965 newer technologies have been developed by the industry fitting his 

predicted curve, which was introduced as the so called Moore‟s law. These advances have 

provided momentum to the designers for transforming algorithm into architecture. Many DSP 

algorithms use elementary functions like logarithmic, trigonometric, exponential, division 

and multiplication. Two of the ways of implementing these functions are by using table 

lookup method and through polynomial expansions. The above mentioned methods require 

large number of multiplications/divisions and additions/subtractions. 

 COordinate Rotation DIgital Computer (CORDIC), a special purpose computer to 

compute many non-linear and transcendental functions, was proposed by Volder in 1959 [1]. 

The functions that can be computed using a CORDIC computer include trigonometric, 

logarithmic, exponential, hyperbolic, multiplication, division, square root, etc. [2]. Though it 

initially served the purpose of navigation systems, it later became a popular tool to implement 

several digital systems especially in the areas of digital signal processing, communications, 

computer graphics, etc. [3]. The simplicity of CORDIC is that it can compute any of the 

above mentioned functions using shifts and additions which are of the form        . The 

operating mode and the coordinate system chosen are two key factors to compute the desired 

functions in the CORDIC. Many signal processing and communication systems operate 

CORDIC in circular coordinate system and in either of rotation or vectoring modes. 
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1.2 History 

 CORDIC was first introduced by Jack E Volder for his navigation applications in 

1959. The then introduced CORDIC was applicable for evaluating the trigonometric 

identities that involved in plane coordinate rotation and transformation between polar and 

rectangular coordinates [1]. 

 Later, in 1971, J. S. Walther unified the CORDIC that was earlier introduced by 

Volder for evaluating multiple elementary functions based on circular, linear, and hyperbolic 

coordinate systems depending on which function is to be computed [2]. 

 Over the last 54 years, the architecture of CORDIC has seen multiple changes and 

multiple variants of the initially proposed algorithm have emerged [3] – [4]. Architectures 

such as low-latency pipelined CORDIC, mixed-scaling-rotation (MSR) CORDIC, scaling-

free CORDIC have seen much usage in modern digital systems [5] – [11]. 

1.3 CORDIC Applications 

 Applications of CORDIC can mainly be seen in the following areas: 

1. Matrix decomposition 

2. Signal and image processing 

3. Communications 

4. Computer graphics 

5. Robotics 

 In matrix decomposition, CORDIC is used to compute QR decomposition (QRD), 

singular value decomposition (SVD), and eigenvalue estimation [3]. In signal and image 

processing, CORDIC is used in fixed/adaptive filtering, computing discrete transforms of 

fourier basis, image enhancement operations, etc. [3]. In communications, CORDIC is mostly 

used in direct digital synthesis, digital and analog modulation, envelope detection, etc. [3]. In 
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computer graphics and robotics, CORDIC is used in solving direct and inverse kinematics for 

robot manipulators, 3D vector rotation in computer graphics, etc. [3]. 

1.4 Motivation and Problem Statement 

 Thus, we can realize that CORDIC is one of the most determining arithmetic 

techniques that has found far-reaching applications in digital systems. Area efficient and 

power efficient systems are always the preferred choice of any designer. Thus, as CORDIC 

based systems are both area-efficient and power-efficient, one can design architectures for 

emerging digital systems based on CORDIC. 

 The problems that have been addressed here are the analysis of CORDIC unit for 

small data-width (up to 16 bits and sometimes 20 bits) and to develop a scale free CORDIC 

unit with the mapping mechanism that maps the angle to entire 360
o
, efficient FPGA design 

of an 8-point DFT core, FPGA design of a direct digital synthesizer (DDS), and FPGA design 

of a folded pipelined radix-2
2
 complex FFT core. The problem also addresses the application 

specific integrated circuit (ASIC) design of DDS and FFT core. 

1.5 Alignment of the Thesis 

 Chapter 2 gives the overview of CORDIC and its variants. This includes the different 

modes of operation, coordinate systems applicable, etc. It also gives an overview of DDS, 

DFT, Radix-2
2
 FFT. 

 Chapter 3 discusses the architectural implementation of the scale free CORDIC unit 

with corrected scale factor and proposed scaling architectures. 

 Chapter 4 discusses the architectural implementation of the proposed low latency 

scaled CORDIC based DFT core. 

 Chapter 5 discusses the architectural implementation of pipelined CORDIC based 

quadrature direct digital synthesizer (Q DDS) with improved SFDR. 
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 Chapter 6 discusses the architectural implementation of proposed CORDIC based 

radix-2
2
 folded complex FFT core. 

 Chapter 7 concludes the thesis and defines the future work related to the thesis. 

  



 

 

 

Chapter 2 

Background 
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2.1 Introduction 

 Coordinate Rotation Digital Computer (CORDIC) unit has become an essential and 

inevitable hardware block in modern engineering and scientific applications. It serves many 

applications such as solving trigonometric and transcendental equations, in digital signal 

processing (DSP) for Fourier basis based orthogonal transforms, in computer technology for 

3D graphics, in digital communication systems for modulation and demodulation of the 

signals, etc. [1]–[4]. The conventional CORDIC was first implemented by Volder, in 1959 

[1]. CORDIC works by rotating the coordinate system through constant prefixed angles until 

the angle is reduced to zero. Figure 2.1 shows the coordinate rotation of a vector in 2D 

circular coordinate system. 

 

Figure 2.1. Rotation of a vector by an angle in 2D circular coordinate system 

 Frequency synthesizers, sometimes also called oscillators, are an essential unit of 

many communication systems. With the maturity of digital systems, communication systems 

are employing digital sub systems in their units, thus making the usage of digital systems 
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more ubiquitous. Direct digital synthesizers (DDS) are a class of frequency synthesizers in 

digital domain, which generate waveforms of desired frequencies [14]. Sometimes also called 

numerically controlled oscillators (NCO), these generate waveforms like sine, cosine, 

triangular, square or rectangular, saw tooth, etc. As mentioned earlier, these have wide 

applications in satellite communication systems, RF signal processing, etc. Many 

communication systems require quadrature inputs, for example both sine and cosine, for their 

systems thus bringing in the need of design of DDS which can generate quadrature outputs. 

 This chapter gives an overview of the theory of CORDIC, DDS, DFT and Radix-2
2
 

FFT. 

2.2 Overview of CORDIC 

 CORDIC, acronym of COordinate Rotation DIgital Computer, which is also known as 

Volder‟s algorithm and digit-by-digit method, is a simple and efficient method to calculate 

many functions  including trigonometric, hyperbolic, logarithmic, etc. Its main advantage lies 

in its less hardware overhead and reduced latency. It performs complex multiplications using 

simple shifts and additions. Jack E. Volder described the modern CORDIC algorithm in 1959 

for his navigation applications, which consisted of vector rotations [1]. It can be used in 

building low complexity finite state CPUs. Further in 1971, J. S. Walther generalized the 

algorithm by allowing it to calculate functions such as hyperbolic, exponential, logarithms, 

multiplications, divisions and square-roots [2]. The key usage of CORDIC lies in selecting 

it‟s one of the operating modes, rotation or vectoring, and one of the coordinate systems, 

which being either circular, or linear or hyperbolic. Usage of CORDIC in circular coordinate 

system results in direct outputs like and through which we can calculate other trigonometric 

identities. Implementing CORDIC in hyperbolic coordinate system results in functions such 

as and from which we can get other hyperbolic, logarithmic functions. CORDIC 
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implementation in linear coordinate system results in calculating functions like 

multiplication, division. Several variants of CORDIC, both scaled and un-scaled, have been 

designed and among them, scale-free CORDIC architectures have gained popularity in terms 

of scale-factor compensation [5] – [11]. 

 COordinate Rotation DIgital Computer (CORDIC) is an entire-transfer computer, 

containing a special serial arithmetic unit consisting of three shift registers, three adder-

subtractors, and special interconnections [1]. It is mostly used to solve the trigonometric 

relationships that are involved in plane coordinate rotation and conversion from rectangular 

to polar coordinates and vice versa. Using a pre-determined set of conditional additions or 

subtractions, the CORDIC arithmetic can be controlled for solving either set of the equations 

given below. 

                                                    

Or 

   √            

                

(2.2.1) 

 In above set of equations,   is an invariable constant. The above set of equations can 

be used in calculating the coordinates of the vector             from the vector             
which is rotated by an angle of   in a 2D circular coordinate system. This is shown in figure 

2.1. The first set of equations given in equation (2.2.1) can be written in matrix form as 

shown below: 

[        ]  [                 ] [        ] 
(2.2.2) 
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 Rewriting equation (2.2.2) using notations we get, 

           

(2.2.3) 

 In equation (2.2.3),      [        ],   [                 ] and      [        ]. 
Modifying the   matrix in equation (2.2.3) as shown below results in, 

      [            ] 
(2.2.4) 

 Now rewriting equation (2.2.4) we get 

      

(2.2.5) 

 Where,        and    [            ]. In equation (2.2.5),    is called 

pseudo-rotation matrix. Considering the angle of rotation  , in the way which benefits in 

including in the digital systems design, we have the following. 

  ∑                      

(2.2.6) 

 The rotation through the angle   can be performed as a sequence of incremental 

rotations, in this context fixed rotations, in such a way that after N rotations, the sum of the 

incremental rotation angles nearly equals the required rotation. The residue that remains after 

N rotations can be ignored as it does not affect the value of the angle that has to be rotated. 
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 The convergence range of   for conventional CORDIC is                 . 

Using the non-restoring decomposition for    we have the  th iteration as shown below. 

      [              ] 
(2.2.7) 

 The total scale factor,  , can be given as the product of the incremental scale factors 

obtained at each incremental rotation, as shown below 

  ∏     
            

(2.2.8) 

 Thus, the pseudo-rotation described in (2.2.7) can be implemented using only adder-

subtractors and shifters. A small look-up table (LUT) of the size N comes into usage when 

we consider bit-serial implementation of the Volder‟s algorithm. For     , the value of   

deviates from the value mentioned in (2.2.8). This is further explained in [26]. 

 The final set of equations of CORDIC in circular coordinate system is shown below. 

     (          )          (          )                     {                                                          

                
(2.2.9) 

 A set of generalized equations of CORDIC in 2D coordinate systems is shown below. 
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     (           )                                       
  {                                                                                           

   {                                                                                                          

(2.2.10) 

 The value of    in equation (2.2.10) depends on the coordinate system chosen. 

2.3 Direct Digital Synthesizer 

 Direct digital frequency synthesis (DDFS) or DDS uses digital hardware blocks in 

generating arbitrary waveforms of different frequencies. The essential hardware blocks of a 

simple DDS are phase accumulator, phase to amplitude converter, digital to analog converter 

(DAC) and a low pass (reconstruction) filter. Figure 2.2 shows DDS in its simple form. 

 

Figure 2.2. A direct digital synthesizer 

 The synthesizer unit has mainly two inputs, one being frequency control word and the 

other being system clock, which is used many times as sampling clock. The output frequency 

of the synthesizer depends upon the value of frequency control word. 
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 The first block, phase accumulator, accumulates the phase at each clock cycle 

depending on the required output frequency of the frequency synthesizer. The input to the 

block, being the frequency control word determines the output frequency. If the accumulator 

is of N bit wide, and the period of the output wave being 2π rad, we can consider that 2N
 = 2π 

rad. Let the sampling frequency of the system be Fs and the frequency of output is Fout. 

Depending on the required frequency (Fout), the step of accumulation is determined. It is 

determined using the following relation. 

              

(2.3.1) 

 Where, ΔACC is step of accumulation. We can consider that the accumulator is a 2
N
 

modulo adder. The output of accumulator, which is N bit wide, is fed into phase to amplitude 

converter that converts the input phase equivalent to output amplitude equivalent. 

 When ΔACC = 1, the phase accumulator accumulates with minimum accumulation 

step and the minimum frequency thus generated is given by 

               

(2.3.2) 

 The maximum output frequency of the DDS according to Nyquist sampling theorem 

is given by 

              

(2.3.3) 

 In practice, Fout(max) is taken lesser than the mentioned value in equation (2.3.3). 
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 The second block of the DDS is phase to amplitude converter. As the name suggests, 

this block generates the amplitude of the output waveform in form of bit strings, by 

considering phase as its input. There exist different methods of mapping from phase to 

amplitude. A number of mapping methods for generation of sine wave are given in [15]. 

These involve look up table (LUT) method, interpolation method, CORDIC based, etc. LUT 

methods require ROMs to store the phase amplitude equivalents of the wave. Many ROM 

based methods are discussed in [16]. One good method using analog interpolation is 

described in [17]. Of all methods, CORDIC based methods give better performance in terms 

of phase quantization noise and amplitude quantization noise. 

 The output of phase to amplitude converter is given as input to DAC which converts 

digitally represented waveform to analog one. The precision of DAC has to match with the 

precision of the digital output of phase to amplitude converter (PAC). Let the depth of phase 

input of PAC be M bits and depth of amplitude output be P bits. The two performance 

parameters of the DDS are spurious free dynamic range (SFDR) and signal to noise ratio 

(SNR). 

 SFDR is the ratio of strength of the desired fundamental signal to the strongest 

spurious signal present in the output. When the carrier level is assumed to be at 0 dB, the 

formula for maximum level of spurs (Smax), is given by 

                    

(2.3.4) 

 Where, M is the precision of phase input of phase to amplitude converter. Thus, the 

formula for SFDR is given by 

                   

(2.3.5) 
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 Similarly, SNR is given by 

                   

(2.3.6) 

 Quantization effects exist in phase information as well as in amplitude information. It 

is observed that, SFDR is related to phase quantization and SNR is related to amplitude 

quantization. Observing equations (2.3.4) and (2.3.6) gives that M = P + 1. This means that 

spurs are caused not because of phase truncation, but because of amplitude quantization. 

 Several methods of improving SFDR are discussed in [18]. Since sine and cosine are 

of much interest nowadays, the methods to improve SFDR as well as SNR are being 

concentrated only on the above waveforms. Methods such as phase-dithering, noise-shaping, 

odd-number approach, etc. have shown considerable improvement in SFDR of the DDS. 

2.4 Discrete Fourier Transform 

 DFT is one of the tools that perform frequency analysis of discrete time signals. Using 

DFT, a discrete time sequence can be represented by the samples of its spectrum, in the 

frequency domain. The transform is mathematically represented as follows: 

 [ ]  ∑  [ ]   
            

 [ ]    ∑  [ ]   
           

(2.4.1) 

 Due to its computational complexity for direct implementation, many efficient ways 

have been put up. One of the most efficient and common ways to implement DFT is through 

Fast Fourier Transform (FFT). The reason behind implementing using FFT is its reduction in 
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computational complexity and low latency compared to direct implementation. Many FFT 

architectures have been developed such as radix-4, radix-2, hybrid, split radix. For an N-point 

DFT, direct implementation requires       arithmetic operations, which are        
additions and    multiplications. Whereas for FFT, the order of arithmetic operations 

is        , that is       additions and 
       multiplications. 

2.5 Radix-2
2
 Fast Fourier Transform 

 The radix-2
2
 FFT algorithm is well known for its simple structure as that of radix-2 

FFT algorithm and computational complexity as that of radix-4 FFT algorithm. The 

generalized expression for the radix-2
2
 FFT algorithm is given below. 

             
 ∑ [[            (    )]              [ (    )    

           (     )]         ]                  

(2.5.1) 

2.6 Conclusions 

 This chapter presented the overview of CORDIC unit, direct digital synthesizer, 

discrete fourier transform, and radix-2
2
 fast fourier transform. 
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3.1 Introduction 

 The conventional CORDIC was first implemented by Volder, in 1959 [1]. The basic 

equations of the algorithm for circular coordinate system are shown below. 

     (        )          (        )                      
(3.1.1) 

 The above set of equations is considered for positive angle of rotation. If the angle is 

negative, the arithmetic signs get reversed. The index i represents the number of iteration of 

the unit since the number of iterations depends on the precision we require. Figure 3.1 shows 

the CORDIC stage for i
th

 iteration. The scaling constant for ith iteration, Ki, is formulated as 

below. 

                 

(3.1.2) 

 The congregate constant, obtained after all iterations is shown as 

  ∏     

(3.1.3) 

 Where i = 0 to N-1, N is the number of bits in the XY data path or the precision of the 

inputs. Thus, mathematical value of K approximates to be          . 

 To eliminate the hardware required to compute the above constant after performing 

the algorithm, many have proposed alternate algorithms [5] – [8]. The work proposed in [5], 
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with parallel compensation of scale factor, has shown two methods namely double rotation 

method and bit analysis method, compensates the scaling factor in parallel while carrying out 

the algorithm. Though the scale factor is compensated in parallel, additional hardware such as 

multiplexers and adders gets added in each stage of iteration making the architecture a bulky 

one. The one presented in [6], called MSR_CORDIC algorithm carries out computations 

fastly compared to conventional CORDIC but it also has a drawback of additional shifters 

(2i+1 shifters) and adders which increase hardware. 

 The design proposed in [7], uses additional shifters and adders compared to 

conventional architecture. This design even depends on a parameter called basic shift, which 

limits the angle of rotation and more care has to be taken while mapping the angle to entire 

coordinate space. The above design is called modified virtually scaling free CORDIC. 

Another architecture using generalized micro-rotation selection is proposed in [8]. In this, 

they have approximated the angles of sin and cos using Taylor series expansion, as shown 

below. 

                                                    

(3.1.4) 

 This recursive architecture though has better performance compared to that of others 

in same family has hardware overhead compared to conventional CORDIC. The advantage of 

this architecture is that it has lesser slice delay product compared to that of other scaling free 

architectures. 

 In enhanced scaling free CORDIC proposed in [9], they have used radix 4 booth 

encoding to perform the algorithm. The disadvantage of this is that it performs rotation only 

in one direction. From this architecture, it is evident that even this has higher hardware 
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compared to conventional CORDIC but the advantage lies in faster computation of the vector 

rotation. 

 Thus, the architectures mentioned above for obtaining scale free CORDIC mostly 

have much hardware overhead compared to conventional CORDIC which makes the 

designers to concentrate on designing scale free architectures which have lesser or 

comparable hardware overhead to that of conventional CORDIC. Though latency is another 

issue in these designs, pipelined designs always have better latency compared to fully 

dedicated architectures. The proposed design has been implemented using the stages 

mentioned in figure 3.1. 

 

Figure 3.1. CORDIC stage for ith iteration 

 Figure 3.2 shows the CORDIC stage used in [7] for first half iterations. 

 

Figure 3.2. CORDIC stage for i<b/2 [7] 
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3.2 Proposed Architecture with Corrected Scale Factor 

 From (3.1.3), the value of the congregate constant is 0.60725. This is theoretical value 

and practical values deviate from the mentioned value and the deviation is different for 

different ranges of inputs. Table 3.1 shows the values of congregate scale factor for different 

ranges of inputs. For analysis, we considered the data path width of 16 bits. 

TABLE 3.1. VARIATION OF FOR DIFFERENT RANGES OF INPUTS FOR 16 BIT DATA PATH (TAKEN 

USING SIMULATION) 

Xin = Yin Xout Yout Scale factor x Scale factor y 

15 24 26 0.6250 0.5769 

63 103 104 0.6117 0.6058 

511 837 846 0.6105 0.6040 

4095 6718 6768 0.6096 0.6051 

16383 26882 27075 0.6094 0.6051 

 Thus, from table 3.1, the scaling factor approaches to the mathematical value at higher 

width of data path, which is more complex in terms of hardware. This is also shown in figure 

3.3. Thus, we approximated the scale factor for the data path with width as 16 bits and 

developed our CORDIC unit with the architecture for corrected scaling factor. In table 3.1, 

scale factor for x input and for y input is different. Thus our scaling architecture has 

concentrated to build separate scaling blocks for x data path as well as for y data path. The 

practical values considered in designing our scaling units are given below. 

                                

(3.2.1) 

 The values given in the equation (3.2.1) are rms values of possible scale factor values, 

thus making it more robust for a particular data path. Since we are following the original 

algorithm in developing our scale free CORDIC unit, the basic structure of CORDIC unit 
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does not change. After the last stage of iteration, we have introduced the scaling stages, 

which take one extra clock cycle to scale the coefficients and to give the outputs. Since our 

design is implemented using pipelining, latency issues are taken care of. As seen in equation 

(3.2.1), there is much difference between theoretical and practical congregate constant. 

 

Figure 3.3. Variation of scale factor for different ranges of inputs for 16-bit data path 

 The scaling units are designed using hardwired shifters and adders thus minimising 

latency issues those arise in adding the hardware to the existing design. The scaling units are 

well approximated to get more accurate outputs. Figure 3.4 shows the scaling unit for X data 

path and figure 3.5 shows the scaling unit for Y data path. 

 In figures 3.4 and 3.5, „>>> i‟ indicates right shift by i bits. The adder compressor 

array can be designed using carry save architecture or ripple carry architecture, depending on 

speed and area requirements. 

 The schematic of the top module of the proposed design is shown in figure 3.6, that 

shows where the scalers of figures 3.4 and 3.5 fit in the design. The sub module, 

CORDIC_OC_PEPELINE, in the figure 6 is a cascade of 16 stages of CORDIC units, each 

looks like the one mentioned in figure 3.1. The architecture of sub module 

SCALER_X_10102012 is based on the one in figure 3.4 and that of SCALER_Y_10102012 

is based on the one in figure 3.5. 
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Figure 3.4. Scaling unit for X data path (16-bits) 

 

Figure 3.5. Scaling unit for Y data path (16-bits) 

 

Figure 3.6. Schematic of top module of proposed design (taken using Xilinx ISE) 

  



24 

 

3.3 Results of the Proposed Design 

 The error analysis is done for the above scaling units after embedding them to the un-

scaled CORDIC unit. Table 3.2 compares output and input for different range of inputs, 

showing the accuracy of scaled CORDIC unit. The same is shown in figure 3.7. 

TABLE 3.2. COMPARISON OF X AND Y OUTPUTS WITH INPUTS FOR 16 BIT DATA PATH (TAKEN 

USING SIMULATION) 

Xin = Yin Xout Yout % error in x % error in y 

15 14 13 6.67 13.33 

63 61 61 3.17 3.17 

255 252 252 1.18 1.18 

1023 1019 1018 0.39 0.49 

4095 4090 4089 0.12 0.15 

16383 16372 16371 0.067 0.073 

 Thus from table 3.2, it is evident that, increase in range of inputs increases the 

accuracy in scaled outputs. For the proposed design, the error between inputs and scaled 

outputs, for maximum range of inputs is 0.067% for abscissa equivalent input (x data path) 

and 0.073% for ordinate equivalent input (y data path). This can be further reduced in 

increasing the width of the data path. 

 

Figure 3.7. Plot of input/output vs. input for 16-bit data path 



25 

 

 The proposed method is most suitable if the angle of rotation is fixed, since the 

scaling factor can be well approximated to get accurate outputs. Figure 3.8 shows the scaled 

output of CORDIC unit when angle of rotation is 45
0
. 

 

Figure 3.8. Plot of output/input vs. input for angle of 45o for 16-bit data path 

 Thus from figure 3.8, accuracy of more than 99.99% can be obtained. The figure 8 is 

plotted using the output data of Xilinx ISim for input range from 15 to 16383. The range is 

mentioned as X label in figure 3.8. Table 3.3 shows the device utilization summary when the 

design is implemented in Xilinx XC3S500E-4FG320 FPGA. 

TABLE 3.3. DEVICE UTILIZATION SUMMARY OF PROPOSED DESIGN FOR 16 BIT DATAPATH 

Logic utilization Used Available Utilization 

Number of Slices 503 4656 10% 

Number of Slice Flip 

Flops 
798 9312 8% 

Number of 4 input LUTs 984 9312 10% 
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 The maximum frequency of operation is 75.593 MHz. The total number of adders 

required by the proposed design is 62. Thus the slice delay product (SDP) can be given by 

                                                      

(3.3.1) 

 As the number of worst case iterations in the proposed design is 16, the slice delay 

product comes to 106.465. Figure 3.9 shows the Xilinx simulation result of scaled outputs, 

when scaled through mathematical congregate constant. For the set of figures 3.9 and 3.10, 

values in first two rows represent X input and Y input respectively. Zero in third row 

represents the angle of rotation is 0, which is obvious. The corresponding outputs are 

represented in rows 6 and 7, for X and Y, respectively. Thus from figure 3.9 the error in the 

outputs even for maximum range of inputs is more than 3%. It shows that theoretical 

congregate constant cannot be considered in scaling, when the designs are done based on 

conventional CORDIC algorithm. Figure 3.10 shows the Xilinx simulation output of the 

CORDIC unit with the proposed scaling units. 

 

Figure 3.9. Xilinx ISE simulation result for scale 

factor K = 0.60725 (16-bit data path) 

 

Figure 3.10. Xilinx ISE simulation result with 

proposed scale constants (16-bit data path) 

 Thus from figure 3.10, it is evident that, the proposed design of scaling units promises 

more accurate outputs when better range of inputs are considered. As mentioned earlier, the 
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proposed scaling units can also be implemented while doing vectoring mode operations in 

circular coordinate system. 

 Table 3.4 shows the comparison of CORDIC units with proposed method and the one 

in [10], in terms of hardware, for 20 bits. The table clearly shows that CORDIC unit based on 

proposed method has lesser hardware as well as higher frequency. Since the design is 

implemented using pipeline, the count of flip flops has increased. 

TABLE 3.4. COMPARISON WITH DESIGN IN [10] FOR 20 BIT DATA PATH 

 [10] Proposed method 

4 input LUTs utilized 1907 1588 

Slices utilized 984 812 

Max. frequency 
(MHz) 

56.351 61.331 

3.4 Conclusions 

 In this chapter, we presented new scaling units for X and Y data paths separately 

considering the practical congregate scaling constants. The proposed approximation is word 

length dependent and based on requirement of accuracy, the word length of the data paths can 

be varied. CORDIC unit with the proposed scaling units is implemented for different ranges 

of inputs and error analysis is done, considering the word length of data path as 16 bits. The 

error of the CORDIC unit with proposed scaling unit is 0.067% for X data path and 0.073% 

for Y data path, thus making the design more accurate. The hardware requirement of 

CORDIC unit with proposed scaling units is less or comparable to that of other scale free 

CORDIC architectures. The maximum frequency, at which the design can be implemented, in 

Xilinx XC3S500E-4FG320 FPGA, fabricated in 90 nm process technology, is 75.593 MHz 

and its slice delay product is 106.465. 
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4.1 Introduction 

 The usage of CORDIC is appreciated in the DFT and FFT designs since it 

compensates for the structures of multipliers. Much research has been done on this. The 

problem in them is for every butterfly unit, a CORDIC unit is required for computing the 

twiddle factor. The proposed design has seen very less number of CORDIC units used, as 

compared to the designs in [12] and [13]. 

 Many architectural designs have been developed for CORDIC [3] - [4]. One among 

them, which has low latency compared to the one in [1] is explained in [11]. According to 

this, for rotation mode, after the CORDIC iteration j = n/2, where n is the total number of bits 

in the resultant vector, the x and y coordinates (Xn/2+1 and Yn/2+1) are rotated by the remaining 

angle, wn/2+1, as follows: 

   (                )      

                           

(4.1.1) 

 With logarithmic delay, using a tree of counters, the multiplication by w can be 

performed. The constant multiplication is done only after performing the linear 

approximation to rotation. 

 Figure 4.1 shows the conventional CORDIC unit with scaling architectures and figure 

4.2 shows the low-latency scaled CORDIC unit. The difference mentioned above is clearly 

evident from the two figures in terms of linear approximation of rotation and the logarithmic 

delay of the multiplier. Section 4.2 introduces the proposed DFT core, section 4.3 shows the 

simulation results and discussions of the proposed design, and section 4.4 concludes the 

chapter.
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Figure 4.1. Conventional scaled CORDIC unit 

 

Figure 4.2. Low-latency scaled CORDIC unit 

4.2 Proposed DFT Core 

 The proposed DFT core uses CORDIC unit in its rotation mode since the expression 

required using CORDIC is of the form,       or      . The design is split into real and 

imaginary parts, as shown below: 

 [ ]  ∑  [ ]            
     ∑  [ ]            

    

(4.2.1) 

 By exploring the symmetry in additions and using DFT property of symmetry, two 

computation units are designed, each for real term and complex term. 

 Figure 4.3 shows the proposed architecture that computes imaginary coefficients, the 

ones which contain sine terms and similarly figure 4.4 shows the architecture that computes 

real coefficients, the ones which contain cosine terms. In both cases, one scaled CORDIC 

unit is used. 
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 From the architecture, it is clear that, for computing sine terms, one CORDIC unit and 

9 adder/subtractors are required, in addition to three inverters (INV), which negate the 

numbers based on 2‟s complement logic. The CORDIC unit is applied here in rotation mode. 

 

Figure 4.3. Design using CORDIC to compute imaginary coefficients 

 Similarly, to compute cosine terms, 13 adder/subtractors, and one CORDIC unit, are 

required. Thus, the total number of adder/subtractors required for 8-point DFT is 22, which is 

less than the number of adder/subtractors required to implement the same using FFT 

algorithm. 

 To maintain the width of the data path fixed, the scaling constant is appropriately 

considered [26]. 



32 

 

 

Figure 4.4. Design using CORDIC to compute real coefficients 

4.3 Simulation Results and Discussion 

 The simulation of the proposed design is done using Xilinx ISE 10.1. The FPGA 

device used to map the design is XC2VP30. The hardware description language (HDL) used 

to write the behavioural description of the design is VHDL. All the inputs and outputs are 

represented using signed 2‟s complement number system. The width of the data path 

considered is 16 bits. The representation of the input vectors is considered as both integer 

representation and fixed-point representation. The selection of inputs is to be chosen carefully 
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as the width of the data path is fixed. This represents that no overflow should occur while 

carrying out the arithmetic operations. 

 Figure 4.5 shows the simulation result for integer representation. Table 4.1 compares 

the results of outputs for the above sequence obtained in simulation, with that of in 

MATLAB. Table 4.2 shows the comparison between outputs obtained in MATLAB and in 

Xilinx ISE for fixed point representation. 

TABLE 4.1. COMPARISON RESULTS OF OUTPUTS OBTAINED FOR INTEGER REPRESENTATION IN 

MATLAB AND XILINX ISE 

MATLAB simulation results (decimal) Xilinx ISE simulation results (decimal) 

167 167 

50.53 + 16.27 i 49 + 16 i 

-13 – 18 i -13 – 18 i 

-14.53 – 41.73 i -13 – 42 i 

67 67 

-14.53 + 41.73 i -13 + 42 i 

-13 + 18 i -13 + 18 i 

50.53 - 16.27 i 49 - 16 i 

 The number of arithmetic operations required for the proposed design is less, as 

mentioned earlier. Table 4.3 gives out the comparison of number of arithmetic units required 

to perform 8-point DFT. For higher point DFT also, the proposed method occupies less area 

with less hardware. 

TABLE 4.2. COMPARISON RESULTS OF OUTPUTS OBTAINED FOR FIXED POINT 

REPRESENTATION IN MATLAB AND XILINX ISE 

MATLAB simulation results (decimal) Xilinx ISE simulation results (decimal) 

21.2969 21.296875 

-2.6587 – 8.1744 i -3.2421875 – 9.8515625 i 

-4.9570 + 6.6055 i -5.04296875 + 6.60546875 i 

8.9478 – 0.0181 i 9.046875 + 0.0078125 i 

1.7266 1.726525 

8.9478 + 0.0181 i 9.046875 – 0.0078125 i 

-4.9570 – 6.6055 i -5.04296875 – 6.60546875 i 

-2.6587 + 8.1744 i -3.2421875 + 9.8515625 i 
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TABLE 4.3. COMPARISON OF NUMBER OF ARITHMETIC UNITS REQUIRED TO PERFORM 8 POINT 

DFT 

 Direct implementation FFT implementation 
Proposed design 

implementation 

Adder/Subtractors 56 24 22 

Multipliers 64 12 0 

CORDIC rotations 0 0 2 

 Thus, the proposed design has less hardware requirements than the other two 

implementations. The design can be extended to higher point till the minimum angle of 

computation does not fall below the precision of the CORDIC unit. The design can be 

similarly extended to higher dimensions as much reduction in the hardware can be observed 

when there is an increase in dimension. 

 

Figure 4.5 Simulation results of proposed design in Xilinx ISE for integer representation 
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 Table 4.4 shows the device utilization summary of the proposed design using Xilinx 

XC2VP30 FPGA, with which the maximum frequency of operation is 157.832 MHz. 

TABLE 4.4. DEVICE UTILIZATION SUMMARY OF THE PROPOSED DESIGN USING XILINX 

XC2VP30 FPGA 

Logic utilization Used Utilization 

Slices 614 4% 

Slice Flip Flops 640 2% 

4 input LUTs 
1010 3% 

4.4 Conclusions 

 We have thus proposed a low hardware complex design to implement DFT using low 

latency scaled CORDIC. By exploring the symmetry properties of the transform, number of 

additions/subtractions has been minimised so as to achieve minimal power dissipation, 

minimal area and improved latency. The design that is proposed has been implemented in 

Xilinx FPGA, XC2VP30, which is fabricated using 0.13 µm technology. The proposed 

design has seen very few exclusive multipliers (0 for 8-point DFT) and less number of adders 

compared to other traditional methods, [12] and [13]. 
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5.1 Introduction 

 Frequency synthesizers, sometimes also called oscillators, are an essential unit of 

many communication systems. With the maturity of digital systems, communication systems 

are employing digital sub systems in their units, thus making the usage of digital systems 

more ubiquitous. Direct digital synthesizers (DDS) are a class of frequency synthesizers in 

digital domain, which generate waveforms of desired frequencies [14]. Sometimes also called 

numerically controlled oscillators (NCO), these generate waveforms like sine, cosine, 

triangular, square or rectangular, saw tooth, etc. As mentioned earlier, these have wide 

applications in satellite communication systems, RF signal processing, etc. Many 

communication systems require quadrature inputs, for example both sine and cosine, for their 

systems thus bringing in the need of design of DDS which can generate quadrature outputs. 

 DDS offers many advantages over analog oscillators such as extremely precise tuning 

resolution of the output frequency, fast hopping of phase which reduces phase related errors, 

remotely controllable, better match of quadrature outputs when required, etc. 

 The phase to amplitude block of DDS decides the nature of output of the synthesizer. 

The construction of such block in the proposed design is done based on pipelined CORDIC, 

thus generating quadrature outputs, as it has ability to generate both sine and cosine waves at 

a time. Other methods such as look up table method also exist in constructing the phase to 

amplitude conversion blocks in designing DDS. 

 The mode of CORDIC implemented in design of DDS‟ phase to amplitude block is 

rotation mode and the coordinate system used is circular coordinate system. The pipeline 

design of CORDIC facilitates the reduction in latency and also improves the speed of the 

design. 

 Pipelined CORDIC [2], has advantage over other fully dedicated architectural 

CORDIC (FDA) since it improves the speed of operation and also gives out varying outputs 
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at every clock cycle, for varying inputs. The ith iteration stage of pipelined CORDIC is 

similar in structure to that of one in FDA except that registers are used to store the input and 

output values of ith iteration. 

 Figure 5.1 shows a stage of pipelined CORDIC. In designing dedicated pipelined 

architectures, one of either IN_REGS or OUT_REGS is eliminated to improve latency of the 

design. 

 

Figure 5.1. Pipelined CORDIC stage for ith iteration 

 The rest of the chapter is organised as follows. Section 5.2 explains the proposed 

design methodology, section 5.3 shows the results of the proposed design and section 5.4 

concludes the paper. 
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5.2 Proposed Design of DDS 

 As mentioned earlier, the proposed design of DDS is based on pipelined CORDIC, 

which acts as phase to amplitude converter. The phase accumulator has a precision of 18 bits, 

which corresponds to that of the input, which is frequency control word. The output of phase 

accumulator is given as input to mapped CORDIC block, which has a mapping mechanism 

that maps the pipelined CORDIC over the entire 2π range. The mapping mechanism works 

by considering the three most significant bits of the inputs. That is, depending on the values 

of the three MSBs, the angles are mentioned in one of the eight octants. Figure 5.2 shows the 

phase accumulator schematic of proposed design. 

 

Figure 5.2. Phase accumulator unit of proposed design 

 The output of the phase accumulator, which is of 18 bit wide, is given as phase input 

to the mapped CORDIC unit. The mapper mechanism maps the CORDIC unit over entire 2π 

range by utilizing first three most significant bits of the phase input. The CORDIC unit 

utilizes only 15 bits to compute the amplitude of the quadrature wave outputs. The method 
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used to store arctangent values inside the CORDIC unit makes the amplitude of the outputs 

accurate, till 4 places after the decimal. 

 Figure 5.3 shows one stage of pipelined CORDIC of proposed design. 

 

Figure 5.3. A stage of pipelined CORDIC in proposed design 

 The shifting in intermediate stages in the proposed design is made hardwired, thus 

improving latency and reducing the delay of the design. The schematic of top module is 

shown in figure 5.4. 

 The check output of the top module ensures the correct increment of the accumulation 

step. In the proposed design, the amplitude is represented using 16 bits. Thus, the total 

number of amplitude quantization levels is 2
15

 since the most significant bit represents the 

sign of the amplitude. 

 As seen from figure 5.4, there are two outputs of the proposed design corresponding 

to the quadrature outputs of sine and cosine. Thus, the proposed design generates quadrature 
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outputs using single architecture. As a whole, the inputs and outputs of the proposed design 

are frequency control word for setting the output frequency, clock for setting sampling 

frequency, quadrature waves and check signal for checking accumulation index. 

 

Figure 5.4. Schematic of top module of proposed design 

5.3. Results of Proposed Design 

 The proposed design is implemented using Xilinx XC2VP30-7FF896 FPGA. The 

software tools used are Xilinx XST for synthesis of the design and Modelsim for simulation 

verification. Table 5.1 shows the device utilization summary of the proposed design when 

implemented on Xilinx FPGA. Since the proposed design has been designed using pipelined 

CORDIC, the number of registers, in turn the number of flip flops required has increased. 

 Figure 5.5 shows the Modelsim simulation that shows quadrature outputs of the 

proposed design. From the equation (2.3.5), the SFDR of the proposed design has to be 94.2 

dBc. But, the calculated value came out to be 96.31 dBc. Power analysis of the proposed 
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design is done using Xilinx Xpower Analyzer tool. Table 5.2 shows the power distribution of 

the proposed design for different clock frequencies. 

TABLE 5.1. DEVICE UTILIZATION SUMMARY OF PROPOSED DESIGN ON XC2VP30-7FF896 FPGA 

Device Utilization Summary 

Logic Utilization Used Available Utilization 

Number of Slices 486 13696 3% 

Number of Slice Flip Flops 788 27392 2% 

Number of 4 input LUTs 968 27392 3% 

Number of bonded IOBs 86 556 15% 

Number of GCLKs 1 16 6% 

 

Figure 5.5. Quadrature outputs of proposed design in ModelSim 

TABLE 5.2. POWER DISTRIBUTION OF PROPOSED DESIGN ON XILINX XC2VP30-7FF896 FPGA 

Frequency (MHz) Clocks (mW) Logic (mW) Signals (mW) IOs (mW) 

10 2.12 1.28 2.39 2.56 

20 4.24 8.01 10.13 8.97 

30 6.36 16.43 20.23 17.66 

40 8.48 26.51 33.19 29.22 

50 10.60 43.11 58.38 57.42 

 Figure 5.6 shows the graph of the power distribution of proposed design. 
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Figure 5.6. Power distribution of proposed design on SC2VP30-7FF896 FPGA 

 Table 5.3 shows the total power consumed by the design proposed for different clock 

frequencies, when mapped onto the FPGA. Figure 5.7 shows the graph of total power 

consumption of the proposed design. 

TABLE 5.3. TOTAL POWER CONSUMPTION OF PROPOSED DESIGN ON XILINX XC2VP30-7FF896 

FPGA 

Frequency (MHz) 
Total Quiescent Power 

(W) 

Total Dynamic Power 

(W) 
Total Power (W) 

10 0.10312 0.02785 0.13097 

20 0.10312 0.05642 0.15954 

30 0.10312 0.09379 0.19691 

40 0.10312 0.13742 0.24054 

50 0.10312 0.16954 0.27266 

165.9 0.10312 0.55502 0.65815 

 

Figure 5.7. Total power consumption of proposed design when mapped on Xilinx XC2VP30-7FF896 FPGA 
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 Table 5.4 shows the comparison of proposed design with few existing designs. From 

the comparison in table, the proposed design is better in all aspects. However, the 

performance of the proposed design can be still improved if we carefully design the phase 

accumulator and CORDIC‟s angle data path. 

TABLE 5.4. COMPARISON TABLE OF PROPOSED DESIGN WITH EXISTING DESIGNS 

CORDIC based 

DDFS 
Madisetti [19] Swartzlander [20] Sung [21] Proposed Design 

Maximum 

sampling rate 

(MHz) 

80.4 1018 100 165.939 

SFDR (dBc) 81 90 84.4 96.31 

Output Resolution 

(bits) 
16 16 16 16 

 Figure 5.8 shows the post synthesis gate level simulation of proposed design in ASIC 

flow using Synopsys DC. Figures 5.9 and 5.10 show the outputs of the proposed design when 

implemented physically on FPGA. The outputs are seen using ChipScope Pro. 

 

Figure 5.8. Post synthesis mapped outputs of the proposed design (quadrature outputs) 
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Figure 5.9. DDS output in FPGA when EN = 01 

 

Figure 5.10. DDS output in FPGA when EN = 11 

 Figure 5.11 shows the routed layout of the proposed design using Cadence SoC 

Encounter. The technology used is 180 nm. Table 5.5 shows the summary of ASIC 

implementation of proposed design. 

TABLE 5.5. ASIC IMPLEMENTATION RESULTS OF THE PROPOSED DESIGN 

ASIC implementation results using Synopsys DC 
Process Technology: 0.18µm 

Proposed DDS 

Total cell area 154146.390625 

Total dynamic power 13.5618 mW 

Add-sub width 16 bits 

Slack at 80 MHz 7.68 ns 
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Figure 5.11. Routed layout of proposed DDS in Cadence SoC encounter 

5.4 Conclusions 

 This chapter presents a design of DDS, which is also called a NCO. The proposed 

design is designed based on pipelined CORDIC unit used as phase to amplitude converter. 

The proposed design has a SFDR of 96.31 dBc for 16 bit output amplitude resolution. In 

addition to that, the proposed design produces quadrature outputs which have better phase 

match thus making the design more useful for most of the communication systems. The 

simple design of DDS based on CORDIC always is a better choice since implementing this in 

circuits such as mixers, digital down/up converters is simpler in terms of hardware utilization. 

The higher the phase accumulator data width, the lesser is the phase quantization error. 

Hence, amplitude accuracy of the output waveforms is improved. The maximum frequency of 

operation is 165.939 MHz. The slice delay product of the proposed design is 2.93. The total 

power consumption of the proposed design at the maximum frequency of operation is 658.15 

mW. 
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6.1 Introduction 

 Fast Fourier Transform (FFT) is one of the most widely used algorithms in the field of 

digital signal processing (DSP) such as to calculate the discrete Fourier transform (DFT) 

efficiently, filtering, spectral analysis, etc. Many communication systems such as orthogonal 

frequency division multiplexing (OFDM), digital video broadcasting, etc. employ FFT cores 

in them [22] – [24]. 

 Techniques in designing DSP systems such as folding, pipelining have always 

improved performance of the systems in terms of area of hardware, latency, frequency, etc. 

To determine the control circuits systematically in DSP architectures, the folding 

transformation is used. In folding, time multiplexing of multiple algorithm operations to a 

single functional unit is done. Thus, in any DSP architecture, folding provides a means for 

trading time for area. In general, folding can be used to reduce the number of hardware 

functional units by a factor of N at the expense of increasing the computation time by a factor 

of N [25]. To avoid excess amount of registers used in these architectures that occur while 

folding, there are techniques that compute the minimum number of registers needed to 

implement a folded DSP architecture. These techniques also help in allocation of data in 

these registers. Pipelining transformation in DSP architectures reduces critical path, which 

can be pro-sequenced to either decrease the power consumption or to enhance the sample 

frequency or clock speed. By introducing the pipelining latches along the data-path, critical 

path in particular, pipelining technique reduces the effective critical path. This technique has 

been used in areas such as compiler synthesis and architecture design [25]. 

 The rest of the chapter is organized as follows. Section 6.2 elucidates the proposed 

design based on CORDIC. Section 6.3 shows the ASIC and FPGA implementation and 

comparison results of the proposed design with the existing ones. Section 6.4 draws the 

conclusion of the work mentioned in the chapter. 
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6.2 Proposed Architecture 

 The root designs considered for proposed design are ones mentioned in [27] – [28]. 

The proposed architecture is built replacing complex rotators with CORDIC blocks at 

required positions, which are capable of mapping the inputs to entire 2π angle. The design is 

a feedforward architecture which takes 4 inputs for each clock cycle. The number of outputs 

is also 4 for each clock cycle. The trivial rotators, which rotate by angles that are multiples of 

π/2, are replaced with simple blocks consisting of inverters that invert inputs according to the 

given angle. As the proposed architecture is based on the feed-forward architectural design 

using radix-2
2
 FFT, for carrying out 16-point complex FFT, it requires 4 stages. Figure 6.1 

shows the architectural design of the proposed architecture. 

 

Figure 6.1. Proposed radix-22 4-parallel 16-point feedforward complex FFT core using CORDIC 

 The R2CBF block in the proposed architecture corresponds to the radix-2
2
 butterfly 

with complex input outputs. The trivial rotations are done using the block TR. To carryout 

16-point FFT, the trivial angle required is π/2. The blocks R2CBFWC and R2CBFW2C 

correspond to the radix-2
2
 butterflies along with one M CORDIC unit, instead of complex 

rotator, in first case and two M CORDIC units in second case. The sets of multiplexers along 

with delay elements are called data shufflers, which are essential units of feedforward FFT 

architectures as they help in making the data to flow in a proper order. The number of delay 

 

OUT0 

OUT1 

OUT2 

OUT3 

2D 

2D 

TR 

IN0 

IN1 

R2CBF 

R2CBF

W2C 

R2CBF

WC 

IN2 

IN3 

R2CBF 

2D 

2D 

R2CBF 

R2CBF 

D 

D 

D 

D 

R2CBF 

R2CBF 

TR 



50 

 

elements and the amount of delays in each element in these depend on the stages and also on 

the number of inputs given to the FFT core. 

 The internal architecture of R2CBF is a simple radix-2 butterfly‟s addition and 

subtraction. The internal architectures of R2CBFWC and R2CBFW2C are shown in figure 

6.2 and figure 6.3 respectively. The internal architecture of delay traverse is same as that of a 

delay line whose size depends on the amount of delay generated by the CORDIC unit, so as 

to match the sequence of the data flow. 

 

Figure 6.2. Internal architecture of R2CBFWC block 

 

Figure 6.3. Internal architecture of R2CBFW2C block 

 The only difference between the architectures of R2CBFWC and R2CBFW2C is the 

number of M CORDIC units present in each of them. The internal architecture of the 

CORDIC unit is shown in figure 6.4. From figure 6.4, it is clear that the design of CORDIC is 

fully pipelined, except for the scalers of X and Y. 

 As mentioned earlier, each pipelined stage of CORDIC unit consists of three adder-

subtractors along with two shifters according to the stage of the pipelined unit. The structure 

of each pipelined stage is given in figure 6.5. 
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Figure 6.4. Pipelined architecture of the CORDIC unit 

 

Figure 6.5. Pipe stage of the CORDIC unit 

 M CORDIC means mapped CORDIC unit that follows the mapping mechanism to 

map the inputs over entire 2π range according to the angle to be rotated. The internal 

architecture of the TR block is simple interchange of real and imaginary coefficients with 

inverting wherever necessary. 

 The order of inputs taken and outputs produced by the proposed architecture is shown 

in figure 6.6. 
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Figure 6.6. Data flow order in the proposed architecture of (a) inputs and (b) outputs 

 Since the proposed architecture is 4 parallel, the products with the twiddle factors 

change according to the value of the angle in them. Thus, the angle inputs of the M CORDIC 

units also change for each clock cycle and repeat for every 4 clock cycles. The set of angle 

inputs given to the three M CORDIC units is shown in table 6.1. 

TABLE 6.1. SET OF ANGLE INPUTS FOR EACH CLOCK CYCLE GIVEN TO THE M CORDIC UNITS 

Clock cycle Z2 Z0 Z1 

1 0 0 0 

2 π/4 π/8 3π/8 

3 π/2 π/4 3π/4 

4 3π/4 3π/8 9π/8 

6.3 ASIC and FPGA Implementation and Comparison 

 The proposed architecture is designed for FPGAs using Xilinx ISE. The family of 

FPGA chosen is Virtex-5 and the device chosen is XC5VSX240T-2FF1738. The proposed 

architecture is implemented for 16 inputs with a word length of 16 bits. All inputs and 

outputs are represented by signed 2‟s complement number system. Table 6.2 shows the 

device utilization summary of the proposed architecture on the mapped FPGA. 

TABLE 6.2. DEVICE UTILIZATION SUMMARY OF THE PROPOSED DESIGN ON XC5VSX240T-

2FF1738 

Device Utilization Proposed Architecture – I 

Number of occupied slices 1152 

Number of slice LUTs 4225 

Number of slice registers 2729 

Number of bonded IOBs 258 
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 Table 6.3 shows the comparison of proposed architecture in terms of FPGA hardware 

resources with the existing designs. 

TABLE 6.3. COMPARISON OF PROPOSED ARCHITECTURE ON XC5VSX240T-2FF1738 FPGA 

Design 
Area Maximum Frequency 

(MHz) 

Throughput 

(MS/s) 

Slice-delay 

Product Slices DSP48E
*
 

[27] 386 12 458 1831 - 

Proposed Architecture 1152 0 86.79 347 13.273 

* 1 DSP48E is equivalent to over 500 slices [http://zone.ni.com/reference/en-XX/help/371599F-01/lvfpga/dsp48e_func/]  

 The proposed architecture is designed using Synopsys DC and Cadence SoC 

Encounter for ASIC design flow. The process technology used is 180 nm. The design is 

checked for design rule check (DRC) as well as for timing. Table 6.4 shows ASIC 

implementation results of the proposed architectures in 180 nm technology. Figure 6.7 shows 

the physical layout of the proposed architecture in Cadence SoC Encounter. 

TABLE 6.4. ASIC IMPLEMENTATION RESULTS OF THE PROPOSED ARCHITECTURE 

ASIC implementation results using Synopsys DC 
Process technology: 0.18µm 

Proposed Architecture – I 

Total cell area 617619.875000 

Total dynamic power 36.9739 mW 

Add-sub width 16 bits 

Slack at 50 MHz 10.38 ns 

 

Figure 6.7. Physical layout of proposed architecture 
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 Figure 6.8 shows the Isim simulation result of the proposed design 

 

Figure 6.8. Isim simulation of proposed 16-point FFT core 

6.4 Conclusions 

 This paper has reported multiplier-less architecture for radix-2
2
 16-point 4-parallel 

complex FFT core. The algorithm that is considered for designing this is CORDIC. The 

architecture is designed using pipelining thus increasing the scope of their applicability. The 

device used for FPGA implementation is XC5VSX240T-2FF1738. The technology used for 

ASIC is 180 nm. The ASIC design is compliant with its FPGA counterparts thus showing 

better scope in many applications. 
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7.1 Conclusions 

 We presented new scaling units for x and y data paths separately considering the 

practical congregate scaling constants. The proposed approximation is word length dependent 

and based on requirement of accuracy, the word length of the data paths can be varied. 

CORDIC unit with the proposed scaling units is implemented for different ranges of inputs 

and error analysis is done, considering the word length of data path as 16 bits. The maximum 

frequency, at which the design can be implemented, in Xilinx XC3S500E-4FG320 FPGA, 

fabricated in 90 nm process technology, is 75.593 MHz and its slice delay product is 106.465. 

We also have thus proposed a low hardware complex design to implement DFT using low 

latency scaled CORDIC. By exploring the symmetry properties of the transform, number of 

additions/subtractions has been minimised so as to achieve minimal power dissipation, 

minimal area and improved latency. The design that is proposed has been implemented in 

Xilinx FPGA, XC2VP30, which is fabricated using 0.13μm technology. The proposed design 

has seen very few exclusive multipliers (0 for 8-point DFT) and less number of adders 

compared to other traditional methods. This report also presents a design of DDS, which is 

also called a NCO. The proposed design is designed based on pipelined CORDIC unit used as 

phase to amplitude converter. The proposed design has a SFDR of – 96.31 dBc for 16 bit 

output amplitude resolution. In addition to that, the proposed design produces quadrature 

outputs which have better phase match thus making the design more useful for most of the 

communication systems. We also have reported a multiplier-less architecture of radix-2
2
 16-

point 4-parallel complex FFT core. The algorithm that is considered for designing this is 

CORDIC. The technology used for ASIC is 180 nm. 
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7.2 Future Work 

 Future work includes developing architectures that are related to the CORDIC 

implementation in linear and hyperbolic coordinate systems. 
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