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Throughput, flexibility, and security form the design trilogy of reconfigurable crypto engines; they must
be carefully considered without reducing the major role of classical design constraints, such as surface,
power consumption, dependability, and cost. Applications such as network security, Virtual Private Networks
(VPN), Digital Rights Management (DRM), and pay per view have drawn attention to these three constraints.
For more than ten years, many studies in the field of cryptographic engineering have focused on the design
of optimized high-throughput hardware cryptographic cores (e.g., symmetric and asymmetric key block
ciphers, stream ciphers, and hash functions). The flexibility of cryptographic systems plays a very important
role in their practical application. Reconfigurable hardware systems can evolve with algorithms, face up
to new types of attacks, and guarantee interoperability between countries and institutions. The flexibility
of reconfigurable crypto processors and crypto coprocessors has reached new levels with the emergence of
dynamically reconfigurable hardware architectures and tools. Last but not least, the security of systems
that handle confidential information needs to be thoroughly evaluated at the design stage in order to meet
security objectives that depend on the importance of the information to be protected and on the cost of
protection. Usually, designers tackle security problems at the same time as other design constraints and
in many cases target only one security objective, for example, a side-channel attack countermeasures, fault
tolerance capability, or the monitoring of the device environment. Only a few authors have addressed all three
design constraints at the same time. In particular, key management security (e.g., secure key generation
and transmission, the use of a hierarchical key structure composed of session keys and master keys) has
frequently been neglected to the benefit of performance and/or flexibility. Nevertheless, a few authors propose
original processor architectures based on multi-crypto-processor structures and reconfigurable cryptographic
arrays. In this article, we review published works on symmetric key crypto engines and present current trends
and design challenges.
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1. INTRODUCTION

In recent decades, the issue of data security has shifted from the military to the com-
mercial arena (e.g., banking, communications, networking, and multimedia systems)
[Anderson et al. 2006]. The need for cryptographic computation has increased expo-
nentially and the need to build powerful cryptographic computing resources has never
been greater. As a consequence, many research teams have designed efficient hardware
crypto engines that implement cryptographic primitives, algorithms, and/or protocols.

In this article, we present some aspects of published works on flexible symmetric
key crypto engines. By flexible crypto engines we mean different kinds of systems such
as customized general-purpose processors, hardware crypto coprocessors (or hardware
crypto accelerators), crypto processors, and crypto arrays (dedicated coarse-grained
reconfigurable architectures composed of an array of small cryptographic processing
elements). Some of the works presented here are not flexible in the strictest sense of the
term, but they could be, if they were implemented on a reconfigurable platform such
as a Field Programmable Gate Array (FPGA). Designers of crypto engines try to meet
the three basic requirements of a security application: throughput-flexibility-security,
while other design constraints such as area, power consumption, dependability, and
cost must also be taken into account, but in some cases to a lesser extent. Historically
speaking, applications such as VPN or network security focused on the first three basic
constraints. Here we analyze existing hardware architectures and their design space
in the context of these three constraints.

The article, is organized as follows: in Section 1, we present the design space of cryp-
tographic computing resources and their exploration. In Section 2, we briefly explore
the crypto processor and the coprocessor jungle. In Section 3, we provide an overview
of all possible solutions. In Section 4, we give an alternative solution in the form of a
multi-crypto core processor and in Section 5, we highlight current crypto engine design
challenges. In Section 6, we present a number of conclusions.

2. THROUGHPUT/FLEXIBILITY/SECURITY TRADEOFF

Nowadays, many options are available for designing crypto resources. All of them
describe the design space of the cryptographic resources. This design space is finite but
not static. Indeed, advanced technologies can extend it over time.

Not very long ago, designers had two obvious but opposite choices: using a Gen-
eral Purpose Processor (GPP) or designing an Application Specific Integrated Circuit
(ASIC). Using a GPP is a very flexible solution, but is generally not appropriate for
high-performance applications, because of the sequential execution of the algorithm
and the limited fixed data path width.

The speed of the system can be increased if the GPP is replaced by a crypto
processor. Its instruction set and Arithmetic Logic Unit (ALU) can be optimized for
the execution of cryptographic algorithms. If necessary, throughput can be further
enhanced at the expense of flexibility using one or more hardware accelerators (or
coprocessors). Many coprocessors have been designed to perform crypto-dedicated
computations/algorithms. Like in digital signal processing, dedicated accelerators
significantly increase the speed of data processing in cryptographic applications, but
their use is limited to the algorithm/architecture used.
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To further enhance performance, designers can fully implement their application in
hardware using ASIC technology. This can achieve the best performance, but may be
expensive for small runs and also requires careful management of hardware resources
(choice of the width of the data path, registers, and memory size, etc.), because its
hardwired structure means it cannot be updated.

Designers of cryptographic applications are under constant pressure due to security
requirements, such as data confidentiality, integrity, and authenticity. Since this article,
deals with hardware architectures for symmetric key cryptography, data security is
considered as the ability of a system to protect information and system resources,
especially data confidentiality. Since security is never cost free, designers have to adjust
the targeted security level to security objectives, which depends on the profile of the
attacker, the physical accessibility of the device to the attacker (remote or physical
attacks), and the value of the information to be protected [Badrignan et al. 2011].
During the design, security threats must be considered at all levels of abstraction:
application and protocol, software, macro-architecture, logic, and physical levels.

Anderson [2001] reported that a protocol weakness enabled an attack on an IBM 4758
crypto processor previously thought to be secure. Along with software attacks and cache
memory attacks, protocol attacks are very dangerous, because the attacker does not
need physical access to the device. Bangerter et al. [2011] showed that small malicious
software can monitor the cache memory during enciphering and the key can be re-
covered remotely in a few minutes. Protocol and software attacks can be countered at
architecture level by preventing processors having direct access to security-critical pa-
rameters such as keys [Gaspar et al. 2010, 2011]. Logic-level countermeasures such as
data hiding and data masking are aimed at protecting the devices against side-channel
attack techniques [Standaert et al. 2003]. Side-channel attacks are very powerful and
consequently very attractive, but to undertake them, the attacker needs physical ac-
cess to the device. In addition to logic-level countermeasures like dual rail logic, some
technological countermeasures like those proposed in Tiri and Verbauwhede [2005] can
also reduce information leakage.

The designer can construct a circuit that includes countermeasures against known
physical attacks (e.g., side-channel and fault injection attacks). But the countermea-
sures implemented may subsequently be jeopardized by new attacks and the system
will consequently need updating. Unfortunately, updates are impossible using ASICs.
In some cases, countermeasures, which should increase the security of the device, can
even be used as a source of leakage and facilitate the attack [Regazzoni et al. 2008].
When dealing with ASICs, security is clearly a major challenge and should be very
carefully addressed in order to anticipate all possible attacks.

Since the early 2000s, data security algorithms have been more and more frequently
implemented in FPGAs, because the granularity of configurable logic devices such as
FPGAs and their architecture featuring small logic elements (able to implement 4- to 8-
input combinatorial logic functions) suits the calculations used in many cryptographic
algorithms [Wollinger et al. 2004; Wollinger and Paar 2003]. FPGA technology has
considerably evolved in the last 12 years. In 2000, high-end FPGAs such as 0.22µm
Xilinx Virtex embedded a 27k-logiccell (with 4-input LUTs) and 16KB of SRAM, which
ran at 200MHz [Xilinx Corp. 2001]. Today, a typical high-performance 28nm FPGA
(e.g., Xilinx Virtex-7) embeds more than 2M logic cell (with 6-input LUT), 50MB of
SRAM, and 2k-DSP which runs at 700MHz, with many high-speed (12.5Gb/s) serial
transceivers [Xilinx Corp. 2012]. Such capabilities make FPGAs significant targets for
data security applications.

Furthermore, when using SRAM- or FLASH-based FPGA technology (around 90%
of the market), designers can take advantage of their reconfiguration capabilities and
let the system evolve over time by means of hardware updates made in situ and even
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Fig. 1. 2D (performance/flexibility) cryptographic computing design space.

remotely [Davies 2003]: an obsolete algorithm can be replaced by the latest version, a
new architecture embedding countermeasures against attacks can replace an old one
if it is vulnerable to some types of attacks, and so on.

While the use of GPP, dedicated crypto processors, crypto coprocessors, and hard-
wired cryptographic blocks in FPGAs is still possible, reconfigurable technologies pro-
vided many new features for the design of cryptographic hardware. Softcore GPPs
usually have a flexible instruction set and modifiable ALU architecture. The design of
crypto processors can thus be considerably simplified and ensure increased flexibility,
meaning that both hardware and software can be modified. A hardware accelerator
implemented in FPGA is no longer considered as a rigid component, since it can be
reconfigured whenever necessary (its hardware architecture can be modified). The
designer can take advantage of the flexibility of this solution by using an appropri-
ate hardware-software codesign tool when defining the boundary between hardwired
and soft functions. Very recent work on high-performance (high-throughput) systems
demonstrated the interest of continuing development in this area, while at the same
time extending it towards multi-crypto-processor architectures [Grand et al. 2011]. The
way is open to new concepts such as crypto array and MCryptoPSoC (Multi-Crypto-
Processor System-on-a-Chip).

Figure 1 is a theoretical view of a 2D cryptographic computing design space. The first
dimension is “performance”. This general term describes the computation performance
and the throughput (given, for example, in gigabits per second of encrypted data). The
second dimension is “flexibility”. This is the ability of a cryptographic module to move
from one algorithm/computation to another and takes the application dependency of
the architecture into account.

GPPs and GPPs with a crypto coprocessor are the most flexible solutions because
they are application independent. With such systems, it is easy to switch between
applications merely by modifying the program memory content. On the other hand,
full hardware implementations are more time efficient because they allow parallel,
pipelined, unrolled, and optimized algorithm implementation. The relative position
of each design solution in the figure shows that high flexibility and high throughput
are contradictory requirements. Heterogeneous architectures such as crypto processors
and reconfigurable crypto processors are located in the center of Figure 1. Nevertheless,
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new reconfigurable architectures based on multi-crypto processors can reach a new
trade-off area to ensure a higher level of flexibility along with higher throughput.

One point is missing in Figure 1: the third dimension, security. Indeed, studies
that compare the security levels of available architectures are rare in the literature
Badrignan et al. [2011]. Yet security is increasingly being taken into account. For exam-
ple, in Section 2.3 we provide some details about a secure crypto-processor architecture,
HCrypt, to better protect session keys against illegal access.

In the following section, we illustrate the design space of cryptographic resources
using some concrete examples.

3. FINDING THE WAY THROUGH THE CRYPTO-PROCESSOR AND COPROCESSOR JUNGLE

As the use of the word “jungle” in the heading suggests, it is difficult to get a clear
overview because of the profusion of publications on cryptographic computing. This is
even truer since the terminology is constantly changing and the terms “custom pro-
cessor”, “crypto processor”, “crypto coprocessor”, and “crypto array” were never clearly
defined. Figure 2 shows four possible ways of overcoming this problem: customized GPP,
crypto coprocessors, crypto processors, and crypto arrays. The following sections give
the characteristics of each option and refer to works that illustrate the architectures
concerned. The reports cited were published between 1999 and 2011.

At the end of each of the following sections describing different types of crypto
engines, we discuss their future outlook in terms of their use, advantages, and disad-
vantages as objectively as possible.

3.1. Customized GPP

Figure 2(a) is a schematic diagram of a general-purpose processor that is customized
for efficient implementation of cryptographic algorithms. It embeds a functional unit
able to perform a number of cryptography-specific operations, such as Data Encryp-
tion Standard (DES) logical computations or Advanced Encryption Standard (AES)
substitution functions (S-Box). In this case, the cryptographic calculations are seen as
application-specific instructions that can be called on during program execution. This
solution increases throughput, but not security. Confidential keys are stored in the data
memory and are handled just like ordinary application data. Software attacks cannot
be avoided.

One of the main difficulties when designing a domain-specific processor is selecting
an appropriate specific instruction set. Asymmetric key algorithms and symmetric
key algorithms do not have the same requirements. Asymmetric key ciphers use
multi-precision operations whereas symmetric key ciphers use bit-level operations.
Moreover, the specific instruction area overhead is sometimes too large for realistic
implementation. To design a customized processor for efficient crypto-specific process-
ing, Ravi et al. [2002] proposed a usual codesign flow applied to a security processor.
The authors used two models: a performance macromodel based on functions that
express the number of cycles incurred by a software library, and a hardware model.
They proved that a customized processor designed using the method they proposed
is significantly more efficient than full software implementation on a GPP. This was
demonstrated on a customized 32-bit Xtensa processor from Tensilica. Since the
first proposal to use HW-SW codesign methodology on a customized processor aimed
at cryptographic applications, other authors have proposed similar approaches but
they target superscalar architectures [Sakiyama et al. 2007] or embedded systems
[Schaumont and Verbauwhede 2003].

Several authors extended the processor’s instruction set to enable efficient AES
computation on a GPP [Hämäläinen et al. 2007]. The first works focused on S-Box
implementation using dedicated instructions [Burke et al. 2000; Tillich et al. 2005] and

ACM Computing Surveys, Vol. 45, No. 4, Article 41, Publication date: August 2013.



41:6 L. Bossuet et al.

I/O

{K}i

Main

memory

ALU
Crypto

ALU

crypto ins.

(a) customized GPP

HWcrypto core 1

HWcrypto core 2

I/O

Main

CPU

{K}i

Main

memory

HWconf.

(b) (reconfigurable) hardware crypto coprocessor

HWcrypto core 3

(Reconfigurable area)

I/O

Main

CPU

Main

memory

Crypto proc.

{K}i

in
st rCrypto

ALU

(c) crypto processor

I/O

Main

CPU

{K}i

Main

memory

Coarse grained reconfigurable

architecture

HWconf.

Crypto array

(d) crypto array

Main

CPU

Fig. 2. Cryptographic computing architecture design space.

ACM Computing Surveys, Vol. 45, No. 4, Article 41, Publication date: August 2013.



Architectures of Flexible Symmetric Key Crypto Engines—A Survey 41:7

enhancing the performance of S-Box computation. Next, Tillich et al. designed a GPP-
based system using several custom instructions, thereby enhancing the performance
of the whole AES implementation [Tillich and Grobschad 2006]. These instructions
were developed in such a way that they were compatible with common processors
based on 32-bit RISC architecture (e.g., SPARC, MIPS, and ARM processors). Instruc-
tion complexity ranged from simple AES S-Box [Tillich and Grobschad 2005] and
AES MixColumns implementation to composite AES S-Box/MixColumns/ShiftRows
execution [Tillich and Grobschad 2006; Tillich and Herbst 2008]. Even though this
approach improved the performance of a GPP-based system, it was mostly dedicated
to only one algorithm (e.g., AES).

Another design, the CryptoBlaze processor from Xilinx [Xilinx Corp. 2003] is an
interesting example of what is available commercially. It is based on the use of a
PicoBlaze softcore processor, which is a compact, cost-effective 8-bit RISC microcon-
troller core optimized for Xilinx FPGA families [Xilinx Corp. 2010]. The CryptoBlaze
processor system represents a case study of expanding the PicoBlaze processor with
additional functions/opcodes aimed at cryptographic applications. In the first version,
the Galois field arithmetic and S-Boxes were implemented as specific instructions. The
CryptoBlaze architecture is an interesting combination of a reconfigurable fabric and a
customized microcontroller for cryptographic applications. Another commercial exam-
ple was presented recently by Intel [Gueron 2010]. The instruction set of some recent
company processors based on the 32nm Intel micro-architecture is extended by six
instructions dedicated to AES implementation. These instructions drive a dedicated
AES ALU aimed at data enciphering, deciphering, and key expansion. To perform
AES modes, such as ECB, CBC, or CTR, some libraries that use this specific set of
instructions are available. This shows that cryptography has become a key element of
computer architecture, as was the case of image processing in video processors several
years ago.

Discussion: ALUs dedicated to cryptographic calculations are especially suitable
for applications with stringent area constraints (limited area budget requirements),
and in particular in embedded applications. Dedicated ALUs allow the designer to
benefit from processor flexibility and at the same time to accelerate cryptographic
computations. The hardware overhead is low and the design can be relatively simple
when the host processor design is based on an open-source soft-core processor. However,
in all previously presented configurations, the ALU architecture is application specific
and its reusability is very limited, because its structure is closely linked to the target
cryptographic tasks and also because its data interface depends on the host processor. In
addition, new instructions sometimes have to be added to the processor instruction set.
Extending the instruction set remains a major problem for optimized use of hardware
resources since the compiler has to be rebuilt to take the new instructions into account.
Calculations are faster since data are transferred via the processor’s internal data path
(they do not need to be sent to the external memory or peripheral bus), but the processor
architecture remains sequential, and calculations cannot be further accelerated by
parallelizing tasks. This reduces the use of customized processors for high-throughput
applications. It should also be noted that these solutions are not compatible with a fine
runtime reconfiguration of the cryptographic ALU because the corresponding logic is
in the processor’s internal data path.

3.2. Crypto Coprocessors

Figure 2(b) shows a multi-algorithm custom hardware implementation. Such a hard-
ware implementation always provides the highest level of efficiency. However, in prac-
tice, the need for efficiency in data security applications often needs to be considered
together with and as an integral part of a trade-off against the need for flexibility.
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With this strategy in mind, it is possible to implement flexible hardware accelerators
when using (dynamic) reconfiguration capabilities of selected FPGAs. In this way, both
efficiency and flexibility can be obtained. However, none of the coprocessors presented
here is reconfigurable. Like in customized GPP systems, secret keys and hardware
configuration are stored in the data memory.

The terms crypto processor and crypto coprocessor are occasionally reported in the
literature to be used in different contexts, which sometimes causes confusion. To avoid
any such misunderstandings, here we distinguish the two processor systems according
to their programmability. In this sense, the crypto processor is a programmable device
or programmable hardware module, with an instruction set dedicated to the efficient
implementation of cryptographic function(s). It thus mostly consists of one or more
ALUs specially designed for cryptographic computations. On the other hand, the crypto
coprocessor (coprocessor for short) is a logic device or hardware module dedicated to
the execution of cryptographic function(s). It contains one or more processing elements.
The crypto coprocessor cannot be programmed, but can be controlled, configured, or
parameterized using the host processor. It is used to accelerate cryptographic compu-
tations. To illustrate this point, two early publications targeting the DES algorithm
provide typical examples of crypto processors and coprocessors: a DES crypto processor,
which is programmed using an instruction set, was proposed by Verbauwhede et al.
[1991] whereas a DES coprocessor, which is a scalable hardware implementation on an
FPGA, was proposed by Kaps and Paar [1998].

An example of a single-core AES coprocessor is described in Hodjat and Verbauwhede
[2004a, 2004b, 2005]. These authors examined the addition of the AES coprocessor to
a SPARC V8 embedded processor (LEON), and showed that the benefits of a hardware
accelerator can be significantly reduced by a communication overhead (i.e., the transfer
of data to and from the coprocessor).

Two examples of multicore AES coprocessors driven by a Molen processor [Kuzmanov
et al. 2004] are described in Chaves et al. [2006] and Pericàs et al. [2008]. The first
structure, proposed by Chaves et al., is composed of a GPP and several reconfigurable
CrCU (Cryptographic Computation Units) interconnected by a dedicated network
[Chaves et al. 2006]. Each CrCU embeds a full AES core, a key register, and a control
unit. Figure 3 shows the overall architecture of the multicore system. The AES CrCU
and the Molen processor communicate with each other using a standard address and
data bus. The AES CrCU is also connected with the main memory to exchange data
(to/from the cipher) and cipher key (to the internal key register). According to the
authors, the CrCU could be reconfigurable. The second structure proposed by Chaves
et al. is a dual AES core hardware implementation for AES MultiStream (AES-MS)
ciphers [Pericàs et al. 2008]. It consists of two independent AES cores controlled by a
control unit, which activates the AES cores when required and drives the multiplexors
that control access to the data bus.

An older work proposes a modular coprocessor called CryptoBooster dedicated to
cryptography and optimized for reconfigurable logic devices such as FPGAs [Mosanya
et al. 1999]. It is a reconfigurable coprocessor with a host system and is connected to
a dedicated session memory designed to store session information (e.g., the selected
block cipher algorithm, the key(s), the initial vector(s) for block chaining, and other
configuration information).

Although most studies in this field focus on performance, some original works were
dedicated to optimizing the entire system and its security. For example, the SAFES
(Security Architecture For Embedded Systems) architecture by Gogniat et al. [2008]
depicted in Figure 4 resembles the multicore coprocessor architecture in Figure 2(b).
In addition to its similar structure, this system uses monitors that detect abnormal
behavior. Hardware defence mechanisms can be implemented to counter attacks. The
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Fig. 3. Architecture of a crypto system with the Molen processor and dedicated hardware accelerator AES
CrCU [Chaves et al. 2006].
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Fig. 4. SAFES reconfigurable secure architecture [Gogniat et al. 2008].

security mechanisms can be updated (dynamically) if necessary, which ensures the
durability of the protection system.

As can be seen, several monitors can be used to monitor processes that indicate
or trigger an attack on the system. Parameters such as the number of monitors and
the complexity of individual monitors are important, because they directly affect the
additional cost of security features as well as the level of security provided. For se-
curity reasons, the normal activity of the modules under supervision is characterized
and continuously compared with the current activity of the system. The monitors are
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autonomous so they can contribute to the fault tolerance of the system; if one monitor
is attacked, the others must be able to continue to function in order to guarantee the
security of the system. The monitors are distributed at different locations in the sys-
tem to detect security-critical events (e.g., those concerning the battery, bus, security
primitives, and communication channels).

The SAFES system can react at different levels depending on the type of attack
underway. Instant reactions are triggered directly by a corresponding monitor with-
out consulting the other security units. Global reactions are executed when an attack
involves a significant modification to the system. In this case, the monitors exchange in-
formation in order to define a new configuration. Such a scenario allows more complex
attacks to be detected, but makes the reaction time longer. The reconfigurable part
(FPGA) within the system allows hardware implementation of security primitives.
This leads to an adaptive hardware accelerator operating a security-related algorithm
(cipher, hashes, key management). In contrast with the aforementioned crypto copro-
cessors, the list of supported algorithms is not fixed. The user configures the system
with the security primitives required. These can be updated by reconfiguring them
during the lifetime of the system. Thus, the SAFES architecture provides the perfor-
mance (hardware implementation) and flexibility (reconfigurable system) needed to
secure embedded systems.

Another example of a multicore AES coprocessor close to the architecture in
Figure 2(b), is the AESTHETIC system [Wang et al. 2010]. Based on the single AES-
THETIC coprocessor [Su et al. 2005] the authors propose a high-performance multicore
architecture, in which independent data paths for each AESTHETIC coprocessor allow
multigigabit security processing with no loss of I/O bandwidth.

Remark # 1. Some interesting works have considered the use of a GPU as a crypto
processor combined with a CPU [Cook et al. 2005; Manavski 2007; Deguang et al.
2010]. Such approaches are motivated by the widespread adoption of GPUs in many
embedded systems. Using a GPU for symmetric cryptography enables high throughput
of up to 8.28 Gbit/s [Manavski 2007]. The performance is directly related to the data
size (i.e., the number of blocks) to be encrypted and exploits the parallelism available
in GPUs. In all published works, the key expansion step is performed in the CPU and
the keys are then loaded into the GPU before encryption. Such a solution has certain
limitations concerning the ciphering modes as only ECB and CTR can benefit from
computing blocks in parallel. The exchange of keys between CPU and GPU may be a
concern for some applications and should be analyzed very carefully. Power issues were
not addressed in Cook et al. [2005], Manavski [2007], and Deguang et al. [2010], but
this point should also be analyzed to evaluate its impact on the global power budget.

Remark # 2. Several secure processors with embedded hardware cryptographic prim-
itives are described in the literature. The need to protect data for reasons of confiden-
tiality, integrity, and authenticity is obvious. However, the program code also needs to
be protected for the same reasons to limit possible software attacks (e.g., spoofing at-
tack, splicing attack, replay attack). At present, proposed solutions rely on an inviolable
hardware security zone called a trust zone, trust area, or secure area, which usually
contains the processor, cache memory, data and program memories, and the mem-
ory access controller. This zone includes the hardware protection systems to protect
the trust zone against known hardware attacks at physical, logical, and architectural
levels. Data leaving and entering the trust zone are encrypted and authenticated to
ensure protection at system level. The trust zone contains hardware primitives to en-
able ciphering and authentication of the data (e.g., instructions, addresses, and data)
exchanged between the processor and its memories. Unlike the architecture depicted
in Figure 2(b), in the case of a trust zone, the secret keys are stored inside the processor
and not in the external memory. In most cases, a Physical Unclonable Function (PUF)
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or a True Random Number Generator (TRNG) is used to generate a master key that is
often used with a hierarchical key tree. XOM [Lie et al. 2000], AEGIS [Suh et al. 2003],
TSM [Lee et al. 2005], PE-ICE [Elbaz et al. 2006], CryptoPage [Duc and Keyrell 2006,
2008], and OTP-CRC [Vaslin et al. 2007] are representative examples of such an ap-
proach. It is important to note that, even if the codes and the data are protected in the
external memory, in some cases these solutions can still be bypassed. Indeed attacks
exploiting micro-architectural features like distribution of cache hits and misses can
be very powerful and must be carefully analyzed [Bernstein 2005; Osvik et al. 2006;
Rebeiro et al. 2009; Rebeiro and Mukhopadhyay 2011]. Another threat is related to
signature addresses when a specific application is executed. In Zhuang et al. [2004],
bus protection is used to remove all data leakage between the processor and the ex-
ternal memory when spying on the address bus. The approach suggested by Zhuang
et al. [2004] is based on analysis of the control-flow graph, which provides a unique
signature for the application. Thus in order to hide such information, code address
transformation is performed using permutation techniques. One last point that needs
to be stressed when dealing with external memory is data persistence, which must also
be considered with great care [Halderman et al. 2009].

Discussion. The hardware crypto coprocessor can speed up cryptographic computa-
tion by using the inherent parallelism of the algorithm. Many iterative cryptographic
algorithms can be unrolled. For example, most symmetric ciphers use the same el-
ementary logic/arithmetic computations in their subsequent rounds. The AES block
cipher uses 10 to 14 rounds, each composed of four functions: SubBytes, ShiftRows,
MixColumns, and AddRoundKey. Hardware implementation can thus take advantage
of the inherent parallelism of the unrolled cipher. As a consequence, hardware crypto
coprocessors are more suitable for expensive high-throughput applications (network
security, VPN) than for small low-cost systems. Nevertheless, the interconnection be-
tween the processor and coprocessor can seriously limit the performance of the entire
system. If the processor has a direct link to the coprocessor, it can access data very
fast. Unfortunately, these links are often limited in size, because the width of the data
interfaces between the processor and coprocessor have to match. The use of a commu-
nication bus is of course possible, but the time overhead can be prohibitive. Everything
depends on the frequency of exchanges between the processor and the coprocessor.
For example, the symmetric key cryptography cipher modes (e.g., CBC, EBC, CTR,
CBC-MAC, etc.) can be implemented in the hardware coprocessor whenever possible.
We may add that the implementation of a hardware coprocessor is consistent with the
notion of reconfiguration. Indeed, the runtime reconfiguration of the coprocessor can
take place as soon as the processor releases the coprocessor from computation. This can
increase the flexibility of the whole system and limit the size of hardware resources by
sharing many algorithms. In this case, special attention should be paid to configuration
management.

3.3. Crypto Processor

Figure 2(c) shows a GPP coupled with a dedicated cryptographic processor or crypto
processor. According to the definition at the beginning of the previous section, the
crypto processor embeds one or many ALUs dedicated to cryptographic computations.
As a consequence, the crypto processor cannot serve as a stand-alone general-purpose
processor. It is always necessary to extend the system by adding a GPP to perform
standard computations or to embed an operating system. Such architecture can be
smaller than the GPP and crypto coprocessor and it may be more flexible if the ALUs
are properly reconfigured. Crypto processors can be used for many applications, for
example, for red/black radio systems [Martin et al. 2008] or as a crypto subsystem
[Grand et al. 2009].

ACM Computing Surveys, Vol. 45, No. 4, Article 41, Publication date: August 2013.



41:12 L. Bossuet et al.

R
eq
u
e st

sc h
ed
u
ler

requests results

In Q Out Q

Keystore CM

Proc

CM

Proc

CM

Proc

FU

Data

mem

FU

FU

FU

Reg.

file

InQ/OutQ

interface

Keystore

interface

M

E

M

B

T

B

CryptoManiac

processing

element

Fig. 5. The CryptoManiac system and its processing element architecture [Wu et al. 2001; Weaver et al.
2001].

Several papers describe designs for Very Long Instruction World (VLIW) crypto
processors aimed at symmetric cipher implementation. Such algorithms can use several
key sizes (e.g., 128, 192, 256 bits), but usually use smaller data blocks for computation
(e.g., 8, 16, 32 bits). Based on this characteristic, it is efficient to design superscalar
architecture with multi-operand instructions.

The CryptoManiac project is an example of a VLIW crypto processor able to execute
up to four 32-bit instructions per clock cycle [Wu et al. 2001; Weaver et al. 2001].
This multicore crypto processor uses many CryptoManiac processing elements (CM).
Each is designed with four dedicated Functional Units (FU), one Branch Target Buffer
(BTB) used to predict branch targets and register the file and memory. Figure 5
shows the CryptoManiac system architecture and its processing element architecture.
Additionally, short-latency instructions can be combined to be executed in a single
cycle. To support this feature, instructions have up to three source operands. The
CryptoManiac system consists of four functional units that access a shared memory.
Another four 32-bit instruction VLIW crypto processors are available in the CCProc
Project [Theodoropoulos et al. 2008, 2009]. This recent work targets larger algorithmic
space than CryptoManiac.

The Cryptonite project is another example of VLIW architecture with two 64-bit data
paths [Buchty et al. 2004]. It supports AES round functions across a set of special
instructions for performing byte permutation, rotation, and xor operations. The main
part of the AES algorithm is executed with the help of parallel LUTs (Look-Up Tables)
stored in dedicated memories. The Cryptonite architecture has two ALUs and separate
memory units for each ALU. As a consequence, the address generation unit and the
data unit are duplicated.

Many common security devices are based on a general-purpose process communi-
cation protocol and on a dedicated hardware coprocessor to speed up cryptographic
algorithms. However, security is immediately compromised if secret keys are stored in
data registers or handled by a processor [Bangerter et al. 2011]. According to Gaspar
et al. [2010], a secure cryptographic processor should fulfill the following requirements.

(1) Keys have to be generated inside the crypto processor and postprocessed crypto-
graphically.
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Fig. 6. Architecture of HCrypt crypto processor [Gaspar et al. 2010].

(2) Keys have to be stored in a dedicated memory which is physically separated from
the data memory.

(3) Keys must be transported within the processor using dedicated (key) buses, which
have to be physically separated from the data buses.

(4) The processor can read from/write to the key memory via the cipher/decipher, so
that the keys can never leave system in clear.

The structure of the HCrypt crypto processor that fulfills these requirements is
illustrated in Figure 6. The proposed solution is secure against software attacks thanks
to its unique architecture. The data-path architecture of the processor can be divided
into two zones: a protected zone (key transport and storage) and an unprotected zone
(data storage and processing). These zones are physically separate from each other.
This complete separation of two security zones ensures that keys stored in key registers
(protected zone) can never pass unencrypted to data registers (unprotected zone) and
hence leave the system in clear. The processor supports symmetric cryptography key
exchange mechanisms based on two-level key hierarchy: session keys and master keys.
Session keys are generated by the TRNG (located within the protected zone inside the
processor); they are postprocessed by the decipher unit (using a master key) and safely
stored in session key registers. During key exchange, a session key is encrypted with
a master key and subsequently stored in a data register. In its encrypted form, the
session key can be safely exchanged with other communication counterparts. The only
condition that has to be met is that all the counterparts have to own the same master
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key. It is important to underline the fact that no such physical path exists through
which session keys could be passed to data registers in unencrypted form; session keys
have to pass through the cipher. Master keys are introduced into the processor by
an isolated external bus. The processor is capable of carrying out basic cipher modes
(EBC, CFB, OFB, and CTR) and communication is packet oriented. All the operations
required for implementation of cryptographic modes are performed by an ALU, except
for enciphering and deciphering, which are performed by the cipher and decipher units.
All the components and processor itself have a 128-bit data path.

The level of key management security introduced by this concept exceeds the require-
ments of common consumer electronic applications and can also be used in aviation
or military applications. This novel concept of key management is very promising and
could be the beginning of a new era in the design of cryptographic processors.

Remark. The aim of many commercial crypto processors including NEC MP211
[Arora et al. 2006] is the construction of mobile embedded systems or TPMs (Trusted
Platform Modules) for trusted computing [TCPA 2003]. These systems are based on
architectures that are usually simpler than those described before [Anderson et al.
2006]. However, a true reconfigurable crypto processor designed for these applications
is not yet available. Some studies show that it could be advantageous to merge the
concept of the TPM with that of FPGAs [Glas et al. 2008; Eisenbarth et al. 2007a,
2007b]. However, to our knowledge, no commercial version exists at present.

Discussion. Crypto processors are well-suited to be included in a Multi-Processor-
System-on-a-Chip (MP-SoC). In SoC, they are considered as dedicated processors, just
as DSPs are. They are autonomous even if they cannot execute anything other than
cryptographic computations. They represent efficient solutions in terms of a trade-off
between flexibility and performance even though their performance is limited by their
size and architecture, which is optimized for the sequential execution of operations.
Multicore systems are pushing the limits of performance and provide solutions for
applications that need heterogeneous cryptographic computations. It is possible to
reconfigure them if they are implemented on reconfigurable hardware (i.e., FPGA)
[Gaspar et al. 2011].

3.4. Crypto Array

Figure 2(d) shows a GPP coupled with a cryptographic fabric. This is a coarse-grained
reconfigurable architecture designed for cryptographic computing. Like crypto proces-
sors, a crypto array is a crypto accelerator that has to be coupled to a GPP.

Since the early 2000s, reconfigurable architectures have facilitated the appearance
of new paradigms in computer architectures. Many authors have shown that such
architectures are efficient for intensive computation applications [Tredennick and
Shimamoto 2003], for embedded systems [Garcia et al. 2006], and for data security
[Mucci et al. 2007]. In the mid-2000s, it was shown that an application-specific recon-
figurable architecture is more efficient than a universal reconfigurable architecture
for classical digital signal processing and for symmetric cipher use [Bossuet et al.
2005]. The following three examples illustrate this type of approach to implementing
dedicated reconfigurable architecture for the AES cipher.

The first example, the Celator architecture (see Figure 7(b)), is based on a systolic
array composed of 4×4 8-bit PEs (Processing Elements). The architecture processes
operate on the AES state matrix (128-bit data) [Fronte et al. 2008]. Its structure is
optimized for fast parallel computation of the AES algorithm. Nevertheless, it can
perform other symmetric cipher algorithms such as DES and hash algorithms such
as SHA-256. The routing of the Celator PE array is configurable and it can easily
perform functions such as AES ShiftRows. Dedicated control logic can configure ei-
ther the entire architecture or each PE individually. Performance comparisons with

ACM Computing Surveys, Vol. 45, No. 4, Article 41, Publication date: August 2013.



Architectures of Flexible Symmetric Key Crypto Engines—A Survey 41:15

Fig. 7. Examples of crypto array architectures.

GPP and customized GPP are in favor of Celator, however, its designers omitted the
implementation of the key expansion system, which is very area and time consuming.

Similar to Celator but with larger processing (reconfigurable) elements, COBRA is
a specialized reconfigurable architecture optimized for the implementation of block ci-
phers such as DES and AES [Elbirt and Paar 2003]. Its design is based on the analysis
of the common functional requirements of a wide range of block ciphers (more than
40 algorithms were analyzed). It is designed with 4×4 32-bit RCEs (Reconfigurable
Cryptographic Elements) (see Figure 7(a)). RCEs can execute the general operations
required by the block ciphers (i.e., boolean, modular addition/subtraction, shift, rota-
tion, modular multiplication, GF multiplication, modular inversion, and look-up table
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substitution). Moreover, a dedicated data path that can be configured as a substitu-
tion/permutation network is designed similar to the algorithm execution.

Another crypto fabric, called CryptArray, was proposed for a systolic architecture that
uses shared memories to exchange data between PEs (Processing Elements) [Lomonaco
2004]. Four by four, the PEs are connected to one SMB (Shared Memory Block). If we
consider each PE as a white tile and each SMB as a dark-gray tile, the CryptArray
looks like a chessboard (see Figure 7(c)). Like Celator, CryptArray is a study of concept.
Both crypto arrays are designed only for the enciphering process and do not account
for other cipher parts such as the key scheduler.

Remark 1. Wollinger et al. showed the advantage of using FPGAs for cryptographic
applications [Wollinger et al. 2004; Wollinger and Paar 2003]. For a decade, a huge num-
ber of papers described FPGA implementations of cryptographic algorithms. Countless
conference sessions focused on such implementations. Nevertheless, all the previously
presented crypto arrays are based on coarse-grained reconfigurable architectures; up to
now, none considered fine-grained architectures. Field-Programmable-Crypto-Array or
Crypto-FPGAs have not yet been developed. Elbirt and Paar [2003] gave an explanation
for such a design trend: “because block ciphers are dataflow oriented, a reconfigurable
element with coarse granularity offers the best solution for achieving maximum system
performance when implementing operations that do not map well to more traditional
fine-grained reconfigurable architectures”. As was the case in the evolution of FPGAs
towards signal processing applications because of the revolutionary growth of image
processing (HDTV) and telecommunication markets, the evolution of FPGAs towards
cryptographic applications is guided by the strong demand. Some trends are already
apparent. Recently, Altera proposed a special version of its Cyclone III FPGA family
(Cyclone III LS family [Altera 2011]) that is dedicated to military applications. The fam-
ily includes several security features, such as antitampering, 256-bit AES bitstream
enciphering, CRC, etc. The family and related design tools include features required
for red/black security zone separation.

Remark 2. In the same way as it is necessary to secure the processor program code
(see Remark 2 in Section 3.2), the configuration data (bitstream) of a reconfigurable
device also needs to be protected for reasons of confidentiality, integrity, and authen-
ticity in order to limit possible software attacks (e.g., spoofing attacks, splicing attacks,
replay attacks). Some academic works have proposed adding (dynamically or statically)
security features to protect the bitstream in a configurable device. Regarding SRAM
and FLASH FPGA targets, the following references are of interest [Bossuet et al. 2007;
Castillo et al. 2006; Güneysu et al. 2007; Hori et al. 2008; Nakanishi 2008; Manipatlolla
and Huss 2011]. Most modern FPGAs embed bitstream security features. Neverthe-
less, the security of purchased FPGAs could be tampered with through existing attacks
[Morabi et al. 2011, 2012].

Discussion. Figure 7 shows that the architectures of the three works mentioned be-
fore are very similar. Indeed, the three proposals are based on characteristics such
as data-path width and the data dependence of symmetric block ciphers. For exam-
ple, 128-bit AES performs computations on a byte level (for SubBytes, ShiftRows, and
AddRoundKey functions) and on a 32-bit word level (for MixColumns function). As a
consequence, a 4×4 byte matrix is currently used to directly implement AES computa-
tions. Reconfigurable hardware can be designed to compute data by using a 4×4 byte
matrix array. In other words, a crypto array can be very close to the algorithmic and
functional needs of the cipher. Nevertheless, a symmetric cipher is composed of two
parts, the cipher itself and the key expansion. This last point is not taken into account
in the three architectures depicted in Figure 7. Moreover, the use of such architecture
requires a dedicated tool for the design of a coarse-grained architecture and a specific
method to manage the reconfiguration. The main difference between the three works
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Fig. 8. Architectures of a four- and eight-core crypto processor.

presented is the routing topology used to exchange data between the processing el-
ement and the memory element (the memory bank). It is hard to estimate the best
topology and architecture. Although some tools enable space exploration and evalu-
ation, they usually do not give a sufficiently precise estimation of resource use and
it is consequently very hard to compare different architectures fairly and accurately
[Bossuet et al. 2007].

4. MULTICORE CRYPTO PROCESSOR

We have seen that crypto array architectures are efficient because they exploit the par-
allelism of the AES algorithm. In return, they are closely linked to this algorithm. The
use of a crypto processor is more flexible because it is algorithm independent. Never-
theless, because of the sequential architecture of such crypto engines, their calculation
performance is limited.

It is thus worthwhile considering the parallel implementation of several crypto-
graphic computations (for one or more algorithms) by using multiple crypto processors
in parallel. Such a solution resembles a crypto array structure with large processing
elements. Each element is an elementary crypto processor (crypto core). This solution
is illustrated by two architectures in Figure 8. It shows multicore crypto processors
featuring four and eight crypto cores. Depending on the number of cores, the cores can
communicate via a cross bar or via a NoC (Network on a Chip) in the case of a large
number of crypto cores.

One example of a multicore crypto processor, the MCCP [Grand et al. 2011], focuses
on designing a crypto processor, which has to provide the cryptographic services (e.g.,
secure SCA [Martin et al. 2008]) required by a secure SDR (Software-Defined Radio)
base station. For this purpose, the crypto processor is embedded in a much larger
component [Grand et al. 2009], which is placed at the boundary between the red part of
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Fig. 9. Four-core MCCP architecture [Grand et al. 2011].

the radio (that processes plaintext data) and the black part of the radio (that processes
encrypted data and sends/receives data to/from the RF component).

The MCCP [Grand et al. 2011] was designed considering that an SDR base station
has to process several channels at the same time. The architecture proposed embeds
several cryptographic cores to enable flexible and efficient enciphering/deciphering of
the channel. MCCP architecture is scalable; up to eight cryptographic cores can be
implemented. A four-core implementation of the MCCP is illustrated in Figure 9. In
addition, the proposed design aims to make the FPGA platform as flexible as software
components embedded in an SDR. Finally, for security reasons, the MCCP does not
generate session keys itself; the keys are generated by its main controller and stored
in a dedicated key memory.

The MCCP embeds a task scheduler that distributes cryptographic tasks to crypto
cores. Task scheduler implementation uses a simple 8-bit controller that executes the
task scheduling software. It manages the key scheduler, the cross bar, and the crypto
cores. The task scheduler receives its orders from a 32-bit instruction register and
returns values to the communication controller through the 8-bit return register (refer
to Figure 8.).

Each crypto core communicates with the communication controller through the cross
bar, which enables the task scheduler to select a specific core for I/O access. The key
scheduler generates round keys from the session key stored in the key memory. Before
launching key scheduling, the task scheduler loads the session key ID into the key
scheduler which fetches the right session key from the key memory. To improve system
security, the key memory cannot be accessed in write mode by the MCCP. In addition,
there is no way to access the secret session key directly from the MCCP data port.

5. COMPARATIVE STUDY

The last part of Section 2 summarizes the main architectures of published crypto
engines. It is very difficult and in fact usually impossible to objectively compare their
performance. Recently, Kris Gaj et al. pointed out that no clear and commonly accepted
method exists for comparing hardware performance of cryptographic algorithms
implementation [Gaj et al. 2010]. The majority of reported results/evaluations were
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Fig. 10. Area vs. throughput/MHz for ASIC implementation.

performed on an ad hoc basis, and focused on one particular technology and one partic-
ular hardware family. Tools like ATHENa, an automated tool for hardware evaluation
presented in Gaj et al. [2010], help compare several algorithms implemented in the
same hardware. However, the tool is not able to compare different implementations
of the same algorithm. For this reason, the main objective of our comparative study is
not to give an accurate performance evaluation but to provide as much information as
possible in order to compare performance in the most objective way possible. Table I
lists some implementation results for the crypto engines described here. Interested
readers should refer to the original papers that presented the architecture to familiar-
ize themselves with all implementation results and with the setups (hardware target,
metrics, and technology). Most results were obtained for the AES cipher in several ci-
pher modes (ECB, CBC, CCM, and GCM). Only CryptoBooster implementation results
were obtained for the IDEA cipher, probably due to the early year of publication (1999).

Some of the previously described works were implemented in ASIC technologies
(from 0.25 µm CMOS technology to 32 nm). We depict these works in a 2D graph
(Figure 10) with the occupied area (in kilo-gates) on the x-axis, and the throughput
normalized per clock frequency (in mega-bits-per-second-per-mega-hertz) on the y-axis.

The other designs were implemented in FPGA devices. All these works used Xilinx
devices: Virtex, Virtex-II, Virtex-II Pro, Virtex 4, and Virtex 6. The results are presented
in Table II. The logic occupation is given in slices. For Virtex, Virtex-II, Virtex-II Pro and
Virtex 4 a slice (called V-Slice) is mainly composed of two 4-input, 1-output Look-Up,
Tables (LUTs) and two flip-flops. A Virtex 6 slice is composed of four 5-input, 2-output
LUTs and eight flip-flops. As a consequence, one Virtex-6 slice (called V6-Slice) is equal
to four V-Slices. Indeed, the number of RAM bits in V-Slice LUTs is 32 bits (2∗24∗1 bits)
and the number of RAM bits in a V6-Slice is 256 bits (4∗25∗2 bits). The number of flip-
flops in a V6-Slice is four times the number of those in a V-Slice. For this reason, Table I
gives the number of equivalent V-Slices. The only difference concerns HCrypt [Gaspar
et al. 2010], which uses Virtex-6 FPGA (denoted (∗) in Table I). Figure 11 presents the
published works in a 2D graph. The number of FPGA V-Slices is given on the x-axis (at
a logarithmic scale), and the throughput in mega-bits-per-second-per-mega-hertz on
the y-axis. Because the CryptoBooster uses different enciphering algorithms (IDEA),
this work is not included in Figure 11.

As already mentioned, implementation results are hard to compare. Figure 10 and
Figure 11 show the relative location of different works on a 2D graph. Some of them,
Hodjat et al. [2004a, 2004b] for Figure 10, and Pericàs et al. [2008] and Su et al. [2005]
for Figure 11, are a very good trade-off between area/resources use and performance
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Fig. 11. Area vs. throughput/MHz for FPGA implementation.

(in terms of throughput). Nevertheless, the results presented in Table I, Figure 10, and
Figure 11 are directly extracted from publications featuring specific hardware setups.
Some results are given for a complete system (i.e., including the communication process,
management of the system, etc.) and other results are only given for the cipher (often
without taking key management into account). This means that a direct comparison of
these results could lead to misinterpretation. We recommend that interested readers
read the paper concerned to get more details about the context of experimental setup
and interpretation of results.

To help the reader, Table II gives summarizes previously presented crypto engine
features and capabilities. Most of the solutions in the table focus on data security
applications such as Internet security (IPSec), Virtual Private Network (VPN), and
secure embedded systems. The main application field of each proposal depends to a
great extent on the year of publication. Each application field has specific constraints,
for example, embedded system security has limited silicon resources and a limited
power budget whereas communication network security requires a high processing rate
to fully exploit the available network bandwidth. Other applications can be found in
the literature such as e-voting [Neff 2011], Digital Rights Management (DRM) [Coburn
et al. 2005], hardware-constrained sensor network node security [Roman et al. 2007],
and software radio security [Grand et al. 2009].

It is interesting to note that in most of the previously presented architectures, se-
cret key and/or session key secure storage were not considered as a security feature.
That is to say, the most important part of the algorithm security was not taken into
consideration in the design of the crypto engine. This lack of security could represent
a significant failure in many works.

Concerning the technical development of crypto engines, the previously presented
works and the works presented next cover a 12-year period (from 1999 to 2011), they are
from distinct fields of application including microprocessor design, multicore proces-
sors, hardware design, FPGA implementation, and reconfigurable architecture (coarse
grain). Table III lists, the works and the scientific field of each work (of course, the field
of applied cryptography could appear in all works) in chronological order. In Table III,
we can observe a trend in an increasing number of designers paying more attention to
all design aspects, in order to meet the triple constraints of crypto engine design, as
described in the Introduction of this article.

We can also observe that works which only aim at customization of a GPP with
an ALU dedicated to cryptographic computations are less common today. This
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Table III. Technical Scope of Each Work (in chronological order)

Processor Multi-core Hardware FPGA Reconfigurable

Name [ref] design processor design implementation architecture

CryptoBooster [Mosanya 99] � � �

Sbox instruction [Burke 00] �

CryptoManiac [Wu 01] � �

Custom Xtensa [Ravi 02] �

CryptoBlaze [Xilinx 03] � �

COBRA [Elbirt 03] � �

AES processor [Hodjat 04 a,b] � �

Cryptonite [Butchy 04] � �

CryptArray [Lomonaco 04] � �

AESTHETIC [Su 05] � � �

Instruction set extension
[Tillich 05]

�

CrCU [Chaves 06] � �

CCProc [Theodor. 08] � �

AES-MS [Pericàs 08] � �

Celator [Fronte 08] � �

SANES [Gogniat 08] � � � �

Intel AES instruction set
[Gueron 10]

�

HCrypt [Gaspar 10] � � �

MCCP [Grand 11] � � � � �

configuration has usually been replaced by a hardware accelerator, that is a crypto
coprocessor (reconfigurable or not) or a crypto processor. Indeed, with the increased
integration density available today, the silicon area is a less restrictive constraint than
was the case at the beginning of the 2000s. Today, it is only advantageous to customize
existing general-purpose processors for applications that are very restrictive in terms
of area, such as RFID and sensor networks.

6. MAIN CRYPTO ENGINE DESIGN CHALLENGES

Crypto engine design faces a number of challenges that have led to the emergence of
new trends. The purpose of the last section before the conclusion is to underline some
of the most significant challenges. This section is not intended to be exhaustive but
highlights some remaining problems and provides the reader with emerging research
challenges.

Secure by design. As shown in the previous section, from the very beginning, crypto
engine design was performance oriented. Paradoxically, in many cases, security fea-
tures were not sufficiently taken into consideration. Most security features are only
linked to side-channel attack countermeasures (dual precharge logic, masked imple-
mentation, etc.) and not to a secure by design process. However, architectural robust-
ness can be significantly improved if security aspects are taken into account at all steps
in the design process. The most effective improvement to secure design can be made
if the security of the key path and the key storage (secret key, session, and/or master
key) are considered in great detail. Table II clearly shows that most of architectures
cited in the literature store confidential keys in an unsecure main data memory. This
makes the system very vulnerable to software attacks. Securing the link between the
general-purpose processor and the main memory is the first point to consider [Vaslin
et al. 2006]. Another idea concerns the creation of a secure key bus embedded in the
crypto engine, as proposed by Gaspar et al. [2010]. One important aspect the designer
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needs to understand is that security is not just a novel field of application. Security is
a new design constraint.

MCryptoPSoC. Our review of crypto engine architectures showed that parallelism
is an efficient approach in crypto engine implementations. Mixed with hardware re-
configuration properties, parallelism can ensure flexibility and high performance in
cryptographic processing. Some recent applications, such as software radio, which
manages many communication channels using a variety of cryptographic services,
highlight such flexible and powerful architecture [Grand et al. 2011]. There is also
a need for heterogeneous MPSoC (multi-processor system-on-a-chip) that can embed
many crypto engines. In turn, these ideas may lead designers to consider the concept
of MCryptoPSoC (multi-crypto-processor system-on-a-chip) to perform several data se-
curity applications inside one SoC. It is also important to consider resource sharing
(such as memory resources and communication buses) in security applications linked
with security requirements. Designers need to provide agile and high-performance
cryptographic resources designed to execute many applications securely.

Virtualization. Despite such improvements, to be used efficiently, crypto processors
and MCryptoPSoCs require high-level management and secure hardware virtualiza-
tion. Hardware virtualization of security modules (such as TPM) is gaining importance
in both academia and industry because it is an alternative way to increase the overall
use of hardware resources. Some very recent and interesting works highlight this issue
[Biedermann et al. 2011; Cotret et al. 2011; Gaber and Pailles 2010].

Malicious hardware. Emerging works in the crypto engine design field concern pro-
tection against malicious hardware. Hidden backdoors and hardware Trojans are not
a “creation of the mind”. They are embedded in real circuits and can lead to serious
security failures [Karri et al. 2010; Tehranipoor and Koushanfar 2010]. Due to this
recent problem, trusted hardware, IC authentication and trusted design schemes need
to be developed. For example, a number of authors are currently studying the design
of Physical Unclonable Functions (PUF) to be used as a circuit fingerprint [Gassend
et al. 2002].

Security metrics. As we mentioned at the beginning of this article, it is difficult to
measure or even estimate the security of a hardware cryptographic module. Some
international standards, such as FIPS 140-2, help the designer choose the desired
level of security before designing the hardware module. Nevertheless, no accurate
metrics are available to measure the real postdesign security of the hardware module.
Such metrics may be available for certain parts of the security system. For example,
methods of evaluation for physical random number generators, such as the German
AIS31, enable estimation of generator entropy per random number and thus ensure
at least a theoretical level of security. New security evaluation methods will be needed
in the future for validation of the hardware security module to conform to security
requirements, for example, how to measure the resistance to side-channel attack(s)
[Standaert 2011; Batina et al. 2011]. This is an open question: is the use of a formal
proof possible? How can security metrics be upgraded? How accurate will the results be?

Standardization. Some problems the security metrics can be solved by standardiza-
tion. As mentioned earlier in connection with current standards for hardware cryptog-
raphy (e.g., FIPS/AIS), the standards are not intended for problem solving. Instead,
standardization can assist designers. The evolution and democratization of crypto pro-
cessors not only led to strong needs in this area but also widened the application space.

Test and security. Integrated circuit testing at the different manufacturing and life-
cycle stages is used to find fault-free devices, to improve production yield by analyzing
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the cause of defects, and to prevent runtime failures. However, test features are intu-
itively not well-suited for integrity and confidentiality assurance since they facilitate
controllability and observability of internal data. Several scan-based attacks on hard-
ware implementations of DES and AES have been demonstrated [Mukhopadhyay et al.
2005; Bo et al. 2006], showing that test facilities are an ideal starting point for identi-
fication of relevant internal nodes and for retrieving confidential information. Several
test scan attack countermeasures have been published, but a universal minimum-cost
solution for protection against test security threats [Hely et al. 2011] does not exist.

Embedded system security. An embedded system is a complex and often highly het-
erogeneous system. It is mainly composed of programmable parts (microprocessors),
internal communication systems (bus, network on chip), memory (instructions, data,
configurations), control units, inputs and outputs, hardware (reconfigurable or not),
and various peripherals (e.g., external communication). As a result, since the early
2000s, many academic works have shown the extent of the threat model of these sys-
tems. Indeed, the embedded systems threat model includes software security, hardware
security, data security, intellectual properties security and network/communication se-
curity for communicating embedded systems [Ravi et al. 2004; Koopman 2004; Bossuet
and Gogniat 2010]. The development of secure embedded systems is highly constrained
and prevents direct reuse of the security XE “security” solutions (software and hard-
ware) developed for other purposes (chip cards, desktop and laptop computers, and
servers). It is thus vital to develop solutions tailored to embedded systems to fit their
specific characteristics and in conjunction with development constraints. A combined
software and hardware attack on the system and its communication channel can have
serious repercussions for the security XE “security” of the system and its data, and is
therefore a serious issue for which new solutions are needed in a large software and
hardware design space. Crypto engines are included is this large design space and may
represent a possible solution. Since exploring the large design space of embedded sys-
tems is a challenging task, many application fields consider embedded systems security
as a hot topic (e.g., automotive embedded system [Checkoway et al. 2011; Koscher et al.
2010]).

Availability. It is of paramount importance not only to provide cryptographic func-
tionality but also to design systems that can still provide cryptographic services while
under attack. This availability dimension needs to be addressed during the design pro-
cess in order to include different levels of countermeasures depending on availability
requirements. Embedding sensors and monitors in the design allows the behavior of
the system to be tracked. A security policy manager can provide the right level of avail-
ability in line with the user’s priorities. This feature will become a major expectation
as users require a high Quality-of-Service (QoS). Availability and QoS will be very
important for crypto engines.

Post-quantum crypto engine. Cryptography is not a static research field. Although
robust cryptographic algorithms such as public key cryptography (e.g., RSA, ECC) are
available and secure today, progress in computer science could call current crypto-
graphic system security into question. For example, quantum computers will be able
to break most popular public key cryptographic systems. In order to prevent attacks
by quantum computers, many authors focused on the so-called post-quantum cryp-
tography [Bernstein et al. 2008]. Lattice-based cryptography, multivariable public key
cryptography, and code-based cryptography are possible solutions to post-quantum
cryptography. Nevertheless, post-quantum cryptographic systems are hard to imple-
ment. For example, the public key length used for code-based cryptography is too large,
even though it has already been reduced from several hundred thousand bits to only
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several tens of thousands of bits [Cayrel et al. 2011]. Such key lengths could lead to in-
efficient hardware implementation. Many studies will be needed to design an efficient
post-quantum crypto engine to be prepared for the emergence of quantum computers.

In this section, we presented some of the main challenges in the crypto engine de-
sign field. The cryptographic hardware engineering field includes a wide range of works:
side-channel countermeasure design [Popp et al. 2007], efficient hardware implemen-
tation of new cryptographic algorithms such as homomorphic encryption [Gentry and
Halevi 2011; Naehrig et al. 2011], lightweight device security (such as RIFD, smart
cards) [Rolfes et al. 2008; Lin et al. 2010; Feller et al. 2011], TRNG (True Random
Number Generator) design and characterization [Valtchanov et al. 2010], chip identifi-
cation circuits in new CMOS technologies, passive and active IC metering [Maes et al.
2009; Baumgarten et al. 2010], etc.

7. CONCLUSION

The crypto engine design field currently resembles an architectural jungle. In this ar-
ticle, a quick walk through the jungle enabled us to propose crypto engine taxonomy
and a state-of-the-art. We have presented some of the most recent research projects to
illustrate some of new trends in this field: securing the link between the processor and
memory, securing the internal key path of the crypto engine using a trust-by-design ap-
proach, and improving performance and flexibility by designing reconfigurable parallel
architectures.

A review of ten years of research in the crypto engine design field showed that the
architectures proposed were often determined by the target application field. We can
assume that the next step will be the design of a highly parallel crypto engine for both
secret key and public key applications. The number of crypto cores could be huge in
order to reply to the growing demand for cryptography services required by new applica-
tions such as cognitive radio and cloud computing. However, to reduce hardware costs,
the security modules inside the system need to be able to share hardware resources,
while guaranteeing the security of the system. This requirement is very often in oppo-
sition with the need for clear physical separation of security modules. Meanwhile, new
challenges are emerging in the design of very low-power, low-cost, and low-area crypto
engines for smart dust and sensor networks. To conclude research in the general field
of cryptographic engineering requires a lot of research and new original concepts.
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