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Area-Selective Deposition of Ruthenium by Area-Dependent Surface Diffusion

Fabio Grillo,* Job Soethoudt,* Esteban A. Marques, Lilian de Martín, Kaat Van Dongen, J. Ruud van Ommen, and Annelies Delabie

ABSTRACT: Area-selective deposition (ASD) enables the growth of materials on target regions of patterned substrates for applications in fields ranging from microelectronics to catalysis. Selectivity is often achieved through surface modifications aimed at suppressing or promoting the adsorption of precursor molecules. Here, we show instead that varying the surface composition can enable ASD by affecting surface diffusion rather than adsorption. Ru deposition from (carbonyl)-(alkylcyclohexadienyl)Ru and H₂ produces smooth films on metal nitrides, and nanoparticles on SiO₂. The latter form by surface diffusion and aggregation of Ru adspecies. Kinetic modeling shows that changing the surface termination of SiO₂ from −OH to −CH₃, and thus its surface energy, leads to larger and fewer nanoparticles because of a 1000-fold increase in surface diffusion rates. Kinetic Monte Carlo simulations show that even surface diffusion alone can enable ASD because adspecies tend to migrate from high- to low-diffusivity regions. This is corroborated by deposition experiments on three-dimensional (3D) TiN−SiO₂ nanopatterns, which are consistent with Ru migrating from SiO₂ to TiN. Such insights not only have implications for the interpretation of experimental results but may also inform new ASD protocols, based on chemical vapor and atomic layer deposition, that take advantage of surface diffusion.

INTRODUCTION

Area-selective deposition (ASD) is becoming an increasingly promising approach for the precise fabrication of composite nanostructured materials for applications in fields ranging from microelectronics to catalysis.1–9 Unlike conventional deposition techniques, which are designed to achieve uniform deposition over large areas, ASD enables the growth of materials only on target areas, the so-called growth surfaces, while avoiding deposition on nontarget areas, the nongrowth surfaces. To date, ASD can be achieved through different approaches, many of which rely on the combined use of surface modifications and vapor phase deposition techniques such as chemical vapor deposition (CVD)10–13 and atomic layer deposition (ALD).4,14,15

Surface modifications are typically aimed at suppressing the adsorption of precursor molecules on nongrowth surfaces.16–27 However, the growth and morphology of deposits are not dictated by adsorption alone but are rather a result of the competition between adsorption, surface diffusion, and aggregation of adspecies28–31 (Figure 1). Yet, quantifying the extent to which surfaces and surface modifications affect each of these processes remains challenging.

Surface diffusion, in particular, offers an often-overlooked avenue to enhance selectivity. It is known, for example, that in selective epitaxial growth of semiconductors, adatoms can migrate from the nongrowth surface to the growth surface, if they bind more strongly with the latter.29 As a result, the boundaries between growth and nongrowth surfaces can effectively limit nanoparticle formation on nontarget areas by capturing adatoms diffusing from the nongrowth surface. More generally, the notion of suppressing nanoparticle formation by adatom capture goes back to the early treatments of the atomistic theory of thin film growth.29,40,41 Nanoparticles themselves, by capturing diffusing adatoms, suppress the formation of new nanoparticles in their neighborhood. In fact, the distance between nanoparticles in the early stages of growth provides a measure of the diffusion length of adatoms.29

Surface diffusion plays an especially important role in the growth of high-surface-energy materials such as ruthenium on low-surface-energy substrates such as SiO₂, as diffusion allows...
The role of surface diadsorption and surface diffusion on Ru growth is particularly nuanced because, as Ru adatoms and small nanoparticles tend to migrate from high- to low-diadsorption regions, where they remain kinetically trapped. To test this mechanism, we conduct experiments on SiO$_2$/TiN three-dimensional (3D) nanopatterns with lateral dimensions comparable to the diffusion length of Ru adspecies. Indeed, we find that more Ru is deposited on the TiN surfaces in the nanopatterns than on the blankets. This suggests that Ru adspecies migrate from SiO$_2$ to TiN surfaces, contributing to the selective growth of Ru films on the latter.

**RESULTS AND DISCUSSION**

**Surface-Dependent Growth.** First, we investigate the surface-dependent growth behavior of (carbonyl)-(alkylcyclohexadienyl)Ru/H$_2$ CVD at 250 °C on four different surfaces of well-known compositions: TiN, TaN, –OH-terminated SiO$_2$, and –CH$_3$-terminated SiO$_2$. The TiN surface displays a native oxide as it is deposited ex situ, while TaN does not display a native oxide as it is deposited in the same apparatus used for Ru CVD. The –OH-terminated SiO$_2$ was obtained by plasma-enhanced atomic layer deposition (PEALD) and is characterized by a surface density of hydroxyl groups (–OH) of 2.5 nm$^{-2}$. The –CH$_3$-terminated SiO$_2$ surface was instead obtained by a self-limiting reaction of dimethylamino-trimethylsilane (DMA-TMS) with PEALD SiO$_2$ which saturates the surface with 6 –CH$_3$ groups nm$^{-2}$.

The starting surface has a marked impact on the amount of Ru deposited over time as well as on the morphology of the

---

**Figure 1.** Processes involved in ASD: (1) adsorption, (2) surface reaction, (3) surface diffusion and aggregation, (4) exchange between growth and nongrowth surfaces, and (5) desorption. The growth surface is indicated in dark blue, the nongrowth surface in light blue, and the deposited material in yellow. Turquoise and pink indicate ligands or reactants that take part in surface reactions but are not part of the deposited material.

**Figure 2.** Amount of Ru deposited by Ru CVD at 250 °C and morphology of the deposits on different substrates. (a) Evolution of the amount of Ru deposited with time, as measured by Rutherford backscattering spectrometry (RBS). The equivalent Ru layer thickness assuming bulk density is shown on the right axis. Lines are provided as a guide to the eye. (b–e) Scanning electron microscopy (SEM) micrographs of Ru deposits on TaN, TiN, and –OH- and –CH$_3$-terminated SiO$_2$. The amount of Ru on each surface corresponds to approximately 2 × 10$^{10}$ atom cm$^{-2}$ Ru as measured by RBS. This corresponds to 210 s of Ru CVD on TaN and TiN, 300 s on –OH-terminated SiO$_2$, and 400 s on –CH$_3$-terminated SiO$_2$.
Figure 3. Comparison between simulation and experiments for Ru CVD at 250 °C on −OH-terminated (blue) and −CH₃-terminated (red) SiO₂. (a) Fitted parameters \( D_0 \), \( \alpha \), \( G_0 \), and H/R, and their respective 95% confidence intervals for the two surface terminations. (b) Ru areal density as measured by RBS. (c) Areal coverage. (d) Nanoparticle density. (e) Size distribution of the nanoparticles expressed in terms of the probability density function (PDF) at different times: 100, 210, 300, and 400 s, from left to right. Lines and symbols indicate simulated and experimental data, respectively. Size distributions, coverages, and number densities are obtained by SEM. The simulated observables are rescaled to account for the fact that nanoparticles smaller than a certain threshold (~5 nm) could not be imaged or counted.

deposits (Figure 2). The amount of Ru deposited on TiN and TaN grows linearly over 400 s of deposition time (Figure 2a). Scanning electron microscopy (SEM) micrographs show that a film forms already within the first 210 s of deposition on both TiN and TaN (Figure 2b,c). We can therefore estimate a steady-state Ru-on-Ru growth rate of ~0.95 atom nm⁻² s⁻¹ from the slope of the Ru areal density over the 210–400 s time window. On the other hand, Ru CVD on −OH- and −CH₃-terminated SiO₂ surfaces is initially characterized by a low growth rate, which gradually approaches the steady-state value (0.95 atom nm⁻² s⁻¹). The initial inhibition is particularly pronounced on −CH₃-terminated SiO₂, as the amount of Ru deposited after 300 s is about half that deposited on −OH-terminated SiO₂ over the same period.

The nature of the surface also affects the degree of aggregation of the deposited Ru. Smooth films with a thickness of 2–3 nm are observed after depositing 2 × 10¹⁶ atom cm⁻² of Ru on TiN and TaN. In contrast, the same amount of Ru forms into clusters or nanoparticles (NPs) on −OH- and −CH₃-terminated SiO₂. In particular, the NPs are not only large compared to the thickness of the films deposited on TiN and TaN (2–3 nm), given their average diameters of 28 nm (σ = 14 nm) and 60 nm (σ = 24 nm) on −OH- and −CH₃-terminated SiO₂, after 300 and 400 s, respectively (Figure 2d–e), but also present broad size distributions with long tails on the large-size side (Figure 3e).

The formation of such large NPs suggests that diffusion and aggregation play an important role in the early stages of growth on −OH- and −CH₃-terminated SiO₂. In fact, if the NPs nucleated at surface defects and grew by precursor adsorption alone, their size should be much smaller. The contribution to the radial growth of the NPs from precursor adsorption can be estimated from the steady-state Ru-on-Ru growth rate (0.95 atom nm⁻² s⁻¹) by considering that the average thickness of a monolayer (ML) of Ru is \( h_{\text{ML}} = \left( \frac{\text{MW}}{\rho N_a} \right)^{1/3} \cong 0.24 \text{ nm} \) and that the corresponding areal density is \( \rho_{\text{ML}} = \left( \frac{\rho N_a \text{MW}}{\text{MW}} \right)^{2/3} \cong 17.6 \text{ atom nm}^{-2} \), where \( \rho \) is the bulk density, MW is the molecular weight, and \( N_a \) is the Avogadro number. The radial growth rate due to adsorption is then \( \cong 0.95 \text{ atom nm}^{-2} \cdot \text{s}^{-1} \cong 0.013 \text{ nm s}^{-1} \). Such a radial growth rate would translate into NPs with a diameter of ~8 nm after 300 s (cf. 28 nm on −OH-terminated SiO₂) and of ~10 nm after 400 s (cf. 60 nm on −CH₃-terminated SiO₂). Therefore, precursor adsorption cannot account for the observed average sizes and certainly cannot explain the formation of NPs as large as 100 nm that make up the long tails of the size distributions.

The aggregation of metals on low-surface-energy dielectrics is well documented and is ascribed to differences in surface energy between the metal adlayer and the dielectric substrate. Because metal adatoms bond more strongly with each other than they do with the underlying dielectric, they agglomerate into large particles to minimize the metal surface area. Nonetheless, metal thin films can still form on high-surface-energy substrates such as nitrides and metals. Ru displays a surface energy of 3 J m⁻², which is comparable to 2 J m⁻² of TiN and TaN but much greater than 0.05 J m⁻² of −OH-terminated SiO₂ or 0.03 J m⁻² of the −CH₃-terminated SiO₂ used in this study (see the Experimental and Computational Methods section).
While TaN was deposited in the same cluster where Ru CVD was performed, without breaking the vacuum, TiN was deposited ex situ and might therefore present a native oxide layer. As a result, the actual surface energy of the TiN substrates used here might be closer to that of TiO$_2$ (0.3–1.1 J m$^{-2}$) than to that of pristine TiN (2 J m$^{-2}$). Nonetheless, the surface energy of TiO$_2$ is still one to two orders of magnitude higher than that of the SiO$_2$ substrates. Therefore, it is not surprising that Ru CVD yields layer-by-layer growth on TiN and TaN and island growth on –OH- and –CH$_3$-terminated SiO$_2$.

The low surface energy of –CH$_3$-terminated SiO$_2$ compared to that of –OH-terminated SiO$_2$ can also explain the formation of larger NPs and the lower particle density on the former. However, to what extent the surface termination affects adsorption, diffusion, and aggregation and how this in turn affects the growth rate remain outstanding questions that we seek to answer through computational modeling.

**Modeling Island Growth on SiO$_2$.** To quantify the relative importance of adsorption and surface diffusion during Ru CVD on SiO$_2$ and the effect of surface termination, we linked experimental observables to atomistic mechanisms through a rate-equation mean-field modeling approach that builds on the theory of nucleation and growth of thin films. This model is a variant of the ones developed in our previous works for island growth in ALD of noble metals. The model consists of a population balance that takes into account the rate at which adatoms and clusters of atoms, or nanoparticles, are generated and consumed by elementary processes. Here, the term nanoparticles denotes any cluster comprising a number of Ru atoms $k > 1$.

To strike a balance between the explanatory power of the model and the number of unknown parameters, we made several simplifying assumptions. Given the relatively low deposition temperature (250 °C) and the high bond energy of Ru, we assume that the smallest stable nucleus is a dimer ($k = 2$), aggregation is irreversible, and desorption of Ru adatoms is negligible. By disregarding the possibility that atoms can detach from nanoparticles, we also neglect the role of Ostwald ripening (OR): the growth of large particles at the expense of small ones via an exchange of single atoms driven by size-dependent differences in chemical potential (Gibbs–Thomson effect).

We believe that Ostwald ripening cannot explain our observations for a number of reasons. OR can be surface-mediated or gas-phase-mediated depending on whether the exchange of single atoms takes place through surface diffusion or via evaporation and condensation. Surface-mediated OR is inherently surface-dependent and may in principle explain the different trends observed here for different surfaces. However, surface-mediated OR requires overcoming the energy barrier set by the detachment of a Ru atom from a nanoparticle and its adsorption on the substrate. Because of the strong Ru–Ru bond and the weak binding of noble metals such as Ru with SiO$_2$, surface-mediated OR is unlikely to be the dominant mechanism. Gas-phase-mediated OR, on the other hand, requires the volatilization of Ru species and is thus not expected to be much affected by the nature of the substrate. Furthermore, in both cases, mean-field and kinetic Monte Carlo simulations show that OR in concomitance with a constant influx of adatoms should lead to left-skewed and increasingly narrower size distributions, which is the opposite of what we observe: broad and increasingly broader distributions with long tails on the large-size side (Figure 3e). Finally, both theoretical and experimental works overwhelmingly show that Ostwald ripening is indeed an important coarsening mechanism for supported nanoparticles but at high temperatures (~400–1000 °C) and on long timescales (several hours to years), whereas our experiments were carried out at relatively low temperatures (250 °C) and on short timescales of the order of minutes.

We also do not model the role of surface defects in an explicit fashion. Contrary to our observations, if surface defects acted as preferential nucleation sites and behaved as traps from which nanoparticles cannot escape, the nanoparticles should present very narrow size distributions. Furthermore, if adsorption took place only at surface defects, precursor adsorption alone cannot account for the formation of the large nanoparticles observed here, as already mentioned above. Hence, we maintain that a minimal model of our experiment can neglect the role of surface defects but should certainly account for surface diffusion and aggregation of adatoms and nanoparticles. Nonetheless, if adatoms and nanoparticles can detach from surface defects and the trapping time distribution has a finite variance, then the role of defects can still be captured, albeit in a phenomenological fashion, by an effective diffusion coefficient and an effective adsorption rate. This is because higher concentrations of defects can be correlated with lower diffusion coefficients and higher adsorption rates.

We therefore model the formation and growth of nanoparticles by taking into account the following processes: (i) adsorption of species containing one atom of Ru (adatoms) on the bare substrate and on Ru nanoparticles, (ii) diffusion of adatoms and nanoparticles, and (iii) binary collision and instantaneous aggregation of adatoms and nanoparticles.

This model translates into the following infinite set of nonlinear differential equations

$$\frac{dn_i}{dt} = G_i \left(1 - \sum_k n_k \pi_{ik}^2\right) - n_i \sum_k K_{ik} n_k$$

$$\frac{dn_k}{dt} = G_p (A_{k-1} n_{k-1} - A_k n_k) + \frac{1}{2} \sum_{i+j=k} K_{ij} n_i n_j - n_k \sum_{i} K_{ik} n_i$$

**Equations 1 and 2 describe the evolution in time of the average areal density of adatoms $n_1$ (atom area$^{-1}$) and nanoparticles $n_k$ (area$^{-1}$), respectively.** The first term on the right-hand side (rhs) of eq 1 describes the creation of adatoms due to precursor adsorption on the bare substrate (free from nanoparticles), whereas the second term captures the disappearance of adatoms due to their collision and aggregation with other diffusing species. Here, $G_i$ (atom time$^{-1}$ area$^{-1}$) is the adsorption rate on the bare substrate, $A_k$ (length) is the projected radius of a nanoparticle comprising $k$ atoms, and $K_{ij}$ is the aggregation kernel prescribing the rate at which adatoms collide and aggregate with other adatoms and nanoparticles of size $k$ to form nanoparticles of $k + 1$ atoms.

The first term on the rhs of eq 2 is the net rate of formation of nanoparticles of $k$ atoms as a result of the deposition of a single Ru atom on the surface of nanoparticles of size $k - 1$ and $k$. $G_p$ (atom time$^{-1}$ area$^{-1}$) is the adsorption rate of Ru atoms on the exposed surface area of the nanoparticles $A_k$ (area). The second term on the rhs of eq 2 is the rate of
formation of nanoparticles of \( k \) atoms due to the collision and aggregation of adspecies of sizes \( i \) and \( j \) such that \( i + j = k \). Finally, the last term on the rhs of eq 2 is the rate of disappearance of nanoparticles of size \( k \) due to their collision and aggregation with other adspecies.

The \( K_\alpha \) terms are calculated using the self-consistent method proposed by Hubartt et al.\textsuperscript{79} for irreversible island growth with cluster diffusion as \( K_\alpha = \sigma D_i + \sigma D_j \), where \( D_i \) and \( \sigma \) are the diffusion coefficient and the so-called capture number of a cluster of size \( i \), respectively. The capture numbers are slow-varying correction factors that account for the fact that, by capturing adatoms and other clusters in their vicinity, clusters introduce local gradients in \( n_\alpha \), thus effectively creating depletion zones, which depend on their size as compared to the average diffusion length \( \lambda \) (or capture length), at each given time. The capture numbers therefore allow one to reconcile the diffusion problem at the nanoparticle scale with the local mean-field balance defined by eqs 1 and 2. As prescribed by Hubartt et al.,\textsuperscript{79} we calculate the capture numbers at each time step by solving the coupled equations \( \lambda^{-2} = \sum \sigma n_i \) and 
\[
\sigma = \frac{2\pi}{\lambda} K_0 \left( \frac{\lambda}{2} \right) / \int_0^\infty K_0 \left( \frac{\lambda}{2} \right) d\lambda,
\]
where \( K_0 \) and \( K_1 \) are the modified Bessel functions of orders zero and one, respectively. This approach enables the estimation of size distributions and coverages that are in good agreement with KMC simulations.\textsuperscript{59,79}

We assume the diffusion coefficients to follow the power law: \( D_i = D_k k^{-\alpha} \), where \( D_k \) is the diffusion coefficient of adatoms and \( \alpha \) is a scaling exponent. Such a law provides a good approximation for several adlayer–substrate systems.\textsuperscript{31,53,54,64,65,80,85} To calculate the projected radius and the diatomic volume \( \Omega \)
\[
S = \sin \theta \sqrt{\frac{3\Omega}{\pi(2 - 3 \cos \theta + \cos^3 \theta)}}
\]

Accordingly, we calculate \( A_k \) as the exposed area of the spherical cap, which is the total area of the cap minus the area in contact with the substrate
\[
A_k = 4\pi \left( \frac{3\Omega}{\pi(2 - 3 \cos \theta + \cos^3 \theta)} \right)^{2/3} \frac{1 - \cos \theta}{2}
\]

It is worth noting that for hemispherical caps \( (H/R = 1, \theta = 90^\circ) \), \( A_k = 2\pi r_k^2 \) and \( r_k = \sqrt{\frac{3\Omega}{2\pi}} \).

Equations 1 and 2 should in principle be solved for each \( k \geq 1 \) up to a \( k_{\text{max}} \) such that \( n_{\text{MAX}} \gg R_{\text{MAX}}^2 \), where \( R_{\text{MAX}} \) is the radius of the largest NP observed in the experiments. However, because the observed NPs are as large as several tens of nanometers and the number of atoms comprising an NP scales quickly with size \( (k \sim R^3) \), this would translate into the solution of a prohibitively large number of equations, on the order of \( 10^9 \)–\( 10^{10} \). To circumvent this, we divided the discrete domain of number densities \( \{n_i\}_{i=1}^{k_{\text{MAX}}} \) into a set of subdomains \( \{N_i\}_{i=1}^{k_{\text{MAX}}} \) such that \( N_i = \sum_{i+\Delta i}^\infty n_i \). In other words, \( N_i \) is the total number density of clusters comprising a number of atoms between \( i \) and \( i + \Delta i \). Equations 1 and 2 are then recast in terms of \( N_i \) and solved for each pivot \( i \) using the discretization method proposed by Kumar and Ramkrishna,\textsuperscript{84–86} such that mass (total number of atoms) and number density are preserved.

To reduce drastically the number of equations to be solved, we construct the grid of pivots \( i \) according to a geometric progression such that \( i_{n+1}/i_n = \rho \), with \( \rho > 1 \). The increments between pivots are therefore not constant and increase proportionally with the pivot values: \( \Delta i_n = i_{n+1} - i_n = i_n(\rho - 1) \). Such a nonuniform grid, fine at small sizes and progressively coarser at large sizes, reflects the fact that the size distributions arising from dynamic aggregation tend to vary more rapidly at small sizes than they do in the limit of large sizes. In addition, to take into account that the size distribution evolves over time, we recalculate the grid at each time step using the moving pivot approach proposed by Kumar and Ramkrishna.\textsuperscript{85} By letting \( \rho = 1.2 \) and the initial \( i_1 = 1 \), we can cover a range of sizes that is experimentally relevant with only over a hundred equations. This particular value of \( \rho \) was chosen because reducing it further did not result in significant changes in the estimated number densities, as compared with the actual solutions of eqs 1 and 2 for \( \{n_i\}_{i=1}^{k_{\text{MAX}}} \).

The population balance written in terms of \( N_i \) was solved together with all of the accompanying equations with the ode15s solver of MATLAB for stiff differential equations. The average number densities \( n_i \) corresponding to each \( N_i \) were estimated as \( \bar{n}_i = N_i / \Delta i_n \). The size distribution in terms of probability density was then calculated as \( \bar{f}_{\text{pos}} = \bar{n}_i / \sum_i n_i \).

To compare the latter to the experimental data, we affected a change of variable and obtained the size distribution in terms of the average number densities \( (\rho = 1.2) \), given that \( f_{\text{pos}} \) is defined as \( f_{\text{pos}} = \bar{n}_i / \Delta i_n \), where \( f_{\text{pos}} \) was constructed by shape-preserving piecewise cubic interpolation of \( \bar{f}_{\text{pos}} \). The other experimental observables that are estimated with the model are the Ru density (atom area \( \alpha \)) \( \alpha(t) = \sum_i n_i k(t) \) and the total NP density (area \( \alpha \)) \( n_{\text{MAX}}(t) = \sum_i n_i k(t) \).

The predictions of the model depend on five parameters describing the deposition rate on the substrate \( (G_s) \) and on the nanoparticles \( (G_p) \), the diffusion rate of adatoms and nanoparticles \( (D_i \) and \( \alpha \) ), and the shape of the nanoparticles \( (H/R) \). However, unless specified otherwise, the analysis presented here is based on the fitting of only four parameters \( (G_s, D_i, \alpha, \text{and } (H/R)) \) because we expect \( G_p \) to be around 0.95 atom \( \text{nm}^{-2} \) \( \text{s}^{-1} \), which is the steady-state Ru-on-Ru growth rate, which we measured independently. Nonetheless, as we will explain later, letting \( G_p \) be a fitting parameter has no significant impact on the estimates of the other parameters and thus on the overall analysis. The parameters of the model are assumed to be constant throughout the duration of the experiments. In particular, the value of \( G_s \) is here regarded as a phenomenological measure of the rate of adsorption of the precursor on the bare substrates. The four parameters were estimated by fitting the mean-field (MF) model to an extensive body of experimental data (Figure 3), encompassing the evolution with time of the NP size distribution, Ru density, coverage, and NP density. The best fit for Ru CVD on \( -\text{OH}^- \) and \( -\text{CH}_2^- \) terminated SiO\(_2\) was found by varying the parameters and solving the population balance in an iterative fashion to minimize the discrepancy between observation and prediction. This was done by minimizing the objective function
\[
\phi(G_s, D_i, \alpha, H/R) = e^{\text{MIN}(\text{area}) / \text{size})} - 1
\]
using the Nelder–Mead simplex algorithm through the 

\[ \text{fminsearch function of MATLAB, where } M \text{ is the median } \]

and \( y_{\text{fit}} \) and \( y_{\text{exp}} \) are the values of the predicted and 

experimental observables, respectively. The objective function 

thus formulated is also known as the median symmetric 

accuracy,\(^7\) which is a robust, unbiased, and scale-free error 

metric that allows one to compare data spanning different 

orders of magnitude.

**Differences in Surface Diffusion Rates Best Explain the Effect of Surface Termination.** By fitting the mean-field 

model to the experimental data shown in Figure 3, we find that 

the different growth kinetics on –OH- and –CH\(_3\)-terminated 

SiO\(_2\) are best explained by a significant difference in surface 

diffusion rates. Over a time window of 400 s, more Ru is 

deposited on –OH-terminated SiO\(_2\). On the other hand, while 

the nanoparticles present very broad size distributions with 

similar shapes on both surfaces, their average size is 

consistently larger on –CH\(_3\)-terminated SiO\(_2\) by approximately 

a factor of two. Nonetheless, despite the presence of larger 

nanoparticles, the coverage on –CH\(_3\)-terminated SiO\(_2\) is lower 

because the nanoparticle density is about ten times smaller 

than the one on –OH-terminated SiO\(_2\). In sum, less metal is 

deposited over –CH\(_3\)-terminated SiO\(_2\) in the form of fewer 

nanoparticles with a broader size distribution. The MF model 

gives an excellent description of these trends with comparable 

growth parameters for both surfaces, except for \( D_t \), which 

we estimate being three orders of magnitude higher on –CH\(_3\)- 

terminated SiO\(_2\). Note that agreement between the model 

and experiments deteriorates for deposition times >100 s for –OH- 
terminated SiO\(_2\). In particular, the model underestimates the 
tail on the large-size side of the size distributions. This is 

expected because the mean-field approximation starts to break 
at coverages greater than \( \approx 10\% \) when static coalescence 

grows important and the positions of the nanoparticles 

become highly correlated.

Assuming that the diffusion of adatoms can be described as a 
hopping process in two-dimensional (2D),\(^8\) we can estimate the 
effective energy barrier for diffusion \( E_{\text{diff}} \) by letting 

\[ D_t = \frac{v_0^2}{kT} e^{-E_{\text{diff}}/kT} \]

where \( v_0 \) is the vibration frequency, \( I \) is the 

jump length, \( k_b \) is the Boltzmann constant, and \( T \) is the 
deposition temperature. By assuming typical values for \( v_0 \sim 

to 1\times10^{13} \text{ s}^{-1} \) and \( I \sim 0.3 \text{ nm} \), we estimate \( E_{\text{diff}} \) to be \( \approx 0.3 \) and \( \approx 0.6 \) 

eV on –CH\(_3\)- and –OH-terminated SiO\(_2\), respectively. This is 
in agreement with –OH-terminated SiO\(_2\) having higher surface 

energy, which possibly entails a stronger Ru–substrate bond 

and thus higher migration energy.\(^9\)

We estimate \( G_t \) being \( \approx 25\% \) higher on –OH-terminated 

SiO\(_2\) \((0.44 \pm 0.13 \text{ atom nm}^{-2} \text{ s}^{-1})\) than on –CH\(_3\)-terminated 

SiO\(_2\) \((0.35 \pm 0.06 \text{ atom nm}^{-2} \text{ s}^{-1})\); however, this difference 

is well within the margin of error. Therefore, a slightly lower 
ad sorption rate on CH\(_3\)-terminated SiO\(_2\) may contribute to a 

lower overall deposition rate, but it cannot explain the 

difference in the NP density and size. Furthermore, it is 

worth noting that such \( G_t \) values are \( \approx 2 \) to 3 times smaller than 

the Ru-on-Ru steady-state growth rate. By varying \( G_t \) in 

the range \( 0.3\text{–}0.6 \text{ atom nm}^{-2} \text{ s}^{-1} \), while keeping the other 

parameters constant, we find that while \( G_t \) does affect the 

amount of Ru deposited, it has little to no effect on the 

predicted size distribution and NP density (Figure S1).

To test further whether surface-dependent adsorption rates 

can explain the experimental observations, we also relaxed the 

constraint on \( G_t \). By fitting the latter along with the other 

parameters, we find \( G_p = 0.97 \pm 0.29 \text{ atom nm}^{-2} \text{ s}^{-1} \) for 

–CH\(_3\)-terminated SiO\(_2\), and \( G_p = 0.86 \pm 0.10 \text{ atom nm}^{-2} \text{ s}^{-1} \) 

–OH-terminated SiO\(_2\) in remarkable agreement with the Ru-

on-Ru steady-state growth rate of 0.95 atom nm\(^{-2}\) s\(^{-1}\). 

Furthermore, by varying \( G_t \) in the range 0–2 atom nm\(^{-2}\) 

s\(^{-1}\), while letting the other parameters constant, we find that 

even large variations in \( G_t \) cannot explain the different growth 

kinetics in that \( G_p \) mostly affects the amount of Ru deposited 

while having little to no effect on the NP density and size 
distribution. Therefore, surface-dependent adsorption rates 
cannot explain the different growth kinetics on different surface 
terminations.

We also find a scaling exponent of the nanoparticle mobility 
in the range \( \alpha \sim 0.8\text{–}1.4 \) for both SiO\(_2\) surfaces. These values 

agree with our previous analysis of Ru ALD on organosilicate 
glass, where experiments were best explained for \( \alpha \gtrsim 1 \). 

In particular, they are compatible with at least two microscopic 

mechanisms of nanoparticle motion: edge evaporation/ 

condensation (\( \alpha = 1 \)) and 2D diffusion (\( \alpha = 4/3 \)).\(^2\) Finally, 

our analysis also suggests that differences in the shape of the 
nanoparticles cannot account for the different growth kinetics, 
as good agreement with experiments is found in both cases for 

H/R \( \sim 1 \), suggesting that the nanoparticles can be well 

approximated by hemispherical caps.

The lower Ru density on –CH\(_3\)-terminated SiO\(_2\) is best 
explained by higher diffusion rates, causing a greater degree of 

metal aggregation and thus a lower available metal surface area, 

which in turn translates into a lower overall growth rate 

because \( G_p > G_t \). In fact, the nanoparticle density remains 

approximately constant on both surfaces, while being one 

order of magnitude lower on –CH\(_3\)-terminated SiO\(_2\), 

throughout the experimental window explored here \((100\text{–} 

400 \text{ s}) \). The number density reaches a plateau when a balance 
is stricken between adsorption and aggregation, that is, when 

all of the deposited atoms are captured by pre-existing 
nanoparticles. In such a dynamic steady state, the formation 
of new nanoparticles is balanced by coalescence and the 
average distance between the nanoparticles remains 

approximately equal to the average diffusion length \( \lambda \).\(^2\)

Now that we have established the importance of surface 
diffusion in Ru CVD on dielectrics, and how surface 
termination can have a dramatic impact on it, we consider 

its implications for ASD. By estimating the diffusion length 

of Ru adspecies based on the peak experimental nanoparticle 
density as \( \lambda \approx 1/\sqrt{\sum n} \), we find that \( \lambda \approx 50 \text{ nm} \) on –OH- 

terminated SiO\(_2\), and \( \lambda \approx 140 \text{ nm} \) on –CH\(_3\)-terminated SiO\(_2\). 

Such lengths are comparable to the nanoscale features of the 
3D nanopatterns for which ASD approaches are developed. 

If we consider a patterned surface consisting of alternating bands 

of SiO\(_2\) and TaN or TiN, it is reasonable to expect that if the 

distance \( L \) between bands is smaller than \( \lambda \), then nucleation 

would be effectively suppressed to a certain extent on the 

dielectrics because TaN or TiN would act as a sink for 
diffusing Ru adspecies. In particular, we would expect that for 
a given \( L \), the gain in selectivity due to surface diffusion would 

be higher for CH\(_3\)-terminated SiO\(_2\) than that for OH-terminated 

SiO\(_2\).

**Area-Selective Deposition from Space-Dependent Surface Diffusion.** Informed by the role of surface diffusion 
in Ru CVD, we investigate the possibility of achieving area- 

selective deposition as a result of changes in surface diffusion 

rates alone. As already mentioned, the boundary between
nongrowth surfaces and growth surfaces can act as a sink for diffusing species, if these bind more strongly with the growth surface and if the diffusion rate is approximately zero on the growth surface. However, we further inquire as to whether a flux of adspecies can be sustained by a spatial gradient of surface diffusivity even with nonzero diffusivity and constant adsorption rates across the entire domain. To answer this question, we devised a series of lattice KMC simulations using a custom code written in Python, already described and validated in previous work, which is designed to simulate the same atomistic processes that are modeled with the mean-field model described here. In each simulation, we consider a square lattice that is divided into a sequence of alternating vertical bands of width $L$, with periodic boundary conditions enforced on each side. $G_s$ is constant throughout the entire lattice, while $D_1$ is constant within each band but changes from one band to the other from a high value $D_{\text{high}}$ to a low value $D_{\text{low}}$ in an alternating fashion (see Figure 4a–c).

We let $G_s = 0.4$ atom nm$^{-2}$ s, $G_p = 0.95$ atom nm$^{-2}$ s, $D_{\text{high}} = 10^6$ nm$^2$ s$^{-1}$, $H/R = 1$, and $\alpha = 1$. We then consider three different values of $D_{\text{low}}$: $10^{-3} D_{\text{high}}$, $10^{-2} D_{\text{high}}$, and $10^{-1} D_{\text{high}}$. For each of these cases, we also vary $L$ from 12.5 to 100 nm. For each set of parameters, we ran 50 simulations with a 536 x 536 lattice up to 1 s. It is worth pointing out that running simulations for experimentally relevant timescales (400 s) and with higher $D_1$ would require prohibitively long run times. The objective of these simulations is therefore not to try to reproduce experimental data but rather to explore the sole impact of surface diffusivity gradients on selectivity. We also remark that this would be a very daunting experimental task, as in physical systems one does not simply vary diffusion rates over orders of magnitude across a substrate in a seamless manner, especially without affecting adsorption rates too, hence the value of such in-silico experiments.

The KMC simulations clearly show that selective deposition can emerge from area-dependent diffusion rates (Figure 4), even when adsorption rates are constant over the substrate. Selectivity increases with the $D_{\text{high}}/D_{\text{low}}$ ratio and varies in a nonlinear fashion with $L$ (see Figure 4g). Here, selectivity is defined as

$$\frac{M_{\text{low}} - M_{\text{high}}}{M_{\text{low}} + M_{\text{high}}}$$

Figure 4. KMC simulations of island growth in the presence of space-dependent surface diffusivity. (a)–(c) Simulation snapshots taken after 1 s of deposition with $L$ equal to 100, 50, and 12.5 nm, respectively. (d, e) Spatial distribution of the centers of mass of the nanoparticles within $D_{\text{high}}$ bands ($0 \leq x/L < 1$) and $D_{\text{low}}$ bands ($1 \leq x/L < 2$) during the first 1 s of deposition (based on 50 simulations for each case). (f) Evolution with time of the fraction of nanoparticles whose projected area intersects the edge between $D_{\text{low}}$ and $D_{\text{high}}$ bands. The shaded area denotes the 95% confidence intervals. (g) Time-averaged selectivity during the first 1 s of deposition. (h, i) Evolution with time of the selectivity calculated by excluding and including the nanoparticles straddling the edges between $D_{\text{high}}$ and $D_{\text{low}}$ bands, respectively.
where $M_{D_{\text{low}}}$ and $M_{D_{\text{high}}}$ are the total numbers of atoms per unit area in the regions of low and high surface diffusivity, respectively.

An analysis of the spatial distribution of the nanoparticles reveals that the nanoparticle density is higher in $D_{\text{low}}$ regions by up to three orders of magnitude depending on the $D_{\text{high}}/D_{\text{low}}$ ratio (Figure 4d). Interestingly, the nanoparticle density is not constant throughout each region. Instead, it presents a peak in correspondence of the boundary between regions. Furthermore, the number density exhibits a concave profile across $D_{\text{low}}$ regions and a convex one across $D_{\text{high}}$ regions. In other words, next to the boundary on the $D_{\text{high}}$ side, there exists a depletion zone, whereas on the $D_{\text{low}}$ side, there is an accumulation zone. Furthermore, the smaller the width of the bands $L$, the flatter and the lower the density profile in the $D_{\text{high}}$ regions (Figure 4e). It is worth remarking that these results illustrate the value of KMC simulations, in that an experimental study of such gradients in the spatial distribution would require a prohibitively large body of microscopy data. KMC simulations can instead readily generate the large particle populations required to study such regularities.

The effective selectivity in $D_{\text{low}}$ regions can be explained by the fact that adspecies can quickly diffuse from low- to high-diffusivity regions, whereas the ones already in $D_{\text{low}}$ regions take longer to diffuse out. As a result, the number density of adspecies in $D_{\text{low}}$ regions initially increases, thus resulting in higher rates of nanoparticle formation and aggregation and of adatom capture. This in turn leads to the formation of larger and slower nanoparticles, which take even longer to diffuse out. Because the nanoparticle mobility drops quickly with size, this leads to the effective kinetic trapping of adspecies diffusing from high- to low-diffusivity regions. The higher number density in $D_{\text{low}}$ regions also translates into a higher metal surface area and thus into an overall higher growth rate, which further contributes to the degree of selectivity.

The flux of adspecies from $D_{\text{high}}$ to $D_{\text{low}}$ regions is also captured by an analysis of the fraction of nanoparticles straddling between regions (Figure 4f), that is, the ones next to the boundary in the $D_{\text{low}}$ side contributing to the peak in the spatial distribution (Figure 4d–e). The fraction of such nanoparticles, in fact, increases with time and more so with smaller $L$. It follows that fast diffusing adspecies slow down upon entering $D_{\text{low}}$ regions and thus contribute to the formation and growth of slow-diffusing nanoparticles within an area right next to the edge between regions. Smaller values of $L$ then translate into shorter distances for the adspecies to cross before entering $D_{\text{low}}$ regions. A smaller $L$ also translates into a higher number of edges per unit area, hence the higher fraction of nanoparticles straddling the edges for smaller $L$.

Preferential growth in the proximity of the edges has an adverse effect on selectivity due to lateral growth. Although the center of mass of the nanoparticles tends to lie within $D_{\text{low}}$ regions, the nanoparticles next to the edge on the $D_{\text{low}}$ side can still grow large enough to cross into $D_{\text{high}}$ regions. This explains why the time-averaged selectivity can reach high values (>90%) but tends to saturate in the limit of high $D_{\text{high}}/D_{\text{low}}$ ratios (Figure 4g). In fact, we find values of selectivity up to 100% throughout the simulation time when not accounting for the nanoparticles straddling the edges and for small values of $L$ (Figure 4h–i). In the final analysis, away from the edges, the flux of adspecies between $D_{\text{high}}$ and $D_{\text{low}}$ regions can enable a selectivity up to ~100%; however, the preferential accumulation of material in the proximity of the edges reduces the overall selectivity over time due to the lateral growth of virtually immobile nanoparticles (Figure 4i).
Ru CVD on 3D Nanopatterns. To investigate further the impact of surface diffusion in Ru ASD, we conducted Ru CVD experiments on TiN/SiO$_2$ 3D nanopatterns with SiO$_2$ lines 37 nm wide and 70 nm high, yielding a maximum distance $d$ of 89 nm between any point on SiO$_2$ and the nearest TiN surface (Figure 5a). This distance is intermediate between the adatom diffusion length on −OH-terminated (≈50 nm) and −CH$_3$-terminated (≈140 nm) SiO$_2$, thus making such patterns ideal candidates for studying the effect of surface diffusion on selectivity.

The morphology of Ru deposited after 400 s of CVD on a TiN/−CH$_3$-terminated SiO$_2$ nanopattern ($\lambda > d$) is shown in Figure Sb–f. Little to no Ru is observed on the −CH$_3$-terminated SiO$_2$ sidewalls of the nanopattern, indicating that Ru adspecies migrate toward the TiN growth surface, where they contribute to the growth of the Ru layer. In fact, the thickness of the latter (13 nm) is more than twice the thickness of films deposited on blanket TiN substrates under the same conditions (5.7 nm, Figure 2a), which is consistent with a diffusive flux of Ru adspecies contributing to the overall ASD growth rate. Nonetheless, despite such a flux, the Ru films on TiN appear relatively uniform in thickness, suggesting that Ru species reorganize themselves upon incorporation in the growing film to minimize the surface energy. This is expected given the high surface energy of Ru. Such a material redistribution is advantageous for ASD as it results in a flat bottom-up film of the 3D features.

Topography affects the growth kinetics on 3D nanopatterns and the spatial distribution of the Ru nanoparticles on the SiO$_2$ lines. Contrary to the SiO$_2$ sidewall, the SiO$_2$ top surface is covered with Ru nanoparticles. Their size, ranging up to 20 nm after 400 s of deposition, suggests that diffusion and aggregation strongly contributed to their growth, as argued earlier. The smaller NP sizes compared to those on blanket SiO$_2$ (Figure 2) could be attributed to the reduced SiO$_2$ area surrounding each NP on patterns compared to that on blankets, meaning that fewer diffusing Ru adspecies are available in the NP vicinity. The fact that the sidewalls are virtually devoid of Ru, while nanoparticles are observed on the top surface, suggests that the corner between the two surfaces impedes Ru adspecies migration from the top surface to the bottom growth surface. As Ru mobility is size-dependent, we cannot fully exclude the possibility that small adspecies can migrate over corners and that trapping is size-dependent. However, the hypothesis that the material deposited on the top surfaces cannot readily migrate and thus contribute to the growth of the film deposited on TiN is consistent with the observed thickness of the latter (13 nm). This can be shown by taking into account the relative contributions from each area to the total amount of Ru observed on TiN. Specifically, the ASD Ru growth rate on TiN has two contributions: (1) adsorption on the growing Ru film on TiN and (2) adsorption on SiO$_2$ and subsequent diffusion toward the growing film. The adsorption rate on either −OH- or −CH$_3$-terminated SiO$_2$ contributes $4 \times 10^{13}$ Ru atom cm$^{-2}$ s$^{-1}$, compared to $9 \times 10^{13}$ Ru atom cm$^{-2}$ s$^{-1}$ on Ru. The adsorption rate on SiO$_2$ is therefore 4/9 times the adsorption rate on Ru. The amount of Ru observed on TiN lines (13 nm, Figure Sb–c) corresponds to about 2.2 times the amount observed on blanket TiN substrates under the same conditions (5.7 nm, Figure 2a). This means that adsorption on and subsequent diffusion from SiO$_2$ areas surrounding each TiN line contribute 1.2 times as much Ru as adsorption on the Ru film itself (a factor 1 from Ru adsorption on Ru + 1.2 from Ru adsorption on and diffusion from SiO$_2$ = a factor 2.2 for the total amount of Ru). Assuming that the adsorption rate on SiO$_2$ is 4/9th the one on TiN and that all the Ru migrates from SiO$_2$ to TiN, the SiO$_2$ to TiN area ratio that would explain the apparent adsorption rate on TiN is $1.2/(4/9) = 2.7$. For a TiN line width of 54 nm, this corresponds to 146 nm, which is closer to the height of two SiO$_2$ sidewalls (140 nm) than to the sum of the height of the two sidewalls and the line width (177 nm).

The selectivity can be increased further by changing the CVD process conditions, specifically using NH$_3$ rather than H$_2$ as the coreagent and a reactor pressure of 35 Torr instead of 25 Torr (Figure 5d–e). In this case, the top surface is covered with even larger particles, while no particles are observed on any of the sidewalls after 400 s deposition time. The larger nanoparticles and the thicker Ru film on TiN (18 nm) suggest that diffusion-mediated ASD can be promoted using different chemistries.

The impact of surface diffusion is greater on patterns with −CH$_3$-terminated SiO$_2$ ($\lambda > d$) than on those with −OH-terminated SiO$_2$ ($\lambda < d$). The evolution of the morphology of Ru deposits with deposition time is shown in Figure 5f. Ru nanoparticles are observed on the sidewalls at later times on −CH$_3$-terminated SiO$_2$ than they do on −OH-terminated SiO$_2$. In particular, nanoparticles are observed on the sidewalls when the Ru film on TiN is about 7 and 13 nm thick on −OH- and −CH$_3$-terminated SiO$_2$ respectively. Consequently, the highest selectivity is achieved for nanopatterns with −CH$_3$-terminated SiO$_2$. This agrees well with the diffusion length being larger on −CH$_3$-terminated SiO$_2$ than that on −OH-terminated SiO$_2$. This shows that a targeted surface modification, such as the DMA-TMS treatment used in this study, can promote ASD by primarily altering surface diffusion rates on the nongrowth surfaces.

■ CONCLUSIONS

Through a joint computational and experimental approach, we demonstrated the importance of surface diffusion and aggregation in Ru CVD on SiO$_2$ and its implications for area-selective deposition (ASD). We found that modifying the surface termination of SiO$_2$ from −OH to −CH$_3$, through the DMA-TMS surface treatment, changes the growth kinetics by affecting surface diffusion rates rather than adsorption rates.

Our results show that surface diffusion can be leveraged to reduce the extent of undesired deposition (defectivity) on nongrowth surfaces while enhancing the growth rate on growth surfaces. This is because deposits can migrate from high-diffusivity (nongrowth) to low-diffusivity (growth) surfaces during deposition. In this work, the reorganization of material upon aggregation is hardly kinetically limited, resulting in a flat profile of the selectively grown film rather than accumulation at the edges.

The diffusion length $\lambda$ on a given nongrowth surface, which can be estimated from the average distance between deposits at a steady state, provides a measure of the impact of surface diffusion on the selectivity on patterned substrates. Our findings suggest that nucleation can be effectively suppressed on SiO$_2$ patches enclosed by metal surfaces if the distance from any point on the SiO$_2$ surface to the SiO$_2$–metal boundary is $\lesssim \lambda$. We find that for Ru CVD on SiO$_2$, $\lambda$ is comparable to the feature sizes (tens to hundreds of nm) for which ASD is being developed. Studying the impact of surface termination and
operating conditions on the diffusion length may therefore inform the design of new ASD processes.

Our findings have important implications for the interpretation of the experiments that are typically used to inform the design of new ASD processes. Because deposits can migrate from one surface to another on a patterned substrate, the selectivity on the latter is bound to be different from the one extrapolated from depositions performed on the individual surfaces, the so-called blankets. While deposition experiments on the latter can provide valuable insights into ASD, one should be wary of selectivity estimates based on blankets alone, not only when surface diffusion plays a role but also because of lateral overgrowth, especially for planar structures with nanoscale features. Furthermore, our experiments on 3D nanopatterns suggest that also topography, and in particular the presence of sharp corners, can affect surface diffusion and thus selectivity. The impact of topography therefore certainly merits further study.

Finally, the model-driven approach presented here, and in particular the use of population balance models expressing atomistic mechanisms, can be used to estimate quantities that are otherwise hard to access experimentally such as adsorption rates, diffusion coefficients, or the scaling of nanoparticle mobility. Knowing how such quantities vary as a function of operating conditions and of adlayer–substrate pairings is crucial to the design of tailored ASD processes based on thin film techniques such as chemical vapor deposition (CVD) and atomic layer deposition (ALD). In addition, our approach could be used to extract valuable data from large sets of experiments, which in turn could inform data-driven approaches based, for example, on machine learning. We therefore hope that this study will motivate further model- and data-driven investigations into the surface dependence of the elementary processes involved in ASD to enable a wider range of applications.

## EXPERIMENTAL AND COMPUTATIONAL METHODS

### Substrate Fabrication.

Substrates for all deposition experiments were fabricated on 300 nm Si(100) wafers. Substrates consist of TiN, TaN, and SiO2 films, as well as TiN/SiO2 nanopatterns. PVD TiN films (15 nm) were produced by sputtering a Ti target in a N2 ambient. PVD TaN films (3 nm) were deposited by sputtering a Ta target in a N2 ambient. SiO2 films (15 nm) were produced by PEALD, which produces a surface with 2.5 − OH nm−2. The procedure for TiN/SiO2 nanopattern fabrication is reported elsewhere and yields 54 nm trenches alternating with 37 nm SiO2 lines. The 70 nm deep trenches are etched in SiO2 exposing the TiN growth surface at the bottom of each trench. Some SiO2 substrates were treated with DMA-TMS at 250 °C for 300 s to produce a Si−CH3-terminated SiO2 surface. Some of the TiN/SiO2 nanopatterns were subject to a DMA-TMS treatment to obtain a well-defined −CH3-terminated SiO2 surface.

### Ru CVD Experiment.

(Carbonyl) (alkylcholohexadienyl) Ru/H2 CVD was performed at 100−250 °C in a CVD reactor. H2 simultaneously flows to the reactor, and the pressure is kept at 25 Torr throughout the deposition. The TaN substrates are produced in situ before Ru CVD without intermediate air exposure in a PVD chamber connected to the same cluster as the CVD reactor.

### Material Characterization.

The surface energy of the surfaces treated with DMA-TMS was determined from water and diiodomethane contact angle measurements using the Van Oss−Chaudhury−Good method. The contact angles measured right after sample preparation were found to be 100.7 ± 0.5° for water and 65.8 ± 0.6° for diiodomethane. These values correspond to polar and dispersive contributions to surface energy of 0.85 and 24 mJ m−2, respectively, amounting to a total surface energy of 0.03 J m−2. A suite of characterization techniques was used to investigate Ru growth on each substrate. The total amount of deposited Ru was measured by RBS using a 1.523 MeV He+ incoming ion beam. The morphology of Ru layers and particle size distributions were investigated by SEM using an FEI Helios 460 microscope. To obtain particle size distributions, the radius of each particle was calculated from its area assuming a circular shape.

### Uncertainty of the Fitting Parameters.

To quantify the uncertainty of the estimated parameters, we construct 95% confidence intervals as

\[
\hat{\sigma}^2 = \frac{1}{n-p} \sum_{i=1}^{n} \left( y_i^{\text{obs}} - y_i^{\text{sim}}(\hat{p}) \right)^2.
\]

The Jacobian matrix with \( J = \frac{\partial y_i^{\text{obs}}}{\partial y_i^{\text{sim}}(\hat{p})} \) and \( \hat{p} \) being the number of observations and parameters, respectively, and its sensitivity on the value of the adsorption rate on the substrate \( (G_s) \) and on the Ru nanoparticles \( (G_n) \) on the predicted observables (PDF)
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