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Abstract Argumentation mining aims to automatically detect, classify and structure

argumentation in text. Therefore, argumentation mining is an important part of a

complete argumentation analysis, i.e. understanding the content of serial arguments,

their linguistic structure, the relationship between the preceding and following argu-

ments, recognizing the underlying conceptual beliefs, and understanding within the

comprehensive coherence of the specific topic. We present different methods to aid ar-

gumentation mining, starting with plain argumentation detection and moving forward

to a more structural analysis of the detected argumentation. Different state-of-the-art

techniques on machine learning and context free grammars are applied to solve the

challenges of argumentation mining. We also highlight fundamental questions found

during our research and analyse different issues for future research on argumentation

mining.

1 Introduction

Argumentation can be defined as a process whereby arguments are constructed, ex-

changed and evaluated in light of their interactions with other arguments, each of which

comprises a set of premises, pieces of evidence, offered in support of a claim. The claim

is a proposition, an idea which is either true or false, put forward by somebody as

true. The claim of an argument is normally called its conclusion. Argumentation may

also involve chains of reasoning, where claims are used as premises for deriving further

claims.

People routinely undertake argumentation as an integral part of their daily-life,

forming reasons, drawing conclusions and applying them to a case in discussion. For

this, they offer facts or assertions as evidence that something is true, i.e. arguments.

Arguments are therefore discussions in which reasons (premises) are advanced for and

against some proposition or proposal (conclusion).

Argumentation can be a formal demonstration of the truth of a proposition, e.g.

when someone expresses a mathematical proof, but in many areas of human reason-

ing, including law, this formal demonstration is often not possible. In such domains
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rationality must be based on some more or less informal arguments. Informal argu-

ments are sometimes implicit. That is, the logical structure, the relationship of claims,

premises, warrants, relations of implication, and conclusion, is not always spelled out

and immediately visible and must sometimes be made explicit by analysis.

The analysis of argumentation focuses on understanding the content of argument

chains, as well as analyzing the linguistic structure, determining the relationship be-

tween the preceding and following arguments, recognizing the underlying conceptual

beliefs, and understanding the arguments’ coherence in light of general knowledge of

the specific topic. A complete argumentative analysis must depend on several aspects

of knowledge: linguistic constraints, domain dependent, conceptual relations, and dis-

course structure. None of the above aspects are sufficient by themselves for a complete

analysis, but they all contribute to complete analysis, especially in the situation where

one aspect of information is incomplete. For instance, the beliefs of the speaker may be

unknown, unusual or the semantic content may be ambiguous. Argumentation analysis

allows a better discourse understanding, a broader knowledge of the speaker’s inten-

tions and beliefs, and it highlights interactions between the speakers and their different

views of the world.

Argumentation mining focuses on the detection of all the arguments in a text

and their relationships with their preceding and following arguments. Argumentation

mining does not analyse the validity of the argumentation or its correctness. The

aim is to detect those pieces of text which seem to function as argumentative (from

a linguistic and semantic point of view) and the relations between them, i.e. their

structure. The result is an argumentative structure of the text from the linguistic

analysis of its propositions.

The goal of this article is to highlight the challenges and applications of argumenta-

tion mining, offering an initial study of how machine learning and other state-of-the-art

techniques can help in their accomplishment. The paper is organized as follows. Chap.

2 presents different related research on argumentation inside and outside the legal field.

In Chap. 3, we describe the basics of argumentation mining together with formal defi-

nitions of the main argumentation aspects involved in argumentation mining. In Chap.

4, we then present a set of methods and models used to achieve some of the tasks of

argumentation mining. We then highlight, in Chap. 5, some of the applications of these

new methods. We conclude in Chap. 6 with future work and discussion remarks.

2 Related Research

The study of argumentation has a long tradition, inside and outside the legal field.

Many fields have shown interest in argumentation, e.g. philosophy, logic, psychology

or more recently artificial intelligence.

Regarding logics the theories have been divided into two branches: formal logic

and informal logic. Formal logic is the study of inference with purely formal content.

An inference possesses a purely formal content if it can be expressed as a particular

application of a wholly abstract rule, that is, a rule that is not about any particular

thing or property. The works of Aristotle contain the earliest known formal study of

logic. Mathematical logic, from proof theory [43] to first-order logic [44], is a well-

known form of formal logic. Informal logic is the branch of logic whose task is to

develop non-formal standards, criteria, and procedures for the analysis, interpretation,

evaluation, critique and construction of argumentation in everyday discourse. It arose
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in the context of three streams of criticism of the existing formal logic program [37].

First, the pedagogical critique challenged that the tools of logic should be applicable

to everyday reasoning and argument of the sorts used in political, social and practical

issues. Second, the internal critique challenged the adequacy of existing tools of logic in

evaluating everyday argument. Third, the empirical critique challenged the ideas that

formal deductive logic can provide a theory of good reasoning, and that the ability to

reason well is improved by a knowledge of formal deduction.

Psychology has a long tradition of studies of non-logical aspects of argumentation

[45]. For example, studies have shown that simple repetition of an idea is often a

more effective method of argumentation than appeals to reason. Empirical studies

of communicator credibility and attractiveness, sometimes labeled charisma, have also

been tied closely to empirically-occurring arguments. Such studies bring argumentation

within the ambit of persuasion theory and practice.

More recent efforts have been made within the field of artificial intelligence, where

argumentation is analyzed and performed by computers. Argumentation has been used

to provide a proof-theoretic semantics for non-monotonic logic, starting with the in-

fluential work of [38]. Computational argumentation systems have found particular

application in domains where formal logic and classical decision theory are unable to

capture the richness of reasoning, domains such as law and medicine. A comprehensive

overview of this area can be found in a recent book [39].

3 Argumentation Mining

Argumentation mining moves between natural language processing, argumentation the-

ory and information retrieval. The aim of argumentation mining is to automatically

detect the argumentation of a document, i.e. detection of all the arguments involved in

the argumentation process, their individual or local structure (rhetorical or argumenta-

tive relationships between their propositions), and the interactions between them (the

global argumentation structure).

To achieve the aim of argumentation mining an adequate linguistic, formal, and

computational study of argumentation is required. Different questions need to be an-

swered:

1. What is the “correct” abstract structure of argumentation? Should we represent

argumentation as a tree-structure or is it better to use a graph-structure? What

are the constraints that characterize this structure?

2. What are the elementary units of argumentation? And of an individual argument?

3. What are the relations that hold between two arguments and/or argumentation

units? Are they grounded into the events and the world that the text describes, or

into general principles of rhetoric and linguistics?

4. Can the units of argumentation and/or arguments be determined automatically?

5. Can argumentation structures be determined automatically? If so, how?

Evidence for the answers to these questions can come from different disciplines

including philosophy, law, linguistics and computer science. Many of these disciplines

have a long tradition of argumentation analysis, where they offer many theories, most

of them not compatible with the rest. Therefore, adequate and supported answers to

the previous questions or even a summary of such answers is a challenging task. The

following subsections provide our suggested answers to questions one to four. Then in
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section 4 we show that questions four and five have positive answers by presenting

some results of our research.

3.1 Elementary Units of Argumentation

Since it is well-known that argumentation is the process whereby arguments are con-

structed, exchanged and evaluated in light of their interactions with other arguments,

then it is not surprising that all argumentation experts agree that the elementary

units of argumentation are arguments. However, the definition of an argument is more

controversial. Only one thing seems common in all definitions: an argument is always

formed by premises and a conclusion.

In free text these premises and conclusion can be implicit (i.e. enthymemes). There-

fore, some studies have mentioned that an argument can be presented as a single

proposition in its minimal representation. However, even for a human at least two

argumentative propositions are needed to have an appropriate certainty when distin-

guishing arguments from statements. Isolated argumentative propositions are hard to

distinguish from simple statements. For example, the isolated sentence: “Councilwoman

Radcliffe voted in favour of the tax increase.” does not look like an argumentative sen-

tence. However, when it is placed in the right context: “Councilwoman Radcliffe voted

in favour of the tax increase. No one who voted in favour of the tax increase is a desir-

able candidate. Therefore, Councilwoman Radcliffe is not a desirable candidate.”, it is

completely clear that this proposition is part of an argument.

In conclusion, we determine that the elementary units of argumentation are argu-

ments, where an argument is a set of at least two propositions. However, to complete

this definition it is necessary to define the meaning of a proposition.

In linguistics, a proposition is conveyed by a declarative sentence used to make a

statement or assertion. But does argumentation mining work on a sentence level or

does it need a deeper analysis of smaller text spans? Here we do not constrain, leaving

this to a free-choice depending on the type of text at hand. Dialogues or unformal

text will contain sentences combining information about the conclusion and premise,

since those texts are less restrictive in their presentation format. However, more formal

texts, such as legal documents, present premises and conclusion in separate sentences,

both to clarify the structure and to be able to extend the given information.

3.2 Internal Structure of Elementary Units

The definition of an argument proposed is not complete. We need to define the nature

and relations that hold between the propositions of an argument. Essentially, most of

the argumentation theories assume that the propositions can be classified as premises

and conclusions. However, more complex classifications, such as the one of Toulmin

[25], [29] or [32], have been presented over the years. We base our work on a theory

that studies argumentation schemes, see for example [29], where only premises and

conclusions are recognized, assuming that each argument follows a scheme, that de-

fines relations between propositions reflecting reasoning patterns. We base our work

on this theory as we believe it should be easier to find patterns in natural text that

resemble argumentation schemes, given that they are forms of argument that capture

stereotypical patterns of human reasoning, especially defeasible ones. Table 1 presents
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Table 1: Argumentation Schemes

Type Argument Structure Argument Example

Argument from
Example

In this particular case, the individ-
ual a has a property F and also
property G. a is typical of things
that have F and may or may not
also have G. Therefore, generally,
if x has a property F. then x also
has property G.

Conclusion - There will always be a
need for elucidation of doubtful points and
for adaptation to changing circumstances.
Premise - Indeed, in the United Kingdom,
as in the other Convention States, the pro-
gressive development of the criminal law
through judicial law-making is a well en-
trenched and necessary part of legal tradi-
tion.

Argument from
Verbal Classifi-
cation

a has a particular property F. For
all x. if x jas a property F, then x
can be classified as having property
G. Therefore, a has property G.

Premise - There will always be a need
for elucidation of doubtful points and
for adaptation to changing circumstances.
Conclusion - Article 7 of the Convention
cannot be read as outlawing the gradual
clarification of the rules of criminal liability
through judicial interpretation from case
to case, provided that the resultant devel-
opment is consistent with the essence of
the offence and could reasonably be fore-
seen .

Argument from
Commitment

a is committed to proposition A
(generally, or in virtue of what she
said in the past). Therefore, in this
case, a should support A.

Premise - Contracting Parties do not en-
joy an unlimited discretion. Premise - It
is for the Court to rule whether, inter alia,
the States have gone beyond the “extent
strictly required by the exigencies” of the
crisis. Conclusion - The domestic margin
of appreciation is thus accompanied by a
European supervision.

Argument
from Position
to Know

a is in a position to know whether
A is true (false). a asserts that A
is true (false). Therefore, a is true
(false).

Premise - The Court recalls that it falls
to each Contracting State, with its respon-
sibility for ”the life of its nation”, to deter-
mine whether that life is threatened by a
”public emergency” and, if so, how far it
is necessary to go in attempting to over-
come the emergency. Premise - By rea-
son of their direct and continuous contact
with the pressing needs of the moment, the
national authorities are in principle better
placed than the international judge to de-
cide both on the presence of such an emer-
gency and on the nature and scope of the
derogations necessary to avert it. Conclu-

sion - This part of the application can
therefore also not be rejected.

some examples of argumentation schemes and arguments from real legal texts where

it is possible to appreciate how schemes are used in natural language argumentation.

Furthermore, Table 2 shows how an argument scheme would be analysed by Toulmin’s

theory. We observe that the selection of text that created each of its reasoning steps is

a hard task, especially where most of the steps are implicit.
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Table 2: Argument classified as Verbal Classification seen by Toulmin’s reasoning

Argument of Verbal Classification
Toulmin’s reasoning sequence

Class Reasoning Text

In voluntary health insurance you
generally get a poor return for your
money because overhead and profits
of the insurance company eat up huge
chunks of the premiums you pay. On
individual policies these companies
spend for overhead and profits an
average of about 60% of what you pay
them and only 40 cents of your
premium dollar goes for benefits to
policyholders. Obviously such
insurance is a mighty poor buy.

Premise There is 40%
return on
health insur-
ance.

only 40 cents of
your premium
dollar goes for
benefits to pol-
icyholders

Warrant 40% can be
classified as a
poor return.

-

Qualifier Unless other
companies can
do no better.

-

Conclusion 40% is a poor
return.

-

Our definition of argument is established as: “an argument is set of propositions, all

of which are premises except, at most, one, which is a conclusion. Any argument follows

an argumentation scheme, where the critical questions can be implicit or explicit”.

3.3 Relations between Elementary Units

Once it is clear which are the elementary units of argumentation, i.e. arguments, it is

necessary to define the nature, number and classification of the relations that can hold

between these units. Given the aim of argumentation mining to work over free text,

the approach of [26], where arguments relate through coordination, a subordination,

or form a multiple argumentation relation, seems the most appropiate to us. Table

3 shows examples of this theory. Therefore, our argumentation contains arguments,

which are formed by premises and a conclusion following an argumentation scheme,

and they relate to other arguments through coordination, subordination or forming a

multiple argument.

3.4 Argumentation Structure

The previous definitions of the elementary units of argumentation and the possible

relations between them facilitate the choice of an argumentation structure. We have

decided to use a simple conclusion-premise relation; each premise connects to one con-

clusion and each conclusion can have one or more premises. Therefore, we can see

argumentation as a tree-structure, instead of a more complex graph-structure. This

type of structural relation fits perfectly with pragma-dialectic theory [26]. The leaves

of the tree are arguments, with premises and conclusion, which converge into other

arguments, i.e. premises of higher tree nodes as shown in Figure 1a. The relations be-

tween the different arguments of the tree could be subsequently analysed as attacks,

supports, etc. However, we are not dealing with such a deep analysis of the argumen-

tation structure. For the moment we only identify a relation between the arguments.

We see our tree as a simple representation of a single argumentation structure, where

all arguments have a unique relation to another argument of the tree, and finally all
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Table 3: Pragma-Dialectics theory and examples

Type Example

Subordinatively Compound Argumen-
tation

She won’t worry about the exam. She’s bound
to pass. She’s never failed.

Coordinatively Compound Argumen-
tation

This book has literary qualities: the plot is
original, the story is well-told, the dialogues
are incredibly natural, and the style is superb.

Multiple Argumentation Postal deliveries in Holland are not perfect.
You cannot be sure that a letter will be deliv-
ered the next day, that it will be delivered to
the right address, or that it will be delivered
early in the morning.

together support a general conclusion. Some possible extensions of our structure are

shown in Figure 1, where 1b shows a visualization of argument schemes while 1c shows

a visualization of support-attack relations.

(a) Our structure (b) Argumentation schemes (c) Attack-Support

Fig. 1: Argumentation tree-structures

4 Experiments on Argumentation Mining

4.1 Corpora

The correctness of all the methods proposed in the following sections has been evaluated

using two corpora.



8

The Argument Text

The report was commissioned by poker machine operator Tattersalls. Its methodology and the
independence of its findings were questioned by InterChurch Gambling Taskforce spokesman
Reverend Tim Costello, who said the survey was not reliable because it was based on partic-
ipants filling out a diary for a fortnight. ”People with gambling problems simply don’t record
their gambling expenditure,” he said. He also said that if higher-income earners were really
more likely to play on poker machines ”there would be as many pokies in Toorak as there
are in Footscray”.

Analysis

– Conclusion: Identifier: A
– the survey was not reliable
– Scheme: Argument from Singular Cause (id: 0)
– Support

– Identifier: B
• it was based on participants filling out a diary for a fortnight
• Scheme: Argument from Singular Cause (id: 0)

– Identifier: C
• People with gambling problems simply don’t record their gambling expenditure
• Scheme: Argument from Singular Cause (id: 0)

– Identifier: E (Enthymeme)
• If the survey was based on participants filling out a diary for a fortnight and

people with gambling problems do not record their gambling expenditures, the
survey is not reliable.

• Scheme: Argument from Singular Cause (id: 0)

Fig. 2: Argument annotated in Araucaria

On one hand we use a general corpus, known as the Araucaria corpus. This corpus

comprises two distinct sets of data: a structured set in English collected and analysed

according to a specific methodology as a part of a project at the University of Dundee

(UK), and an unstructured multi-lingual set of user-contributed analyses. Only the

structured data was used for our analysis. The data was collected over a six week period

in 2003, during which time a weekly regime of data collection scheduled regular harvests

of one argument from 19 newspapers (from the UK, US, India, Australia, South Africa,

Germany, China, Russia and Israel, in their English editions where appropriate), 4

parliamentary records (in the UK, US and India), 5 court reports (from the UK, US

and Canada), 6 magazines (UK, US and India), and 14 further online discussion boards

and “cause” sources such as HUman Rights Watch (HURW) and GlobalWarming.org.

Each week, the first argument enountered in each source was identified and analysed

by hand. Later on, an amount of non-argumentative information from the same sources

was added to the corpus. The corpus is formed by an equal number of sentences that

contain an argument and sentences without arguments; see Table 5 for statistics and

Table 4 for examples. The sentences are also classified by their text type: newspapers,

parliamentary records, legal judgments, weekly magazines, discussion fora, “cause”

sources and speeches. All sentences of the corpus are annotated as argumentative or

non-argumentative. Moreover, the argumentative sentences are grouped as arguments

following argumentation schemes theory, i.e. premises, conclusions, relations between

them and type of scheme (see Figure 2).
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Table 4: Examples of argumentative and non-argumentative propositions in the Araucaria
corpus

Text type Argument Non-argument
Discussion fora On this occasion, however, I shall

not vote for any individual or party
but will spoil my paper.

I have been voting since 1964 and
at one time worked for my chosen
party.

Legal judg-
ments

He is aware of the risks involved,
and he should bear the risks.

Lest there be any misunderstand-
ing one point should be clarified at
the outset.

Newspapers Labor no longer needs the Liberals
in the Upper House.

The independents were a valuable
sounding board for Labors reform
plans.

Parliamentary
records

I have accordingly disallowed the
notice of question of privilege.

Copies of the comments of the
Ministers have already been made
available to Dr. Raghuvansh
Prasad Singh.

Weekly maga-
zines

But for anyone who visits Ra-
jasthans Baran district, the apathy
of the district administration and
the failure of the Public Distribu-
tion System (pds) is clear to see

This time in Rajasthan.

The second corpus we use in our evaluations is the ECHR corpus, a set of documents

extracted from legal texts of the European Court of Human Rights (ECHR). The

ECHR, over the years, has developed a standard type of reasoning and structure of

argumentation. Therefore, its documents are a perfect test set for our argumentation

analysis. It provides a set of documents which lack some natural language problems,

such as extensive use of metaphor or high appearance of ambiguity, while maintaning

enough complexity to be described as real natural language argumentation.

The ECHR corpus annotators identify the different arguments of each document,

the schemes they follow and how they interact with the other arguments of the docu-

ment. To ease the annotation process, different documentation describing argumenta-

tion schemes theory and guidelines on the output format were given to the annotators.

The overall process took more than a year and included three annotators and one judge

to solve disagrements. Once the task was completed, the annotation obtained a 75%

agreement between annotators using Cohen’s kappa coefficient [35].

Table 5 shows the main characteristics of the ECHR training and test corpora. The

dataset deals with different human rights (e.g. child rights, immigration or torture).

Figure 3 shows an example of argumentation from a sample ECHR legal case with its

corresponding annotation. A more detailed study on the ECHR documents and their

argumentation can be found in [19]. The distribution of premises, conclusions and non-

argumentative sentences in the corpus shows a clear imbalance between premises and

conclusions. The number of premises is 763 while the number of conclusions is just 304

and the number of non-argumentative sentences is 1449. This is a normal characteristic

of any real argumentation, where conclusions tend to be justified by many premises to

ensure a complete and stable justification of each standpoint.
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˘

[ SUPPORT : The Court recalls that the rule of exhaustion of domestic
remedies referred to in Article x of the Convention art. x obliges those
seeking to bring their case against the State before an international judicial
or arbitral organ to use first the remedies provided by the national legal
system.
CONCLUSION : Consequently, States are dispensed from answering before
an international body for their acts before they have had an opportunity
to put matters right through their own legal systems. ]

[ SUPPORT : The Court considers that, even if it were accepted that the
applicant made no complaint to the public prosecutor of ill-treatment in
police custody, the injuries he had sustained must have been clearly visible
during their meeting.
AGAINST : However, the prosecutor chose to make no enquiry as to the
nature, extent and cause of these injuries, despite the fact that in Turkish
law he was under a duty to investigate see paragraph above.
SUPPORT : It must be recalled that this omission on the part of the prose-
cutor took place after Mr Aksoy had been detained in police custody for at
least fourteen days without access to legal or medical assistance or support.
SUPPORT : During this time he had sustained severe injuries requiring
hospital treatment see paragraph above.
CONCLUSION : These circumstances alone would have given him cause
to feel vulnerable, powerless and apprehensive of the representatives of the
State. ]

CONCLUSION : The Court therefore concludes that there existed special
circumstances which absolved the applicant from his obligation to exhaust
domestic remedies.

¯

Fig. 3: An example of legal argumentation with two sub-arguments

Table 5: Characteristics for the Araucaria and the ECHR corpora

Characteristics Araucaria ECHR

Number of annotated documents 641 47
Number of words in documents 76970 92190
Number of sentences in documents 3798 2571
Number of annotated arguments 641 257

4.2 Argument Detection

The detection of all the arguments presented in a free text is similar to the binary clas-

sification of all the propositions of the text as argumentative or non-argumentative. If

each proposition of the text can be classified as being part of the argumentation or

not, then all units classified as argumentative constitute together all the arguments of

the text. However, this approach presents a limitation, as the delimiters of each argu-

ment are not defined. Therefore, it is known which information forms the arguments,

but not how this information is split into the different arguments. This is known as a

segmentation problem.

First, we analyse the classification problem. Following the work of [23] and [9] we

studied the use of statistical classifiers, e.g. näıve Bayes, maximum entropy model or

support vector machines [12]. First, we represented each sentence as a vector of features.

We defined generic features that could easily be extracted from the texts and studied
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Table 6: Features used in the classification of argumentative and non-argumentative informa-
tion

Unigrams Each word in the sentence.
Bigrams Each pair of successive words.
Trigrams Each three successive words.
Adverbs Detected with a part-of-speech (POS) tagger (e.g. QTag 1).
Verbs Detected with a POS tagger. Only the main verbs (excluding

“to be”, “to do” and “to have”) are considered.
Modal auxiliary Indicates if a modal auxiliary is present using a POS tagger.
Word couples All possible combinations of two words in the sentence are con-

sidered.
Text statistics Sentence length, average word length and number of punctuation

marks.
Punctuation The sequence of punctuation marks present in the sentence is

used as a feature (e.g. “:.”). When a punctuation mark occurs
more than once in a row, it is considered the same pattern (e.g.
two or more successive commas both result in “,+”).

Key words Keywords refer to 286 words or word sequences obtained from
a list of terms indicative for argumentation [13]. Examples from
the list are “but”, “consequently”, and “because of”.

Parse features In the parse tree of each sentence (e.g. Charniak [6]) we used the
depth of the tree and the number of subclauses as features.

Table 7: Features for the classification of argumentative information as premise or conclusion

Absolute Loca-

tion

Position of sentence absolutely in document; 7 segments

Sentence

Length

A binary feature, which indicates that the sentence is longer than
a threshold number of words (currently 12 words).

Tense of Main

Verb

Tense of the verb from the main clause of the sentence; having as
nominal values “Present”, “Past” or “NoVerb”.

History The most probable argumentative category (among the 5 cate-
gories) of previous and next sentences (range 1 to 5).

Information 1st

Classifier

The sentence has been classified as argumentative or non-
argumentative by a first classifier in a preprocessing step.

Rhetorical Pat-

terns

Type of rhetorical pattern ocurring on current, previous and
next sentences (e.g. “however,”); we distinguish 5 types (Support,
Against, Conclusion, Other or None).

Article Refer-

ence

A binary feature indicating whether the sentence contains a ref-
erence to an article of the law, detected with a POS tagger [27].

Article A binary feature indicating that the sentence includes the defini-
tion of an article detected again with the help of a POS tagger
[27] and a collection of legal terminology.

Argumentative

Patterns

Type of argumentative pattern ocurring in sentence; we have dis-
tinguished 5 types of patterns in accordance with our 5 categories
(e.g. “see, mutatis mutandis,”, “having reached this conclusion”,
“by a majority”).

Type of Subject The agent of the sentence is: the applicant, the defendant, the
court or other. The type of agent is detected with a POS tagger.
The types of subject were manually drafted taking into account
the roles interacting on a ECHR case.

Type of Main

Verb

Argumentative type of the main verb of the sentence; we distin-
guish 4 types (premise, conclusion, final decision or none), man-
ually implemented as a list of corresponding verbs, which are de-
tected in the text with a POS tagger [27].
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their contribution in the classification of sentences as argumentative. A classification

system was trained with the feature vectors of sentences that were manually annotated.

4.2.1 Argumentative information detection

We used the maximum entropy model, which adheres to the maximum entropy prin-

ciple [2]. This principle states that, when we make inferences based on incomplete

information, we should draw them from that probability distribution that has the

maximum entropy permitted by the information we have. In natural language we often

deal with incomplete patterns in our training set given the variety of natural language

patterns that signal similar content. Hence, this type of classifier is frequently used

in information extraction from natural language texts, which motivates our choice of

this classifier. Second, the näıve Bayes classifier, specifically a multinomial näıve Bayes

classifier [16] is often used. It learns a model of the joint probability of an element x and

its label y, p(x, y), and makes its predictions by using Bayes rule to calculate p(y|x)

and then selects the most likely label y. It makes the simplifying (näıve) assumption

that the individual features are conditionally independent given the class. The features

are typically represented as binary values.

We used the features presented in Table 6 and we obtained nearly 73% accuracy

when detecting argumentation in the Araucaria corpus [20]. Note that we do not detect

argumentation schemes, just where the argumentative information is found on the

text. The accuracy increases to 80% when the task is performed on the ECHR corpus
2. These results prove that the classification of sentences as argumentative or non-

argumentative is feasible. At this point we want to make clear that we never aimed to

study how rhetorical relations and argumentative relations interact, i.e. we did not try

to determine for example how many causal relations are also involved in argumentation.

Our aim is only to determine which parts of the text are argumentative and how they

interact (from an argumentative point of view) using only the information that can be

extracted from the words in the text, their positions and linguistic connections.

Table 8: Results from the classification of Conclusions in the ECHR

Classifier Combination Precision Recall F-Measure
Maximum Entropy and Support Vector Machine 77.49 60.88 74.07
Context-free Grammar 61.00 75.00 67.27

1 In a binary classification, accuracy is the proportion of true results (both true positives
and true negatives) in the population.

2 The results presented in [18] were 90%, but the evaluation was done on a previous version
of the ECHR corpus. The new version uses the same texts but with an improved human
annotation, where a higher agreement between annotators is achieved.
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Table 9: Results from the classification of Premises in the ECHR

Classifier Combination Precision Recall F-Measure
Maximum Entropy and Support Vector Machine 70.19 66.16 68.12
Context-free Grammar 59.00 71.00 64.03

4.2.2 Argumentative information boundaries

Once the argumentative information has been set appart from the non-argumentative

information we need to focus on how to determine the boundaries of each argument,

i.e. where does one argument starts and where it does finish.

Some first solutions to this segmentation problem are as follows. First, it is possible

to use the structure of the document, i.e. the sections and subsections, to determine

where an argument starts or ends. This approach assumes that an argument can not

extend between sections or subsections. However, this has obvious limitations, as it is

not hard to think of an argument divided in different subsections, one presenting the

premises and another the conclusion. Therefore, this option is dependent on the type

of text at hand. A second option aims to understand the semantics of the different

arguments. For example, one could calculate the semantic distance between the differ-

ent argumentative units (e.g., sentences), and group sentences in one argument if they

discuss content that is semantically related. Besides computing semantic relatedness

this method must deal with ambiguity, coreference and pronoun resolution.

We assume that the relatedness of two sentences is a function of the relatedness

of their words. There are several approaches for calculating semantic relatedness of

words, the most important being ontology- and corpus-based. In the former, the re-

latedness of words depends on their semantic distances in a lexico-semantic resource

such as WordNet [5]. In corpus-based semantic measurement the semanic relatedness is

calculated by exploring statistical word correlations. It is assumed that similar words

usually occur with the same surrounding words.

4.3 Argumentative Proposition Classification

If the detection of the argumentative propositions of a text is possible, then it seems

that the classification of these propositions by their argumentative function should

also be feasible. Following our formalism, we have studied the classification between

premises and conclusions. Our approach is again to work with statistical classifiers.

We first classify the clauses of sentences, obtained using a parsing tool, as being

argumentative or not with a maximum entropy classifier (see previous section) using

the features discussed in Table 6). In a second step we use a second classifier, a support

vector machine for classifying each argumentative clause found into a premise or con-

clusion. Here, we use more sofisticated features (see Table 7). From the new features,

the first three features are selected in accordance with our previous work, as they are

based on the general structure of the text and each sentence. The History feature mod-

els local context; it takes the category of the previous sentence as a feature, as there

are often patterns of categories following each other. During the testing, the category

of the previous sentence is only probabilistically known, which is why beam search is

performed. We define the following novel features. For example, the Rhetorical Pat-

terns feature models discursive relations, but it distinguishes the presence of discursive
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cues highly related to argumentation, expressed in two types (premise or conclusion),

and the discursive cues (other) which are not related to the presence of a premise or

conclusion. The Article and Article reference tend to mark the role of premises, while

Type of Main Verb signals that verbs such as conclude or decide have a higher chance

of being the main verb of a conclusion than verbs like recall or note. These verbs are

common in argumentative speech in the legal domain, but not restricted to it, and

furthermore, they can be easily extended based on linguistic knowledge, e.g. using the

verb classes defined in [14].

Table 8 and Table 9 show the best results for clause classification into premise

or conclusion on the ECHR corpus, attaining a 68.12 % and 74.07 % F1 measure

respectively. 3

4.4 Detection of the Argumentation Structure

The detection and classification of argumentative propositions by statistical classifiers

has been analysed in the previous section, however this approach does not allow the

detection of relations between full arguments. To determine the limits of an argument

and the relations it holds with other surrounding arguments is a difficult task. First,

there is no limit to the length an argument can take, and we lack any knowledge on

what the most probable structures formed by premises and conclusions are. Secondly,

even if the argument limits could be detected, how can we know which are the most

probable relations between it and other arguments?

Motivated by the work of Marcu [17] on Rhetorical Structure Theory and the re-

search done in sentence parsing, i.e. determinig the POS of every word in a sentence,

we have studied the possibility of argumentative parsing. There exist different pars-

ing approaches: rule-based (hand-crafted, transformation-based learning) or statistical

(Hidden Markov Model, maximum entropy model, memory-based, decision tree, neural

network, linear models), but for the time being we have focused on parsing the texts by

means of manually derived rules that are grouped into a context-free grammar (CFG).

A CFG defines a formal language, i.e. the set of all sentences (strings of words) that

can be derived by the grammar. Sentences in this set are said to be grammatical, while

sentences outside this set are said to be ungrammatical. Formally a context-free gram-

mar G is described as G =< T, N, S, R > where: T is the set of terminal symbols (rep-

resented with non-capital letters), i.e. symbols that form the parts of the statements,

N is the set of non-terminal symbols (represented with capital letters), i.e. symbols

that generate statements by substitution of either other nonterminals or terminals or

some combination of these, S is the start symbol and R are the rules/productions of

the form X → β, where X is a non-terminal symbol and β is a sequence of terminal

and non-terminal symbols.

Argumentation structure can be seen as a formal language as argumentation is a set

of sentences that can be generated from terminal and non-terminal symbols following

some rules.

3 The F1 (or F-measure) is a measure of a test’s accuracy. It considers both the precision p

and the recall r of the test to compute the score: p is the number of correct results divided by
the number of all returned results and r is the number of correct results divided by the number
of results that should have been returned. The F1 can be interpreted as a weighted average of
the precision and recall, where an F1 score reaches its best value at 1 and worst score at 0.
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A simple example of a CFG to parse single sentences, e.g. “The house is big” or

“The car is old” could be as follows:

S ⇒ NP V P

NP ⇒ Det N

V P ⇒ V Adj

Det = {the, a}

N = {house, car, birds}

V = {is, are}

Adj = {big, old}

Where S stands for setence, NP for Noun Phrase, VP for Verb Phrase, Det for

Determiner, N for Noun, V for Verb and Adj for Adjective. The sentence ”The

house is big” is produced from the following rules sequence: S ⇒ NP V P ⇒

Det N V P ⇒ the N V P ⇒ the house V P ⇒ the house V Adj ⇒ the house is Adj ⇒

the house is big.

Argumentative parsing is a difficult task, therefore we focus our efforts on proving

that it is a promising approach and we restrict our research to a limited complexity.

Our approach is for the moment only related to the legal domain, which makes the

task easier, at least when drafting the rules manually.

T ⇒ A+D

A ⇒ {A+C|A∗CnP+|Cns|A∗srcC|P+}

D ⇒ rcf{vcs|.}+

P ⇒ {PverbP |Part|PPsup|PPag |sPsup|sPag}

PverbP = svps

Part = srarts

Psup = {rs}{s|PverbP |Part|Psup|Pag}

Pag = {ra}{s|PverbP |Part|Psup|Pag}

C = {rc|rs}{s|PverbP |C}

C = s∗vcs

Fig. 4: Context-free grammar used for argumentation structure detection and proposition
classification

Using information extracted from 10 ECHR documents, which are excluded from

the evaluation set, we define the context-free grammar shown in Figure 4 using the

terminal and non-terminal symbols defined in Table 10. We implement the grammar

using Java and JSCC5.

5 http://jscc.jmksf.com/
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Table 10: Terminal and non-terminal symbols from the context-free grammar used in the
argumentation structure detection

T General argumentative structure of legal case.
A Argumentative structure that leads to a final decision of the factfinder4

A = {a1, ..., an}, each ai is an argument from the argumentative structure.
D The final decision of the factfinder D = {d1, ..., dn}, each di is a sentence

of the final decision.
P One or more premises P = {p1, ..., pn}, each pi is a sentence classified as

premise.
Pag Premise with at least one contrast rhetorical marker.
Part Premise with at least one article rhetorical marker.
Psup Premise with at least one support rhetorical marker.

PverbP Premise with at least one verb related to a premise.
C Sentence with a conclusive meaning.
n Sentence, clause or word that indicates one or more premises will follow.
s Sentence, clause or word neither classified as a conclusion nor as a premise

(s! = {C|P}).
rc Conclusive rhetorical marker (e.g. therefore, thus, ...).
rs Support rhetorical marker (e.g. moreover, furthermore, also, ...).
ra Contrast rhetorical marker (e.g. however, although, ...).

rart Article reference (e.g. terms of article, art. para. ...).
vp Verb related to a premise (e.g. note, recall, state,...).
vc Verb related to a conclusion (e.g. reject, dismiss, declare, ...).
f The entity providing the argumentation (e.g. court, jury, commission, ...).

To determine which terminal symbols compose each sentence we focus on common

expressions encountered in the legal documents, such as “For these reasons”, “in the

light of all the material” or “see mutatis mutandis”, and rhetorical markers, such as

“However” or “Furthermore”.

The grammar can be overviewed as follows: each document has a tree-structure (T ).

Each tree-structure (T ) is formed by an argument (A) and a decision (D). The decision

(D) can be form by one or more sentences that contain: (1) conclusive rhetorical marker

and reference to the entity providing the argument or (2) the previous and conclusive

verb. The argument (A) can be formed by:

– other arguments and a conclusion (A+C)

– possible arguments, a conclusion, a nexus and one or more premises (A∗CnP+)

– a conclusion, a nexus and a sentence, clause or word neither classified as a conclusion

nor as a premise (Cns)

– possible arguments, a sentence, clause or word neither classified as a conclusion nor

as a premise and a conclusion (A∗srcC)

– just one or more premises (P+)

A premise (P ) can be:

– a premise with an occurrence of a verb of premise (PverbP )

– a premise with a reference to an article (Part)

– one or more premises followed by a premise with a support reference (PPsup)

– one or more premises followed by a premise with a contrast reference (PPag)

– a sentence, clause or word neither classified as a conclusion nor as a premise followed

by a premise with a support reference (sPsup)

– a sentence, clause or word neither classified as a conclusion nor as a premise followed

by a premise with a contrast reference (sPag)
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A conclusion (C) can be:

– a sentence, clause or word neither classified as a conclusion nor as a premise con-

taining a conclusive verb (s∗vcs)

– a conclusive rhetorical marker followed by a sentence, clause or word neither clas-

sified as a conclusion nor as a premise (rcs)

– a conclusive rhetorical marker followed by a premise with a verb of premise (rcPverbP )

– a support rhetorical marker followed by a conclusion (rsC)

Using the context-free grammar for parsing the texts from the ECHR corpus we ob-

tain around 60 % accuracy in detecting the argumentation structures. This is measured

manually comparing the full structures given by our tool and the structures given by

the annotators. We check if all the argumentative information is included in the struc-

ture, if the individual arguments are well-constructed and if the connections between

arguments are correct. In most cases the argumentative information is all included in

the structures and most of the problems involve connecting subordinate arguments as

coordinate and vice versa. The resulting structures maintain around 70% F1 on the

classification between premises and conclusions.

T
|--D
| |--: For these reasons, the Commission by a majority declares the application admissible,
| without prejudging the merits.
|--A

|--A
| |--C
| | |--: It follows that the application cannot be dismissed as manifestly ill-founded.
| |--A
| |--P
| | |--: It considers that the applicant ’s complaints raise serious issues of fact
| | and law under the convention, the determination of which should depend on
| | an examination of the merits.
| |--P
| |--: The Commission has taken cognizance of the submissions of the parties.
|--A

|--C
| |--: In these circumstances, the Commission finds that the application cannot be
| declared inadmissible for non-exhaustion of domestic remedies.
|--A

|--P
| |--: The Commission recalls that article art. x of the convention only requires
| the exhaustion of such remedies which relate to the breaches of the
| convention alleged and at the same time can provide effective and sufficient
| redress.
|--P
| |--: The Commission notes that in the context of the section powers the
| secretary of state has a very wide discretion.
|--P
| |--: The Commission recalls that in the case of temple v. the united kingdom
| no. x dec. d.r. p.
|--P

|--: The Commission held that recourse to a purely discretionary power on
| the part of the secretary of state did not constitute an effective
| domestic remedy.
|--: The Commission finds that the suggested application for discretionary

relief in the instant case cannot do so either.

Fig. 5: Output of the automatic system: small fragment of the argumentation tree-structure of a

document
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Figure 5 is a small fragment of the tree-structure obtained in a test of our automatic

system without human intervention. It contains the top-level of the tree, i.e. the decision

(D) and the main argumentation (A), which contains six arguments. The figure shows

only two of them, which are the ones closer to the end of the document, i.e. closer to

the final decision. The first is a single conclusion (C) and two premises (P). The second

is a single conclusion (C) and four premises. The first three premises are single and

were found thanks to the verbs notes and recalls; therefore internally they are PverbP .

Note that the first one could have been detected by the article reference, but as the

CFG applies rules by order the first choice is PverbP . The last premise contains two

premises, the first a sentence, clause or word neither classified as a conclusion nor as a

premise (s) and the second a support premise (Psup) due to the word either and the

verb finds.

5 Applications of Argumentation Mining in Law

Argumentation has been recognised as a key area of importance in Artificial Intelligence

(AI) and Law for over a decade. The study of argumentation in general AI is receiving

increasing attention as AI comes to recognise that a persuasive or convincing argument

is not the same as a formal mathematical proof. However, little research addressing

this theme has yet found its way to practice.

Arguments, as found in case files and judicial decisions, can often be rather com-

plex, so that understanding the web of relationships becomes difficult. Argumentation

mining addresses this need in research on argument structuring, which has uses in areas

where the clear presentation of the argument is of prime importance, such as prelimi-

nary fact investigation, teaching or case management. When used for case management,

a software using argumentation mining and other natural language and information

retrieval techniques could allow the user to structure a collection of case-related docu-

ments in terms of the argumentation structure of a case. The structure would capture:

the main issues; the main positions and arguments taken by the parties with respect

to the issues; the available evidence related to them; and so on. Documents (statutes,

case law, journal articles, testimony, letters, and so on) could be indexed following the

argumentative structure, i.e. relating them to the relevant argumentation parts of the

case, making it easier to find the evidence that supports or attacks that part of the

argumentation.

In case-based reasoning systems, such as [33], [34], [46], [47], [48] or [49], where

expertise is embodied in a library of past cases and the current problem is matched

against those past cases to retrieve only the similar cases, argumentation mining offers

a new way to compare cases, i.e. by their argumentation structure. Lawyers could

compare cases by the amount of arguments that were necessary to prove a common

conclusion. Then they would find which argumentation was more efficient and complete,

i.e. the minimal set of arguments that can not be defeated. In another more complex

application a lawyer could be interested in searching for all the previous cases which

used a type of argument to attack another; here we refer to for example the use of an

argument of expert opinion to attack a previous argument. The lawyer’s intention could

be to find examples where it yields a favourable result and examples where the factfinder

(e.g. court) was not convinced. Then the lawyer would analize how those arguments

diverge, and therefore he would find the most effective or persuasive presentation of

the facts. The current state of argumentation mining research would not allow this.
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However, we are confident that once the argumentation structure is well determined a

classification of its arguments would be possible.

Furthermore, formal or computational models of legal argument have been designed

and applied to knowledge bases with formalised knowledge to produce automatic de-

cision systems [42]. This research finds its main obstacle in the knowledge engineering

bottleneck, that makes their practical applicability restricted. However, the use of ar-

gumentation mining can offer an easy way to obtain arguments to update the bases,

opening new avenues for reasoning system development.

Another important research area in argumentation has focused on argument visu-

alisation tools, such as Araucaria [40]. Most of these tools are stand-alone tools for

visualising the structure of a single document or a single argument. However some of

them are starting to incorporate analysis of different sources, e.g. finding arguments

in different webpages and their relations. Extending any of these visualisation tools

with argumentation mining would open new possibilities for the users of these tools.

For example, the system could offer a suggestion of argumentation for the given text

allowing the user to modify it if needed. Another option would be that the system

automatically creates an argumentation structure for the selected text by the user.

Finally, in areas such as management or finances, argumentation mining can provide

a better way to mantain on-going discussions or large and long meetings. It presents

a more structured visualization of the discussed points and the arguments used by

the different parties, keeping track of which points have already been accepted or

rejected, and under which arguments or lack of arguments that happened. Therefore,

new members in the discussion will be provided with a better understanding of the

current state of the discussion and if the discussion has to re-start after a long break

restatements of arguments or reopening the discussion of previously well argued topics

could be avoided.

6 Conclusions and future work

Research on argumentation mining is still limited and leaves many interesting chal-

lenges. However, our experiments prove that it is possible to automatically detect writ-

ten argumentation and to structure it with general AI methods. We have presented a

framework that follows state-of-the-art argumentation theories enabling an automatic

approach to argumentation detection. Our experiments on distinguishing between ar-

gumentative and non-argumentative information in text show better than expected

results, specially for the legal texts.

The future of argumentation mining depends on three main aspects: (a) the study

and creation of new corpora to capture all possible types of argumentation in all scenar-

ios, (b) the implementation of new techniques to detect more complex argumentation

structures than simple trees and (c) an extended evaluation of all the methods by legal

experts and users.
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