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Abstract

Due to the nature of radio transmissions, communica-

tions in wireless networks are easy to capture and analyze.

Next to this, privacy enhancing techniques (PETs) proposed

for wired networks such as the Internet often cannot be ap-

plied to mobile ad hoc networks (MANETs). In this paper

we present a novel anonymous on demand routing scheme

for MANETs. We identify a number of problems of previ-

ously proposed works and propose an efficient solution that

provides anonymity in a stronger adversary model.

1. Introduction

Compared to wired networks, MANETs are more vul-
nerable to both active and passive attacks. Wireless trans-
missions are easy to capture remotely and undetected, while
the lack of central management and monitoring make net-
work nodes susceptible to active attacks. Providing security
for MANETs is a challenging task, and many researchers
have engaged in designing protocols for diverse security re-
lated task such as key management, authentication, confi-
dentiality, etc. Recently researchers have also tackled the
problem of anonymity in wireless networks (see related
work in Sec. 2). It is clear that providing anonymity in ad
hoc networks is important as users may wish to hide the fact
that they are accessing some service or communicating with
another user. Another application is hiding the location of
users participating in the network. Hiding nodes that par-
ticipate in the network also makes it more difficult for an
adversary to focus his attack as he will not be able to iden-
tify and locate the more active nodes within the network.

In this paper we describe an anonymous on demand rout-
ing protocol for MANETs that is secure against both nodes
that actively participate in the network and a passive global
adversary that monitors all network traffic.

∗This work was supported by Concerted Research Actions GOA-
Mephisto 2000/06 and GOA-Ambiorix 2005/11 of the Flemish Govern-
ment, and by the Interdisciplinary institute for BroadBand Technology
(IBBT) of the Flemish Government.

2. Related Work

The authors of [1, 3, 7, 8] present a different but simi-
lar means of anonymizing mobile ad hoc on demand rout-
ing protocols such as DSR [2] and AODV [5]. The main
idea is that the source sends a Route Request (RREQ) mes-
sage targeted at the destination in order to discover one or
more routes to this destination. Only the destination can
recognize that this RREQ was targeted at it, all other nodes
can only verify that it was not targeted at them, but no
other information is released to them. In SDAR [1] all in-
termediate nodes add an encrypted version of their iden-
tity to the RREQ before forwarding it. Only the destina-
tion is able to decrypt the identities collected in the RREQ.
The destination uses these collected identities to create a
Route Reply (RREP) message that will be returned to the
source of the RREQ. In ANODR [3] each intermediate node
adds sufficient information to a “boomerang onion” that is
copied by the destination into the RREP message. Nodes
can recognize RREP messages they need to forward using
this boomerang onion. Finally, in ASR [8] and MASK [7],
nodes forwarding a RREQ message keep state information
about this RREQ. Later on, when they receive a RREP mes-
sage, they use this state information to decide whether and
to whom they have to forward this RREQ.

3. Contributions of our Work

Our work improves on a number of drawbacks of the
protocols proposed in [1, 3, 7, 8]. Our proposal also remains
secure in a stronger adversary model.

The main drawback of ASR and ANODR is efficiency:

1. Every forwarding node has to generate a fresh pub-
lic/secret key pair for every RREQ message it for-
wards. As these RREQs are flooded over the entire
network, every node in the network needs to generate
a fresh key pair for every RREQ that is released in the
network. The private key is stored in the node’s routing
table. Note that the cost of generating public/private
key pairs is non-negligible.

2. RREP messages carry no identifier that can be linked
to the RREQ messages. This means that for a node to
decide whether it has to forward a RREP or not, it has



to try to decrypt it with every private key it has stored
in its routing table.

3. The destination is identified using a trapdoor identifier
of the following form: kSD [dest] where dest is a pub-
lic binary string that indicates that “you are the destina-
tion if you see this” and kSD is a shared key between
the source and destination. When a node receives a
RREQ it will have to decrypt the trapdoor identifier
with every key it shares with other nodes.

The main drawbacks of SDAR are:

1. Route discovery is very inefficient as it requires every
forwarding node to perform a public key decryption,
a public key encryption and a signature generation for
every RREQ message it forwards. Again this is a sub-
stantial cost as RREQ messages are flooded over the
entire network.

2. The destination learns the identity of all the forwarding
nodes on the path.

3. In SDAR it is assumed that every broadcast contains
the identity of the broadcasting node in plaintext.

The main drawbacks of MASK are:

1. The final destination is contained within every RREQ
message in plaintext.

2. MASK relies on a tight synchronization of keys and
pseudonyms between neighboring nodes.

Another drawback common to ANODR, ASR, SDAR and
MASK is that a powerful passive adversary that monitors
all network traffic (without knowing any keys) can trace
the RREP message from the destination back to the source.
This is because only the intermediate nodes that are as-
sumed to forward the RREP actually do so and all other
nodes drop the RREP packet. The authors assume that
a global passive adversary cannot link the RREP packets
from one hop to the other because they will have a different
appearance, we argue that a global passive adversary can
still trace the RREP packets by following the flow of RREP
packets (if a RREP enters a node and a fraction of time later
a RREP leaves this node, this node is most likely on the
path). Exactly the same argument holds for all the DATA
packets that are transmitted over the anonymous route be-
tween source and destination. This means that the adversary
is able to correlate educated guesses on the path and quickly
discover source-destination relationships by observing the
message flows.

The protocol we propose in this paper solves the prob-
lems related to anonymity while also solving some of the
efficiency problems of the previous proposals.

4. Adversary Model and Goals

In this paper we assume two distinct adversaries. The
first adversary is an external global passive adversary who
can observe all possible communications between all nodes
in the network at all time. The goal of our protocol towards

this adversary is to (1) prevent him from learning the desti-
nation of these messages, and (2) prevent him from learning
which nodes are part of the path from the source to the des-
tination.

The second adversary we assume is a cooperating node

inside the network. This means that we assume that every
node that is part of the network is a potential adversary. The
goals of our protocol towards this adversary are (1) a node
should not be able to determine whether another node in
the network is the sender or the destination of a particular
message, (2) a node should not be able to determine whether
another node is part of a path between two nodes.

5. Our Proposal: ARM

5.1. Assumptions

We assume that every node in the network has a perma-
nent identity that is known by the other nodes in the network
that wish to communicate with this node.

Next, we assume that the source S and the targeted des-
tination D share a secret key kSD and a secret pseudonym.
The source will include this pseudonym in RREQ messages
targeted at this specific destination. The destination will
have a list of its pseudonyms (used by different sources)
in memory such that he can quickly verify whether a mes-
sage is targeted at it or not. This pseudonym can only be
used once (i.e., for a single RREQ). Different mechanisms
can be used to synchronize the pseudonyms used between
source and destination (for example an encrypted synchro-
nized counter). The destination needs to store two consec-
utive pseudonyms, the Nymi that is currently used and the
next Nymi+1. The destination advances this window when
it receives a RREQ identified with Nymi+1. In order for
our protocol to be efficient, we assume that nodes will only
share secret keys and pseudonyms with a limited set of other
nodes.

Next, we assume that every node has established a broad-
cast key with its 1-hop neighborhood. This broadcast key
will be used to encrypt the RREP messages. For static
networks, nodes can establish these broadcast keys using
some random pseudonym and hence stay anonymous to-
wards their neighbors. For dynamic networks with mobile
nodes, the key management scheme by Seys and Preneel
[6] can be used. Seys and Preneel propose a dynamic key
management scheme that periodically established new link
keys and broadcast keys with new nodes that enter a node’s
neighborhood. Again nodes can use pseudonyms while run-
ning this key management protocol in order to hide their
real identity to the other nodes in the network. By using a
fresh pseudonym every time they run the key update proto-
col nodes can obtain a certain degree of anonymity towards
other nodes in the network as they move around. Another
possibility is to use the scheme proposed in [7], adapted to
support broadcast keys instead of point-to-point keys.

We further assume that wireless links between nodes are
symmetric.



5.2. Route Discovery

Assume that source node S wishes to discover a route to
the destination D. Nodes S and D share the secret key kSD

and D will recognize its current pseudonym NymSD .
First, S generates a fresh asymmetric key pair

privD/pubD and a secret key k. Next, S generates the
trapdoor identifier iddest that can only be opened by node
D that has knowledge of the secret key kSD :

iddest = kSD [D, k,privD], k[NymSD ] .

The last part k[NymSD ] is later on used to proof that a
RREP actually comes from the intended destination D.
Next, S generates a random pair of link identifiers (nS ,
kS) that will later on be used to recognize RREP messages.
Finally, S encrypts1 the pair of link identifiers with pubD

and broadcast the following RREQ message (NymSD also
serves as a unique identifier for this RREQ message):

S −→ * : NymSD , ttl,pubD, iddest,pubD(nS , kS) .

Each node Ni that receives a RREQ message first checks
whether it is the targeted destination of the received RREQ
by verifying whether NymSD is in its current list of valid
pseudonyms. If so, Ni tries to decrypt the trapdoor identi-
fier iddest and verifies whether the first part of the decryp-
tion is equal to its global identifier Ni. If this fails, the node
was not the targeted destination. Independent of the out-
come, the node checks whether NymSD has been recorded
in its routing table. If yes, the node discards the RREQ
message. Otherwise the node performs the following tasks,
depending on whether it was the targeted destination or not.

If Ni is not the targeted destination, it first checks the
ttl field. If ttl ≤ 1 then the node decrements the ttl,
and generates a random pair of link identifiers (ni, ki), ap-
pends these to the already received encrypted link identi-
fiers and encrypts everything with pubD. Finally, Ni stores
(NymSD , ni, ki, k[NymSD ]) in its routing table and broad-
casts the following RREQ message:

Ni −→ * : NymSD , ttl,pubD, iddest,
pubD(. . . (pubD(ni−1, ki−1), ni, ki) .

If Ni is the targeted destination, it performs the same
steps as if it was not the targeted destination, but fills the
link identifier field with random data of appropriate length
(in stead of the encrypted link identifiers):

D −→ * : NymSD , ttl,pubD, iddest, [random bits] .

After it has forwarded the RREQ message, the destination
can prepare its reply message.

We apply both random padding and time-to-live values
for the RREQ messages. We provide a detailed discussions
for both in Sec. 6.1 and Sec. 6.2.

1pub
D

(m) is the encryption with an asymmetric cipher of message m

using the public key of node D.

5.3. Route Reply

After successful decryption of the trapdoor identifier
iddest, the destination has knowledge of k and privD. Us-
ing privD, node D can decrypt the link identifiers that are
contained within the received RREQ. With these pairs of
link identifiers (ki, ni) for 1 ≤ i ≤ n and (kS , nS), node D
constructs a route reply onion of the following form:

kn

[

nn, k′

n, k, kn−1

[

nn−1, k
′

n−1, k, . . . kS [nS , k]
]

]

,

with k′

n = h[kn−1] where h is a cryptographic hash func-
tion. After the construction of the reply onion, node D
generates a random ttl and broadcasts the following RREP
message (NymSD is copied from the RREQ message and
again serves as a unique identifier):

* ←− D : kD∗[NymSD , ttl], onion

The identifier and ttl field (i.e. the header) of the RREP mes-
sage are encrypted with the current broadcast key kD∗ of
node D to hide them from a global passive adversary.

Each node Ni that receives a RREP message will per-
form one of two actions (a) or (b) (see below). First it veri-
fies whether it has forwarded a Route Request with identifier
NymSD . If not, it proceeds with action (b). Otherwise, the
node checks whether it already received a Route Reply with
this identifier. If so, it again proceeds with action (b). If
this is the first time that it sees a RREP that has the same
identifier as a RREQ it forwarded earlier, it decrypts the re-
ply onion using ki and checks whether the first part of the
decryption is equal to ni. If so, node Ni is on the anony-
mous route. Node Ni now validates the proof k by verifying
that the decryption of k[NymSD ] using k retrieved from the
RREP is equal to NymSD . If the proof fails, the message
is discarded. Note that node Ni uses NymSD to retrieve
(ni, ki, k[NymSD ]) from its routing table. If the proof is
valid, node Ni proceeds with action (a).

(a) Node Ni strips one layer of the reply onion, generates
a new random ttl and broadcasts the RREP message,
encrypting the new header with its current broadcast
key. Node Ni stores the secret keys (k′

i
, h(ki)) in its

routing table. The first element k′

i
= h(ki−1) is a se-

cret it shares with the previous hop in the route, while
the second element h(ki) is a secret it shares with the
next hop in the route. We will use the notation kprev

and knext respectively in the rest of this paper to denote
these keys.

(b) Node Ni replaces the reply onion by random data of
appropriate length, decrements the ttl and broadcasts
the RREP message, encrypting the header with its cur-
rent broadcast key.

We apply both random padding and time-to-live values
for the RREP messages. We provide a detailed discussions
for both in Sec. 6.1 and Sec. 6.2.



5.4. Data Forwarding

Once the source of a RREQ message receives a RREP
message with the same identifier NymSD , it can start send-
ing DATA messages to the destination. Similar to send-
ing RREQ messages, DATA messages will have a one-time
identifier attached to them. This identifier allows a node on
the route to recognize the fact that it is the next hop and
that it should forward the message. Forwarding DATA mes-
sages is similar to forwarding RREP messages, using the
same ttl scheme, but no padding is required. The one-time
identifier is computed using the secret key shared between
consecutive hops in the route and the counters c and c′ that
are incremented per message received or sent on this route.
The routing table of a node Ni consists of the following el-
ements:

kprev knext idprev = kprev[c] idnext = knext[c
′]

Nodes that receive a message that is identified with one
of the idprev’s in their routing table replace this identifier
with idnext, reset the ttl field using the scheme in Sec. 6.2,
and forward the message. After forwarding the message the
nodes increment the counters c and c′. In order to change
the appearance of the messages as they traverse the network,
the identifier and ttl field are encrypted using the nodes’
broadcast keys (similar to the forwarding of RREP mes-
sages), while the payload is re-encrypted at every hop us-
ing the kprev for decryption and knext for encryption. The
length of every data message is fixed (the message is padded
at the source if necessary).

Nodes that receive a message with an identifier that does
not appear in their routing table replace the identifier and the
message payload with a random number, decrement the ttl
field and forward the message. Again the message identifier
and ttl field are encrypted using the node’s broadcast key.

6. Selecting Padding and Time-to-Live Values

6.1. Padding

As mentioned in Sec. 5 we apply padding in order to pre-
vent an adversary from learning the number of hops to the
source or destination of the RREQ or RREP messages. Our
padding scheme should be effective both against a global
passive adversary and each of the nodes inside the network
that actively takes place in the routing.

We propose the following padding scheme for RREQ
messages. The source randomly selects a padding length
according to the probability distribution in Fig. 1. Node B
that receives a RREQ message from node A with a certain
length can now compute the probability that it originated at
node A or not. The probability that it did not originate at
the node A is equal to the surface of the area underneath
the probability distribution2 left from the actual length of

2As this is discrete probability distribution, it actually is the sum of all
probabilities of selecting a smaller padding length.

the packet (the shaded area in Fig. 1) divided by a normal-
ization factor. We see that using the distribution function
we propose in Fig. 1 with high probability a node will se-
lect a padding length that has a large area left of it, while
choosing a padding length close to zero (providing limited
anonymity) is unlikely. Nodes forwarding the RREQ mes-
sages do not add any padding.

For the RREP messages the source chooses a random
padding length with a uniform probability distribution be-
tween zero and some maximum value (the padding is ap-
pended to the inner layer of the route reply onion). Here
the padding is not used to hide the source of the RREP, but
rather to hide the length of the RREP. Nodes forwarding a
RREP message keep the length of the RREP message con-
stant by adding padding the size of the peeled of layer to the
end of the RREP message before forwarding it.

6.2. TimetoLive

If a ttl field is used in the RREQ messages then we pro-
pose that the source adds a random value (between zero and
some maximum) to the required ttl size in order to reach the
destination. The ttl is randomized because otherwise it will
reveal the distance between the source and the destination.

The ttl field in RREP and DATA messages is required
in order to hide the actual path followed by these messages.
Using a fixed ttl value would reveal the path to nodes inside
the network that receive RREP or DATA messages from
their neighbors (as only nodes on the path will set the ttl
value to this fixed value and all other nodes decrement this
value). We propose the following padding scheme to pre-
vent this. Every node on the path chooses a ttl value ac-
cording to the probability distribution in Fig. 2. This distri-
bution has two important properties: (1) small ttl values are
favored, and (2) the probability rapidly decreases to reach
zero at some maximum ttl value ttlmax. Similar to the dis-
cussion on RREQ padding lengths, node B that receives
a RREP or DATA message from node A with a certain ttl
value can compute the probability that it originated at node
A or not. The probability that it did not originate at the
node A is equal to the surface of the area underneath the
probability distribution at the right side of the ttl value it
received (the shaded area in Fig. 2) divided by a normaliza-
tion factor. We see that using the distribution function we
propose in Fig. 2 with high probability a node will select
a ttl value that has a large area right of it, while choosing
a large ttl value (providing limited anonymity) is unlikely.
We set a minimum ttl value in order to hide the path to a
global passive adversary. Nodes receiving RREP or DATA
messages that are not part of the path decrement the ttl be-
fore forwarding the message as described in Sec. 5.3 and
Sec. 5.4.

7. Analysis of our protocol

7.1. Route Hiding

Our protocol effectively hides routes in the network, both
against a passive global adversary and nodes inside the net-
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work. Because of the probabilistic padding and ttl scheme
we use, nodes inside the network will not be able to de-
termine whether the node they received a message from is
the source of this message or forwarding it (a more detailed
analysis of the privacy our random ttl/padding scheme pro-
vides will be available in an extended version of this paper).
Nor will nodes be able to tell which node is communicating
with which other node by inspecting the messages they are
forwarding. A passive global adversary will be able to learn
which nodes are the sources of fresh messages, but he will
not be able to trace this message and learn which nodes are
forwarding the message and which node is the final desti-
nation. The probabilistic ttl scheme we use hides the actual
path between source and destination in a “cloud” of possi-
ble paths as this message is forwarded by every node that
receives it (whether the node is on the path or not) until the
ttl field finally reaches zero.

Note that previous works propose the use of dummy traf-
fic and local mixing of messages to prevent traffic analysis.
We argue that these are generic techniques that can be used
in any situation to hinder traffic analysis, also in our scheme.
The advantage of the limited flooding we propose is that it
provides dummy traffic where it is needed (in the vicinity
of actual traffic).

7.2. Efficiency

Our protocol requires no cryptographic operations in or-
der for nodes to be able to recognize a message as being
targeted at them or not. Next to this, participating in the for-

warding of a RREQ message only requires nodes to perform
a single public key encryption. When using Rabin or RSA
with a small exponent, this can be implemented very effi-
ciently [4]. Our probabilistic ttl scheme makes it possible
to hide the path between source and destination in a local-

ized cloud without flooding the entire network. Nodes that
only participate in the hiding process only need to decrypt
and encrypt the short message header using their broadcast
keys.

8. Conclusions

Anonymity is an important part of the overall security
architecture for mobile ad hoc networks as it allows users
to hide their activities. This enables private communica-
tions between users while making it harder for adversaries
to focus their attacks. In this paper we first identified a
number of problems and strengths in previously proposed
solutions. We proposed a solution that provides stronger
anonymity properties while also solving some of the effi-
ciency problems. We also provide an analysis of how our
protocol achieves its goals.
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