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Abstract

Today, wireless devices generally feature multiple radio access technologies (LTE, WIFI, WIMAX, ...) to handle a rich

variety of standards or technologies.These devices should be intelligent and autonomous enough in order to either

reach a given level of performance or automatically select the best available wireless technology according to

standards availability. On the hardware side, system on chip (SoC) devices integrate processors and field-programmable

gate array (FPGA) logic fabrics on the same chip with fast inter-connection. This allows designing software/hardware

systems and implementing new techniques and methodologies that greatly improve the performance of

communication systems. In these devices, Dynamic partial reconfiguration (DPR) constitutes a well-known technique

for reconfiguring only a specific area within the FPGAwhile other parts continue to operate independently. To evaluate

when it is advantageous to perform DPR, adaptive techniques have been proposed. They consist in reconfiguring parts

of the system automatically according to specific parameters. In this paper, an intelligent wireless communication

system aiming at implementing an adaptive OFDM-based transmitter and performing a vertical handover in

heterogeneous networks is presented. An unified physical layer for WIFI-WIMAX networks is also proposed. The

system was implemented and tested on a ZedBoard which features a Xilinx Zynq-7000-SoC. The performance of the

system is described, and simulation results are presented in order to validate the proposed architecture.
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1 Introduction
In the last decade, wireless communication systems have

greatly evolved in terms of mobility, covered range, and

throughput. A lot of standards with different specifica-

tions, both in the PHY (bandwidth, throughput, and mod-

ulation encoding techniques) and MAC layers, have been

provided to meet different technical requirements and

give access to new services. In this context, it has become

very interesting to consider a multi-standards device,

capable of implementing several MAC/PHY layers within

the same chip. In general, this is performed by implement-

ing several radio access technologies, in parallel, within
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the same chip. This solution is obviously very costly and

not satisfactory in terms of hardware resources usage.

Moreover, only few protocols can be handled in this

case.

Today, users are facing a huge diversity of commu-

nication networks and protocols that are generally very

complex and heterogeneous. This is especially true for

mobile devices that have to deal with multiple radio access

technologies (Multi-RAT), during their mobility.

Adaptive techniques enable applying modifications in

real-time to both PHY or MAC layers of a wireless

system. Using these techniques, modifications are per-

formed according to specific conditions and to the state

of the communication channel within the overall network.

This allows achieving the best performance by adapting

and reconfiguring the communication system in real-

time without interruption. The operation of switching
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between radio access technologies is denoted as vertical

handover.

Hardware reconfiguration of wireless communication

systems is the most interesting solution for implement-

ing adaptive techniques and vertical handover algorithm

(VHA). In this case, some system functions may be mod-

ified during runtime, while other functions continue to

run without any interruption. Field-programmable gate

arrays (FPGAs) constitute the ideal circuits to imple-

ment such reconfigurable systems. Such devices are now

sufficiently mature to implement very complex systems

with a high level of performance. Partial reconfigura-

tion (PR) is one of the interesting features that has been

added by FPGAs’ vendors to ensure even more flexibility.

Furthermore, partial reconfiguration decreases the time

needed to reconfigure parts of the circuit and reduces

its power consumption by considering only partial bit-

streams instead of complete ones.

Another interesting feature in recent FPGA devices

is the presence of embedded hard processor cores that

are implemented with the hardware FPGA fabric, in the

same chip. For example, the ZYNQ SoC devices from

Xilinx feature a dual-core ARM Cortex-A9 based Pro-

cessing System (PS) as well as a programmable logic

(PL) within a single device. Compared to their soft-

core processor counterparts, these processors offer much

more computing power and speed. SoC devices are

appropriate for designing joint software and hardware

(SW/HW) systems. The existence of such systems in

the end devices allows designing high-performance smart

communication objects.

In this work, we present an ARM-FPGA-based plat-

form for reconfigurable wireless communication systems

that benefits from the partial reconfiguration technique.

The baseband functions of the wireless system are imple-

mented within the FPGA fabric, whereas the reconfig-

uration of the different functional blocks is managed

by processes running on the ARM processor. The role

of these processes is to take decisions and manage the

reconfiguration process of the concerned modules. A

custom micro-kernel that is dedicated to partial recon-

figuration [1] is used to schedule and share resources

among processes.

The main contributions of the paper are as follows:

1. Designing an original FPGA reconfiguration manager

based on a custom micro-kernel that concurrently

executes several independent tasks.

2. Proposing a vertical handover algorithm based on a

scoring system that makes it possible to switch

between two standards according to predefined

metrics.

3. Quantitative evaluation of the system performance

based on a case study.

This paper is organized as follows: Section 2 deals

with the related works on reconfigurable radio sys-

tems using the partial reconfiguration technique, verti-

cal handover algorithms for heterogeneous (Multi-RAT).

Section 3 describes the general system model, i.e., the

proposed SW/HW platform for reconfigurable wire-

less systems. In Section 4, an implementation study of

an adaptive reconfigurable OFDM transmitter is pro-

vided. In Section 5, VHA in WIFI-WIMAX networks is

applied to the proposed system. Section 6 presents the

experimental results and demonstrates the feasibility of

the proposed approach. Finally, we conclude the paper

in Section 7.

2 Background and related works
This section discusses background concepts and related

works in the context of reconfigurable radios and adaptive

techniques. The use of PR in reconfigurable radios, as well

as VHAs for heterogeneous networks, is also described in

this section.

2.1 Adaptive techniques

Increasing the performance of wireless communication

systems has always been one of the first objectives of

designers. Due to the characteristics of wireless chan-

nels (path loss, fading, shadowing ...), the multiplicity

of standards, frequency allocations, and mobility

features provided by wireless devices, the operating

environment has become more and more complex

to comprehend.

In this context, researchers have proposed adaptive

mechanisms to allow wireless systems to adapt wave-

forms according to the channel properties. Such systems

may sense, learn, and decide to reconfigure themselves

dynamically. Various low-level parameters such as the

received signal strength indicator (RSSI), signal-to-noise

ratio (SNR), and bit error rate (BER) have been used to

guarantee adaptability. Other high-level parameters, such

as resource allocation, quality of service (QoS), and power

consumption, have also been investigated to decide and

appropriately adapt the system to the environment in real-

time. The main benefit of the adaptive techniques consists

in maximizing the channel capacity while minimizing the

power consumption.

Adaptive modulation is one of the techniques that has

been proposed to set up the best constellation scheme

according to the channel conditions [2–4]. Adaptive chan-

nel encoding and code rate is another adaptive tech-

nique that has been proposed to select the best encoder

or the code rate according to the channel status, as

presented in [5–7].

Other algorithms and methodologies have also been

proposed to deal with bandwidth adaptation. In this case,

the system is able to adapt the bandwidth according to
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the spectrum status. For example, in OFDM systems, fast

Fourier transforms (FFT) and sub-carrier mapper mod-

ules can be adapted according to parameters provided by

the device and network, as presented in [8] and [9]. In

[10] and [11], the authors show that it is crucial to adapt

the FFT size with respect to power consumption. These

two papers describe how power consumption increases

as the FFT size increases. These different studies show

that many parameters may be taken into account in

an adaptive system. In our work, we consider multiple

adaptive algorithms that are operating in parallel in order

to reconfigure several modules in a wireless system. The

SW/HW platform proposed in this paper aims at manag-

ing and scheduling multiple processes based on adaptive

algorithms to decide when partial reconfiguration should

be applied to hardware.

2.2 Reconfigurable radios using PR

Numerous studies that were proposed for reconfigurable

wireless communication systems and cognitive radio

(CR) have already taken the advantage of the partial

reconfiguration technique in FPGAs. In [12], a review

of these techniques in wireless communication systems

is presented. The authors suggest benefiting from par-

tial reconfiguration to design and implement a Multi

Carrier Code Division Multiple Access (MC-CDMA)

system which combines both OFDM and CDMA with-

out presenting the technical details of the proposed

system.

In [13] and [14], the authors propose M-Phase Shift

Modulation (M-PSK) and M-Quadrature Amplitude

Modulation (M-QAM) modems implemented in FPGA.

These modems are implemented with reconfigurable

modulation and demodulation modules based on the par-

tial reconfiguration technique for software-defined radio

(SDR) and CR applications. Also, in [15], the author con-

tinued his work by proposing a partially reconfigurable

OFDM transmitter. The DPR technique is applied by

reconfiguring the modulation and encoding modules. In

this work, a microblaze soft-core processor implemented

in FPGA has been used to manage the PR process. In [16],

the authors propose a full reconfigurable OFDM trans-

mitter, in which most of the modules (modulator, encoder,

and FTT) of the OFDM are partially reconfigured. How-

ever, they do not describe how partial reconfiguration is

managed and controlled in real-time. Also, they do not

explain under which conditions the system decides to

apply the PR process.

In [17], a similar work based on the DPR concept is dis-

cussed. It consists in applying DPR on the modulation and

encoder modules of the IEEE 802.11g physical layer. Nev-

ertheless, the authors do not describe how they manage

the PR process and do not mention the required real-time

control.

In [18], the authors describe an adaptive reconfigurable

transmitter for OFDM-based cognitive radio. In this

transmitter, the modulation module is adapted accord-

ing to the SNR value. The authors implement a simple

configuration controller but do not describe how the bit-

stream is transferred to the FPGA.Moreover, it is not clear

whether the system can runmultiple adaptive processes in

parallel or not.

The authors in [19] and [20] benefit from the PR

technique to propose reconfigurable radio systems. PR

management is controlled by a microblaze soft proces-

sor implemented in FPGA with an Internal Configuration

Access Port (ICAP) controller. In this case, additional

resources in the FPGA are used for both the microblaze

processor and for the ICAP IP. In our proposed system,

we are using the ARM embedded core and the Proces-

sor Configuration Access Port (PCAP) interface is used

instead of ICAP. In this case, no additional resources in

the FPGA are required.

2.3 VHAs for heterogeneous networks

In the context of vertical handover in heterogeneous

networks, several works can be mentioned. In [21], the

authors proposed an algorithm composed of two steps.

In the first step, the handover is triggered according to

the data rate requested by the user. Before starting the

handover, the system evaluates the speed of the node. If

the speed is higher than a certain threshold that does not

allow benefiting efficiently from switching to another sys-

tem, the handover is canceled and considered as unneces-

sary. Otherwise, if the speed is appropriate, the available

networks are compared according to five parameters: the

bandwidth, jitter, delay, cost, and bit error rate. Then,

the best standard is selected and the vertical handover is

performed if necessary.

The authors in [22] propose an adaptive network scan-

ning algorithm in the context of heterogeneous wireless

networks. In this paper, the main idea is to prevent unnec-

essary scanning processes. The power consumption is

then reduced. The device speed is themain parameter that

the algorithm considers to adapt the scanning period. A

speed limit is defined for every wireless standard.

In [23], the authors propose a vertical handover algo-

rithm between LTE and WLAN consisting of three steps.

The first step aims to initiate the handover based on RSS

(received signal strength). In the second step, a fuzzy logic

system compares four parameters provided by the two

networks (bandwidth, SNR, battery life, and network load)

to decide which network provides the best connectivity. In

the third step, a seamless vertical handover is executed.

Based on the signal to interference plus noise ratio

(SINR), the authors in [24] propose a vertical handover

between WIFI and WIMAX. According to a custom

mathematical function, the equivalent SINR value for each
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network is computed and compared. The handover deci-

sion is based on the best equivalent SINR value.

In the context of creating a unified architecture for

two standards, interesting studies for WIMAX and WIFI

systems are proposed in [25–27]. The similarities and

differences between WIMAX and WIFI physical layers

are shown in these articles. The studies describe how

WIMAX and WIFI physical layers are quite similar in

their global architecture with only few differences in spe-

cific modules. Note that it can be appropriate to apply the

PR technique to switch between these two standards by

considering only these specific modules.

In our work, we aim to provide a complete study

for using the PR technique on ARM-FPGA systems in

the context of reconfigurable radios. This article briefly

explains the tasks and modules that are executed on the

processor, and how partial reconfiguration is managed.

All the proposed tasks run on top of a light and custom

micro-kernel dedicated to partial reconfiguration. We will

also discuss more about the PR design for reconfigurable

architectures and focus on the switching betweenmultiple

wireless standards. In addition to evaluating the needed

reconfiguration time and reserved resources of the pro-

posed reconfigurable architecture, we will also estimate

the additional power consumption due to the reconfigu-

ration process.

3 General systemmodel
The proposed system can be divided into two parts: the

first part is running on the ARM processor, whereas the

second part is executed in the FPGA logic. The general

system design is presented in Fig. 1.

3.1 Overview for ARM-FPGA platform

The ARM-FPGA platform is based on the Zynq-7000

device. This SoC integrates both software (PS) and

hardware (PL) parts within the same chip. The PL

part, which is equivalent to a classic FPGA fabric,

is ideal for implementing high-speed logic arithmetic

and data flow subsystems. On the other hand, the PS

part supports software algorithms and operating sys-

tems. A high-speed connection between both parts is

achieved using the Advanced Extensible Interface (AXI)

interconnection [28].

Partial reconfiguration can be applied to the FPGA

through two interfaces. ICAP is the first interface, in

which the controller is an intellectual property (IP)

entity implemented in the FPGA. The second one is

the PCAP interface, which enables the ARM proces-

sor to partially reconfigure the FPGA in real-time. In

this case, the PS uses the Device Configuration Inter-

face (DevCfg) integrated on the ZYNQ device. The PCAP

interface is driven by a 100-MHz clock and deals with

a word width of 32 bits. The theoretical throughput is

3.2 Gbit/s, but due to the speed limit of transferring

bit-streams from RAM, the interface speed is limited to

1.2 Gbit/s. In our case, we use the PCAP interface for

its better compatibility with software applications and

because it does not require additional logic resources in

the FPGA.

In addition to providing more flexibility, one of the ben-

efits of partial reconfiguration is the cost reduction. This

is achieved by implementing multiple functions within

the same region of the FPGA and modifying their func-

tionality on demand. It then allows reducing the amount

Fig. 1 General system design
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of required resources when modules are implemented

concurrently.

3.2 Processing systemmodules

The proposed modules running on the ARM are the con-

figuration controller, parameter provider, and hardware

updater. All these modules run as tasks in the user-space

of a custom micro-kernel.

3.2.1 Micro-kernel

Ker-ONE is a lightweight micro-kernel that provides para-

virtualization on ARM embedded systems. In this work,

it is seen as a simple kernel that may implement several

isolated tasks at user level. Since Ker-ONE is very simple,

it only provides fundamental functions such as round-

robin scheduling, inter-process communication (IPC),

and memory management. It ends up with a small trust

computing base (TCB) as described in [1]. In the proposed

system, multiple adaptive processes run concurrently on

the top of the kernel. Each task may access the DevCfg in

order to reconfigure specific hardware blocks in the PL

region of the FPGA. Note that all the mechanisms that

deal with reconfiguration management are implemented

in different isolated tasks: the configuration controller,

parameters provider, and hardware updater.

3.2.2 Configuration controller

The configuration controller has twomain objectives. The

first objective consists in transferring partial bit-streams

to the FPGA. For additional security reasons, the par-

tial bit-streamsmemory locations are only accessible from

the configuration controller. This controller eliminates

any conflict that may occur when several user processes

decide to access the DevCfg at the same time. In this case,

it transfers the bit-streams consecutively. The adaptive

processes do not manage the bit transfer operations but

only send requests and provide the memory addresses to

the configuration controller that performs the operation.

The configuration controller module can also configure

the concerned hardware modules by updating their input

parameters in real-time. This operation is called paramet-

ric reconfiguration. In this case, the system reconfigures

the hardware either by updating the input parameters

of the concerned module or by sending a new version

(bit-stream) of the reconfigurable module. As an example,

we can consider the IFFT module which can be recon-

figured in real-time either by modifying the IFFT size

parameter or by applying PR. This enables to combine

both methods of reconfiguration (partial and paramet-

ric reconfiguration) to create a reconfigurable system.

Choosing the configurationmethod depends on the archi-

tecture of the hardware module. Another important task

of the configuration controller is to control the data flow

during partial reconfiguration. When a system is divided

into a set of configurablemodules, it is mandatory tomake

sure that the reconfiguration does not cause any loss of

data in the reconfigurable modules during the PR process.

An example of the control management is described in

Fig. 2 where the second process (Process3) is requesting

to modify the third module (Block3). In this case, the con-

figuration controller suspends all the precedent modules

(Block1 and Block2) that produce inputs to the reconfig-

ured module (Block3). Note that the reconfiguration time

of the concerned module is provided to the controller.

This helps the controller to determine the time during

which the modules should be suspended. The hardware

Fig. 2 Dataflow management by the configuration controller during partial reconfiguration
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blocks data flow is controlled through the general purpose

input output (GPIO) ports connecting the PS and PL.

3.2.3 Parameter provider

The parameter provider is another important task run-

ning on the micro-kernel. It is considered as an interface

for all the parameters of the system. This task provides

all the required parameters to the user processes in order

to take a decision regarding the configuration of a spe-

cific module. The parameters are collected from different

layers in the system.

3.2.4 Hardware updater

The third module running on the processor is the hard-

ware updater. In this module, we benefit from one of

the advantages of the partial reconfiguration that makes

it possible to implement new versions of modules or

even update other available modules during runtime. In

a partial reconfiguration system design, reconfigurable

modules are defined as black boxes with predetermined

input and output ports. This means that all the versions of

the reconfigurable module must have the same input and

output ports.

Many partial bit-streams can be generated but only one

is transferred to the FPGA at a time. The other partial bit-

streams are transferred to the reconfigurable module on

demand. In such designs, we have the possibility to recon-

figure any reconfigurable module without reconfiguring

all the hardware chain.

The task of the hardware updater is to check for any

new update or new version of a reconfigurable modules. If

any update is available, a module retrieves the new partial

bit-stream in a secure way. The idea is similar to updating

or sending patches to a software process, but applied to

hardware.

3.3 Reconfigurable chain on programmable logic

On the FPGA, let us assume having a reconfigurable

chain for processing wireless standards. The reconfig-

urable chain may be reconfigured during runtime either

by transferring partial bit-streams or by parametric recon-

figuration. According to the decision made by the adap-

tive processes, one or multiple modules are reconfigured

to adapt the waveform to fit the new system status. In

[29], we have proposed and compared several reconfig-

urable architectures to switch between multiple wireless

standards. In a first approach, we have considered the

full chain as an unique reconfigurable block. Switching

between standards consists in transferring a single large

partial bit-stream. This architecture is called one reconfig-

urable block architecture (ORBA). The second approach is

the multiple reconfigurable blocks architecture (MRBA).

In this architecture, multiple blocks of the chain are

reconfigured to switch from a standard to another. As

shown in [29], MRBA is better in case of switching

between standards with similarities in their physical layer.

On the other hand, ORBA is easier and more suitable

when wireless standards have many differences in their

physical layer.

3.4 Data flow control

Partial reconfiguration process needs time to be achieved

which leads to an interruption in the hardware chain.

Compared to the parallel implementation design, PR

design decreases the overall hardware resources and

power consumption. On the other hand, the reconfigura-

tion time must be considered in PR design compared to

parallel design one. The additional reconfiguration time

is related to the size of the reconfigurable module. The

configuration controller, proposed in our design, handles

the data flow during the partial reconfiguration process as

explained above. FIFOs implemented between the recon-

figurable modules buffer the data flow during the PR pro-

cess without causing an interruption at the upper layers.

In case of switching between multiple wireless standards,

there are two possible designs as explained before. In

MRBA, the system is formed by multiple small reconfig-

urable blocks. However, in ORBA, the system includes

only one large reconfigurable block. In both designs, the

reconfiguration time is acceptable since the handover

between multiple wireless standards depends also on sig-

naling from the upper layers. To avoid losing any data,

a FIFO buffers data from the upper layer until the PR

process is achieved.

4 Auto adaptive OFDM transmitter
To study the impact of applying partial reconfiguration

in the context of reconfigurable radios, we have imple-

mented an auto-adaptive OFDM transmitter in the pro-

posed system. The OFDM is an advanced multi-carrier

modulation technique used in the new generations of

fixed and mobile wireless communication systems (ex:

Wifi, LTE, ...). This technique divides high-rate data

streams into multiple low-rate data streams. The infor-

mation is then modulated and transmitted over multiple

sub-carriers.

4.1 Reconfigurable hardware

The OFDM transmitter is composed of an encoder, a

modulator, a mapper, and an IFFT (see Fig. 3). Based

on the Xilinx Vivado tool, multiple partial bit-streams

have been generated for these modules. The different

versions of the reconfigurable modules and the param-

eters used in the transmitter are given in Table 1. The

OFDM transmitter has been tested and implemented on

the ZedBoard. The data path operates on the FPGA as

follows: A random bit source generator provides ran-

dom data to the encoder. Then, data are encoded and
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Fig. 3 OFDM transmitter base modules

provided to the modulator in which frequency domain

symbols are generated. The symbols are mapped into

sub-carriers in the IFFT module through the mapper.

Finally, ten OFDM symbols with the corresponding cyclic

prefix are generated by the IFFT module and concate-

nated with pilot bits to build a frame. The frame is

then ready to be transferred to the Radio Frequency

(RF) module.

The reconfigurable regions on the FPGA (Pblocks)

are selected using the floor-planning tool. Selecting a

Pblock with an amount of resources larger than neces-

sary leads to larger partial bit-streams. Therefore, the

selected Pblocks are tuned to the maximum resource

utilization that is required by the different versions

of the reconfigurable modules. Figure 4 shows the

floorplan design of the reconfigurable and static mod-

ules of the OFDM transmitter. As required in a PR

design, the different versions of the reconfigurable mod-

ules should have the same interface (input and output

ports).

For example, if a 4-QAM modulator has a 2-bit input

whereas a 256-QAM modulator has an 8-bit input, then

the reconfigurable modulator will match the largest mod-

ule with 8-bit input. Therefore, 6 bits will be unused in the

data input port of the 4-QAM. A similar concept is applied

to all the reconfigurable modules in the chain. Note that

these additional bits have no impact since they are likely to

disappear in the optimization process of the design flow.

Figure 5 presents the adaptive OFDM transmitter

implemented in the proposed platform. The modula-

tor, encoder, and IFFT blocks are reconfigurable mod-

ules whereas the other blocks remain static. The partial

Table 1 OFDM transmitter parameters

Parameters Scenario

Modulation 4-QAM, 8-QAM, 16-QAM, 32-QAM, 64-QAM

(I)FFT size 16, 32, 64, 128, 256, 512, 1024

Cyclic prefix length 2, 4, 8, 16, 32, 64, 128

Encoder Convolutional 1/2, 1/3, 1/4, 1/5, 3GPP LTE Turbo

Encoder 1/3

Frame 1 OFDM pilot + 10 OFDM data symbols

FPGA Zynq-7000 xc7z020

Clock 200 MHZ

bit-streams corresponding to multiple versions of each

reconfigurable module are located in memory, and trans-

ferred to FPGA on demand by the configuration con-

troller. Note that in some cases, such as for the (I)FFT

architectures, the concerned module can be reconfigured

by parametric reconfiguration without initiating the DPR

process and transferring a bit-stream from memory. This

can be applied by simply modifying the input size parame-

ter of the module. This situation is also taken into account

in the configuration controller.

4.2 Adaptive processes

The Xilinx SDK tool has been used to implement three

adaptive processes running on the ARM processor. The

processes are implemented in C code and run in parallel

on top of the micro-kernel.

The first (adaptive_mod) process is based on the adap-

tive modulation technique and aims to monitor the SNR

value to select the best modulation scheme. The role if

this process is to reconfigure the modulation block dur-

ing run-time. The second process, adaptive_encoder, is

based on the adaptive channel coding technique. This

process reads the BER and SNR values to obtain the wire-

less channel status in order to select the best coding

rate or the efficient encoder type. This second process

reconfigures the encoder module of the OFDM chain.

The purpose of the third process, adaptive_IFFT, is to

modify the IFFT size according to the power consump-

tion and energy left in the battery of the system. It is

then given the permission to access this metric from a

sensor.

Based on offline experiments, we found out that this

is the most power consuming module in the hardware

design. This process monitors the power consumption in

order to select the efficient IFFT size. The three adaptive

processes are executed as user processes. In this work,

we have considered a realistic scenario in which all the

three processes are based on theoretical adaptive tech-

niques and reconfigurable wireless system methodologies

as proposed in [2, 7, 10].

The implemented adaptive_mod process can be

explained as follows. The process is first initialized (for

example with a value corresponding to a 4-QAM modu-

lation) then it waits until another SNR value is received.

Once it is received, it will be analyzed to check if it

belongs to the current range. If the new value is within
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Fig. 4 Floorplan view of the reconfigurable and static modules of the OFDM transmitter

this range, the process returns to a waiting state. Other-

wise, a new version of the modulation block is selected

according to the new range. The partial bit-stream of the

selected version is then transferred to the modulator.

Finally, the SNR range is updated and the process waits

for another SNR value.

The adaptive coding process, adaptive_encoder, is simi-

lar to the adaptive_mod process. It uses the BER parame-

ter to select the best encoder. Similarly, the adaptive_IFFT

process monitors the power consumption parameter of

the system to select the appropriate IFFT size. This pro-

cess can monitor a power regulator to read power values

from the device through the parameters provider. Note

that the adaptive_mod process and the adaptive_encoder

process can read the latest SNR and BER values from the

parameters provider at the same time.

5 Switching betweenWIFI andWiMax
In heterogeneous networks, during their mobility, end-

node devices may detect multiple wireless standards such

Fig. 5 Adaptive OFDM transmitter implemented in the proposed design
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as mobile broadband wireless access (3G, 3.5G, and 4G)

and Wireless Local Area Network (WLAN). Each radio

access technology features different specifications in

terms of supported Uplink and DownLink data rate and

coverage distance. For example, WIFI 802.11a supports

shared data rate up to 54 Mbit/s in 100 m coverage dis-

tance. On the other hand, WIMAX supports shared data

rate up to 70 Mbit/s and ranges up to 10 km. Both WIFI

andWIMAX standards support the Internet Protocol (IP)

that is widely used nowadays for voice, data, and video

streaming. More details on both standards are given

in [30].

In this section, PR was used to switch between mul-

tiple wireless standards. In the proposed scenario, an

heterogeneous network composed of both WIMAX and

WIFI networks is considered. An ARM-FPGA end-node

features a customVHA running on the PS part and an uni-

fied partially reconfigurable WIMAX-WIFI physical layer

chain implemented in the FPGA.

5.1 Vertical handover algorithm

Vertical handover algorithms read different parameters to

learn, study, and then decide whether to perform a verti-

cal handover or keep communicating through the current

standard. The key of taking a good decision is driven by

the collected and studied parameters from the environ-

ment. The known parameters can be divided into four

categories:

1. Wireless channel parameters: Reading parameters

from the wireless channel to inform the VHA about

the channel status. RSS, SNR, and BER are examples

of such parameters.

2. Network information parameters: These

parameters inform the VHA about the network

status. This category includes the number of

connected nodes to the access point, data rate, delay,

jitter, and cost.

3. User parameters: These parameters reflect user’s

data requirements at the application layer such as

required data rate and high priority data.

4. System parameters: Such type of parameters

provides the algorithm with the device status. These

parameters may deal with power consumption,

battery level, and device speed.

The proposed VHA for an WIMAX–WIFI network is

composed of three stages: an Handover Trigger, an Initial

Decision and a Final Decision. The algorithm identifies

two execution contexts. In the first context, the system

communicates through the WIMAX standard, whereas

in the second case, the system is initially operating with

WIFI.

The handover algorithm that switches fromWIMAX to

WIFI is illustrated in Fig. 6. The trigger is initiated as soon

as the handover process detects a RSS_WIFI value greater

than RSS_WIMAX. The Initial decision state is used to

make fast decisions and detect fake handover. Fake han-

dover is detected if the speed of the device is greater than

WIFI_max_speed_limit.

If the initial decision state is successfully passed, the

system goes into the final decision stage. In this final

Fig. 6 FromWIMAX to WIFI vertical handover algorithm
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stage, an adaptive scoring system reads multiple param-

eters to decide which network is the best according to

the user preferences. If the scoring system decides that

WIFI is better than WIMAX, then vertical handover

occurs.

The handover algorithm fromWIFI to WIMAX is illus-

trated in Fig. 7. Since the initial state is WIFI, the trig-

ger is initiated when the handover process detects that

RSS_WIMAX is greater than RSS_WIFI. The Initial Deci-

sion state explores two conditions. The first condition

consists in checking if the battery level is less than the

battery_low_level_limit. The second conditionmakes sure

that RSS_WIFI is less than RSS_WIFI_limit. These two

conditions should be verified; otherwise, the handover is

canceled.

If the initial decision state is successfully passed, the

system reaches the final decision stage. At this stage,

an adaptive scoring system reads multiple parameters to

decide which network is suitable according to the user

application processes preferences. If the scoring system

decides that WIMAX is better than WIFI, then vertical

handover occurs.

An example dealing with the operation of the proposed

scoring system is shown in Table 2, where each parameter

is assigned different points. The scoring system operates

as follows: If a standard provides a better behavior regard-

ing a given parameter (ex. SNR, BER), then points related

to this concerned parameter are added to the score of

the corresponding network. For example, if the data rate

parameter is assigned 3 points, and WIFI provides better

throughput than WIMAX, then 3 points are added to the

WIFI score. On the other hand, if the delay in WIMAX

is less than that in WIFI, 4 points are added to WIMAX.

Finally, the network with the highest score is selected.

Adding adaptivity to the scoring system improves the

efficiency of the system. In this case, it will be possi-

ble to adapt the weight of each parameter in the scoring

system according to the user preferences. As shown in

Table 3, the points attributed to a given parameter may

change according to the type of the running application.

For example, when running a voice over IP (VoIP) appli-

cation, the required data rate, delay, and jitter parameters

have more weights than in case of running a browsing

application.

The same concept can be applied to the power con-

sumption parameter. In this case, the weight of this

parameter may increase as the battery level decreases.

Therefore, selecting the best network is not only related to

the user applications requirements but also to the power

status of the system.

5.2 Unified physical layer for WIFI-WIMAX

Using PR technique, we aim to design a unified reconfig-

urable physical layer for WIFI and WIMAX standards. In

this section, we study the similarities and differences in

the physical layer of the two standards. A unified recon-

figurable architecture based on PR is then proposed and

described in details. The corresponding design flow is also

presented.

IEEE defines the PHY layer and MAC layer specifica-

tions for both WIFI and WIMAX. The physical layer of

these two standards is based on the OFDM modulation

Fig. 7 FromWIFI to WIMAX vertical handover algorithm
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Table 2 Example of a scoring system

Parameter WIFI WIMAX

Data rate (3) 3 –

Delay (4) – 4

Jitter (3) – 3

SNR (3) – 3

BER (3) – 3

Power consumption (5) 5 –

Total score 8 13

scheme. The main modules are Scrambler/Descrambler,

Forward Error Correction (FEC) Encoder/Decoder,

Interleaver/De-Interleaver, Mapper/De-Mapper, Pilot

Guard Insertion/Removal, IFFT/FFT, and Cyclic Prefix

Insertion/Removal. The differences in the transmitter

architectures are illustrated in Fig. 8.

As shown in Fig. 8, the physical layer architectures of

both standards are quite similar with few differences in

the functionality of some modules. For example, WIMAX

uses a Reed-Solomon FEC with a convolution encoder

whereas WIFI uses the convolution encoder only. The

differences in the receiver are similar to those in the trans-

mitter. Based on this, it seems suitable to apply PRwith the

multiple reconfigurable blocks architecture (or MRBA)

method.

Applying PR in the system design using MRBA requires

to divide the system into two parts, static and dynamic.

The static part consists of shared blocks used in both stan-

dards. During the switching process between standards,

this part of the system remains unchanged. The dynamic

part is composed of modules that can be reconfigured

when necessary. Multiple versions of these reconfigurable

modules are stored in memory.

To test the system, the choice has been made to recon-

figure the Scrambler, Interleaver, FEC, and IFFT blocks

in order to perform vertical handover during runtime.

The configuration controller reconfigures these modules

according to the VHA requests.

5.3 Unified receiver chain with adaptive scanning period

Scanning available wireless networks is important to

retrieve the required information and decide which wire-

less standard to select. To allow implementing a unified

receiver chain and scanning multiple standards within a

Table 3 Scoring system example according to different

applications

Parameter VOIP Video Browsing Ideal

Data rate 3 4 2 1

Delay 4 4 2 1

Jitter 4 4 1 1

short delay at the same time, the receiver should sup-

port reconfiguring itself rapidly to switch from a standard

to another. Similar to the approach proposed in [22], an

adaptive and specific scanning period has been provided

to sense the available standards. In this case, a unified

receiver chain is implemented in the FPGA. At a spe-

cific time, the receiver chain is reconfigured to sense the

network. The sensing period is given by the adaptive scan-

ning algorithm which directly depends on the speed of

the device. After collecting some parameters, the receiver

chain is reconfigured back to the initial operating stan-

dard. The VHA uses the collected parameters to decide

which standard to select.

6 Experimental results
This section is divided into three parts. The first one

focuses on the additional power consumption related to

PR. The second part presents the results obtained from

the adaptive OFDM transmitter scenario whereas the

third part presents the results of the WIFI-WiMAX ver-

tical handover scenario. In the last two parts, the results

are described in terms of the time needed to reconfig-

ure the dynamic modules, partial bit-streams size, power

consumption and reserved resources by each version of

the modules. Finally, a Gantt chart is presented to illus-

trate the behavior of the system according to the input

parameters’ variations. From the obtained results, we aim

to show how much hardware resources are used and eval-

uate the corresponding power consumption as well as the

reconfiguration time.

6.1 Additional power consumption related to PR

To measure the additional power consumption when

applying PR on the FPGA, real-time power measure-

ments on the board had been performed during partial

bit-stream transfer (see [31]). The power measurements

were performed on the PL and PS parts during the PR

operation. An increase of 0.125 mW/ms in the average

power consumption had been detected on the PS auxil-

iary circuits when initiating a DPR process. However, no

additional power had been noticed on the PL part of the

FPGA. These results were obtained by reconfiguring the

FPGA through the PCAP interface, from the processor,

and not using ICAP that requires internal mechanisms in

the PL part.

Using ICAP with MicroBlaze processor IPs increases

both the used resources and the power consumption

on the FPGA. While using ARM processor and PCAP

increases the overall power consumption of the system

(SoC) but with no additional resources and power con-

sumption on the FPGA. In [32], the authors measured

the additional power consumption when applying partial

reconfiguration on Virtex 5 FPGAs. MicroBlaze and ICAP

were used to apply partial reconfiguration and results
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Fig. 8 Differences between the WIFI and WIMAX transmitter architectures

showed that the additional power consumption does not

exceed 160 mw, while it was shown that using PCAP the

additional power consumption does not exceed 25 mw.

6.2 Adaptive OFDM transmitter

In the adaptive OFDM scenario, we consider three recon-

figurable modules: the modulator, encoder and IFFT. The

results presented in Table 4 include the partial bit-stream

size and the time required to reconfigure a module. As

mentioned earlier, the size of the partial bit-stream is

related to the size of the reconfigurable module imple-

mented in the FPGA. This size is selected to fit the largest

version of the concerned reconfigurable module among all

the possible ones.

As noticed in Table 4, the time needed to transfer a

bit-stream to hardware using the PCAP interface depends

on the size of the partial bit-stream file. In our work,

the reconfiguration time is computed by counting all the

clock cycles needed to complete the partial bit-stream

transfer. Then, the number of clock cycles is multiplied by

the clock period (1/Frequency of processor). The partial

bit-stream size is related to the floorplan design, as shown

in Fig. 4, where the IFFT module occupies more resources

Table 4 Partial bit-streams size and reconfiguration time

Module Partial bit stream size (KB) Reconfiguration time (ms)

IFFT 188 1.48

Encoder 106 0.834

Modulation 30 0.236

on the FPGA compared to themodulationmodule. Vivado

power and utilization estimation tools have been used to

estimate the power consumption and the resources used

by the different versions of the reconfigurable modules.

Vivado power tools are only used to estimate static power

for different versions of each module. These results are

then used to compare the static power of the PR-based

design to that of the parallel-based one. For both cases, the

dynamic power has not been taken into account since it is

closely related to the input stimuli provided during timing

simulation. These stimuli are similar for both the recon-

figurable and parallel architectures. The architecture of

the IFFT used in this scenario is the pipeline streaming

IFFT (from the Xilinx Intellectual Property (IP) library).

This IFFT module allows performing a continuous

computation.

In order to analyze the power consumption in the

FPGA, Table 5 shows the differences between the IFFT,

encoder, and modulation blocks in terms of utilized

resources and power consumption. These resources and

the on-chip power consumption are almost identical

for the different modulation versions. This observation

is also true for the convolution encoders. The Turbo

encoder clearly consumes much power and occupies

more resources on the FPGA than the convolution

encoders do. As for the different versions of the IFFT

blocks, it is obvious that the power consumption

and the utilized resources increase as the IFFT size

increases.

Also, it is important to analyze the running process

through a Gantt chart as depicted in Fig. 9. As shown in



Rihani et al. EURASIP Journal on Embedded Systems  (2017) 2017:35 Page 13 of 17

Table 5 Size and power consumption of the considered blocks

Module Power (mW) FPGA resources (LUT-REG-RAM-
DSP)

4-QAM Less than 0.1 15 - 8 - 0 - 0

8-QAM Less than 0.1 16 - 10 - 0 - 0

16-QAM Less than 0.1 18 - 15 - 0 - 0

32-QAM Less than 0.1 20 - 19 - 0 - 0

64-QAM Less than 0.1 22 - 20 - 0 - 0

Convolution 1/2 Less than 0.1 24 - 29 - 0 - 0

Convolution 1/3 Less than 0.1 25 - 31 - 0 - 0

Convolution 1/4 Less than 0.1 26 - 32 - 0 - 0

Convolution 1/5 Less than 0.1 28 - 35 - 0 - 0

Turbo-Encoder 1/3 2 311 - 555 - 0 - 0

16-point IFFT 9 191 - 1299 - 0.5 - 3

1024-point IFFT 29 2245 - 3554 - 3 - 12

this figure, three adaptive processes run in parallel on the

PS part, sense their own parameters and finally detect any

change. If necessary, the partial reconfiguration is applied

on the appropriate block in order to adapt the system to

the new environment. As an example, we consider the sce-

nario illustrated in Fig. 9. During initialization, a default

configuration is implemented in the FPGA: an 8-QAM

modulator, a turbo-encoder and a 1024-point IFFT. At

time t = t1, the adaptive_modulation process detects a

high SNR. According to the algorithm described for the

adaptive_modulation process, a partial reconfiguration is

launched by the configuration controller that implements

a 64-QAM in order to increase the throughput. A par-

tial reconfiguration takes place and a new configuration is

effective at time t = t1+0.236ms.Meanwhile the encoder

block pauses for 0.236 ms.

At time t = t2, the adaptive_coding process detects a

decrease in the BER. Therefore, a partial bit-stream of the

convolution encoder is transferred to the encodermodule.

The transfer is done at t = t2+0.834ms. Since the encoder

is the first module in the chain, the other modules keep on

running during the partial reconfiguration operation.

At t = t3, the adaptive_FFT process that senses the

power regulators on the device detects a high power con-

sumption with a low battery voltage level. Therefore, this

process reconfigures the IFFT module and reduces its

size. This leads to reducing the power consumption of the

system. The operation takes 1.48 ms and all the prece-

dent modules are suspended during the partial bit-stream

transfer operation in order to avoid any data loss.

It may be noticed that the time needed to reconfig-

ure the IFFT module is longer than that of the coding

and modulation modules. This is due to the difference

in the partial bit-streams size. During partial reconfigura-

tion, the precedent modules in the chain are suspended as

clearly shown in Fig. 9. The suspension time depends on

the size of the transferred partial bit-streams. As noticed,

the suspension overhead only affects the precedent mod-

ules of the chain.

Fig. 9 Adaptive processes reconfiguring the OFDM transmitter during runtime
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As a result of applying partial reconfiguration, the

FPGA power consumption and used resources are

reduced. As an alternative to this technique, all versions

of the different modules may be implemented in the

FPGA, with additional multiplexers to select the desired

module. This typically requires a lot of resources on the

FPGA. As a consequence, the static and dynamic power

consumption of the chip would be relatively high com-

pared to PR-based systems. Table 6 shows the amount

of resources that is used when applying the PR technique

compared to the case where PR is not adopted. It may

be seen that there is approximately a factor of 4 between

the two cases. Moreover, in the PR case, the resource

gain makes it possible to use the remaining parts of the

FPGA to implement additional processing units. The

percentage of the LUTs, REGs and DSPs used on the

SoC is 19.3, 15.9, and 25.9%, respectively when all blocks

are implemented in parallel. When using PR technique,

the percentage of used resources is 4.8, 3.8, and 5.45%,

respectively.

6.3 Handover in WIFI-WIMAX networks

The results of the WIFI-WiMAX vertical handover sce-

nario are presented in this section. The reconfigurable

modules in theWiMAX-WIFI scenario are the Scrambler,

Interleaver, FEC Encoder, and IFFT. The results presented

in Table 7 include the partial bit-stream size, and the time

required to reconfigure each module.

In Table 7, the obtained results show that the time

needed to transfer a bit-stream to the FPGA using the

PCAP interface depends on the size of the partial bit-

stream. The time needed to reconfigure the chain from

WIFI to WiMAX is equal to the sum of the reconfig-

uration times needed to reconfigure all the concerned

modules. The last row of Table 7 shows the time needed

to reconfigure the entire chain. In this case, the entire

chain is considered as a single PR module. Reconfiguring

only the PR modules is more efficient since some modules

are similar in both standards and they do not need to be

modified.

As a conclusion, reconfiguring the entire chain can be

considered as unnecessary and leads to a waste of time and

power. Therefore, it is advantageous to consider reconfig-

uring the concerned modules separately.

Vivado power and utilization estimation tools had been

used to estimate the power consumption and the reserved

Table 6 Comparison of hardware resource usage

Ressources LUTs REGs DSPs

With partial reconfiguration 2578 4129 12

Without partial reconfiguration 10,320 16,938 57

Available on ZYNQ 53,200 106,460 220

Table 7 Partial bit streams size and reconfiguration time

Module Partial bit stream size (KB) Reconfiguration time (ms)

Scrambler 30 0.236

Interleaver 30 0.236

IFFT 180 1.41

Encoder 30 0.236

Entire chain 317 4.45

resources of the different versions of the reconfigurable

modules.

Table 8 shows the resources utilization and the

estimated power consumption of each version of the

reconfigurable blocks. As a result of applying the par-

tial reconfiguration, the power consumption and the used

resources on FPGA are reduced. As an alternative, both

WIFI and WIMAX standards would be implemented

in parallel. This typically requires a lot of resources on

FPGA. As a consequence, additional static and dynamic

power would be consumed in the chip.

Table 9 shows the amount of used resources in two

cases: first, when a unified chain is implemented for both

standards, and second, when they are implemented in par-

allel. For the transmitter, the results show that the used

resources are reduced approximately by a factor of 1.7,

when the partially reconfigured unified chain is used. The

percentage of used resources when both standards are

implemented is 6.9, 5.6, and 6.81% for LUTS, REGS, and

DSPs, respectively; on the other hand, the percentage is

4.18, 3.17, and 4.09% when an unified chain is used for

both standards.

Figure 10 illustrates a scenario that shows the state of

the reconfigurable modules implemented on FPGA when

VHA is applied. The chart is drawn according to the mea-

sured reconfiguration times and reflects how the unified

chain switches from one standard to another. As shown in

the figure, the modules are reconfigured sequentially in an

Table 8 Size and power consumption of considered blocks

Module Power (mW) FPGA resources(LUT-REG-
RAM-DSP)

Scrambler (WIFI) Less than 0.1 10 - 19 - 0 - 0

Scrambler (WiMAX) Less than 0.1 12 - 20 - 0 - 0

Interleaver (WIFI) Less than 0.1 68 - 95 - 0 - 0

Interleaver (WiMAX) Less than 0.1 75 - 100 - 0 - 0

FEC Encoder (WIFI) Less than 0.1 30 - 40 - 0 - 0

FEC Encoder (WiMAX) 0.1 129 - 157 - 1 - 0

64-point IFFT (WIFI) 14 1185 - 1965 - 0.5 - 6

256-point IFFT (WiMAX) 20 1676 - 2690 - 1 - 9
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Table 9 Comparison of hardware resources usage

LUTs REGs DSPs

Unified chain for both standards 2229 3376 9

Both standards implemented 3967 6027 15

Available on ZYNQ 53,200 106,460 220

order that is related to their position in the chain. The time

needed to achieve switching from one standard to another

is the sum of the reconfiguration times required by each

module.

As noticed, when a module is reconfigured, the data

flow is paused until the subsequent modules are also

reconfigured. As mentioned earlier, the time needed to

reconfigure a block is related to its size. This is illustrated

in Fig. 10 in which the time needed to reconfigure the

IFFT block is greater than that required by the other ones.

The switching from WIFI to WIMAX is achieved when

the last module (for ex. IFFT) is reconfigured success-

fully. Finally, data are transferred through the WIMAX

standard until another VHA occurs.

7 Conclusions
In this paper, an ARM-FPGA-based system was proposed

for self-reconfigurable wireless communication systems.

The partial reconfiguration technique that is available in

the recent FPGA devices has been adopted to reconfig-

ure wireless system modules in real-time. The proposed

HW/SW platform is based on a custom micro-kernel that

has been developed in our laboratory. Its role consists

in managing and controlling the partial reconfiguration

process. The proposed architecture enables implement-

ing adaptive wireless systems with custom algorithms to

manage and perform switching between multiple wireless

standards in heterogeneous networks. Two different cases

were considered in this study. First, an adaptive OFDM-

based transmitter was implemented and described. Sec-

ond, an intelligent system aiming at performing a vertical

handover in heterogeneous networks was designed. In

this paper, we considered two use-cases standards: WIFI

and WIMAX. The algorithms implementing the PR pro-

cess were presented and described for both cases. These

algorithms run on an ARM processor and aim at get-

ting knowledge of the environment conditions. This is

performed by requesting parameters from the parameters

provider service of the micro-kernel. In our work, partial

reconfiguration in the FPGA was implemented through

the PCAP interface. The sizes of the partial bit-streams

were optimized in order to minimize the time overhead

caused by PR. Moreover, to avoid data loss when per-

forming a vertical handover or during PR, the data flow

was controlled conveniently by the configuration con-

troller. This was made possible by temporarily suspending

some blocks of the wireless communication chain. The

obtained results show that implementing the PR tech-

nique reduces the global on-chip power consumption and

saves hardware resources in the FPGA. This study gives

an important information about the impact of adopting

the PR technique in the context of reconfigurable wireless

communication systems.

Fig. 10 State of the reconfigurable modules during VHA
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