
In the primary visual cortex of higher mammals, orientation pre-
ferences are represented continuously except for singular points,
so-called pinwheel centers. In spite of the uniqueness of orientation
pinwheel centers, very little is known about the pattern of their
arrangement. In this study we examined the arrangement of
orientation pinwheel centers in the cat visual cortex by optical
imaging of intrinsic signals. Our results demonstrate that orientation
pinwheel centers are arranged in a unique geometric pattern around
the area 17/18 transition zone: pinwheel centers of the same type are
arranged in rows parallel to the transition zone, and rows of
clockwise and counterclockwise pinwheel centers are arranged
alternately. We suggest that the areal border imposes a strong
restriction on the pattern formation of orientation preference maps in
the visual cortex.

Introduction

In the mammalian visual cortex, neurons with similar response
properties are clustered together, forming columns that span
the entire cortical layers (Hubel and Wiesel, 1962). Along the
cortical surface, visual features represented by these columns
change gradually in the tangential direction. Such a systematic
representation of visual features is called a ‘functional map’
(Hubel and Wiesel, 1963). Orientation preference is one of the
most prominent visual features represented as functional maps
in the primary visual cortex. The tangential layout of the orienta-
tion columns exhibits a unique feature: iso-orientation domains
are arranged in a pinwheel-like fashion around singularities,
referred to as ‘pinwheel centers’ (Braitenberg and Braitenberg,
1979; Swindale, 1982; Swindale et al., 1987; Bonhoeffer and
Grinvald, 1991; Blasdel, 1992). Around a pinwheel center, the
preferred orientations change continuously by ± 180°, corres-
ponding to the two types of pinwheel centers: clockwise and
counterclockwise (Gotz, 1988; Blasdel, 1992).

Although relationships between pinwheel centers and other
functional maps have attracted much attention in recent years
(Bartfeld and Grinvald, 1992; Obermayer and Blasdel, 1993; Das
and Gilbert, 1997; Crair et al., 1997a,b; Hubener et al., 1997),
there have been very few reports on their arrangement per

se, except some studies reporting no evidence for geometric
patterns of pinwheel centers in area 17 proper (Obermayer and
Blasdel, 1997). Since theoretical studies have suggested that the
areal border has a boundary effect on the pattern formation of
functional maps (Swindale, 1980; Lowel and Singer, 1990; Wolf
et al., 1996), some regular structure in the arrangement of
pinwheel centers might be expected around the areal border.

Cytoarchitectonically, the area 17/18 border in the cat visual
cortex is not a sharp border but a 1- to 1.5-mm-wide transition
zone (Otsuka and Hassler, 1962; Payne, 1990). The transition
zone represents a strip of the ipsilateral visual field (Payne, 1990)
and is connected to retinotopically corresponding locations in
the areas 17 and 18 in the opposite hemisphere via non-mirror-

symmetric callosal connections (Payne, 1991; Payne and Siwek,
1991; Olavarria, 1996). Previous studies about functional
organization of the transition zone have examined continuity
(Orban et al., 1980; Lowel and Singer, 1987; Lowel et al., 1987;
Diao et al., 1990; Bonhoeffer et al., 1995) and orthogonality
(Lowel and Singer, 1987; Lowel et al., 1987; Diao et al., 1990) of
functional maps to the transition zone, while the arrangement of
pinwheel centers has not been examined yet around the
transition zone with discriminating types of pinwheel centers.

In this study, we focused on examining the arrangement of
pinwheel centers  across the area 17/18 transition zone. To
examine the detailed arrangement, we used optical imaging of
intrinsic signals because of its high spatial resolution. Our results
demonstrate for the first time that the orientation pinwheel
centers are arranged to form a unique geometric pattern around
the area 17/18 transition zone in the cat visual cortex.

Materials and Methods
Young cats (n = 8, 2–3 months old, 500–1200 g) were initially
anesthetized with ketamine (15 mg/kg, A.m.) and xylazine (2.5 mg/kg,

A.m.). A tracheotomy was performed and the animals were artificially
ventilated with a 1:1 mixture of N2O/O2 containing 0.5–1.0% isof lurane.
The electrocardiogram, end-tidal CO2, arterial oxygen saturation and
rectal temperature were continuously monitored and maintained within
normal limits throughout the experiment. The animals were paralyzed

with pancuronium bromide  (0.1 mg/kg/h,  A.v.). A craniotomy  was
performed with its center around the Horsley–Clark 0 to expose the area
17/18 transition zone in the lateral gyrus in cats A, B and C, around P9–L6
to expose the area 17/18 transition zone in the postlateral gyrus in cat D
and around P5 to expose both the area 17/18 transition zone in the lateral
gyrus and the inside of area 17 which was >1 mm away from the transition
zone in cats E, F, G and H. In cats F, G and H, the area 17/18 transition
zone was revealed in a small portion, and only data from area 17 proper
were analyzed. A stainless steel chamber was cemented onto the skull.
After removal of the dura, the chamber was filled with silicon oil and
sealed with a coverglass. The eyes were focused on a monitor using
appropriate contact lenses. The animals were cared for in accordance
with the ‘Guiding Principles for the Care and Use of Animals in the Field
of Physiological Science’ of the Japanese Physiological Society and ‘NIH
Guide for the Care and Use of Laboratory Animals’.

Optical Imaging
Intrinsic optical signals were measured to visualize functional maps

across the area 17/18 transition zone using standard techniques
(Bonhoeffer and Grinvald, 1996). The cortex was illuminated with a
630 nm light and the focal plane was adjusted at 400–600 µm below the

cortical surface using a tandem-lens macroscope arrangement (Ratzlaff
and Grinvald, 1991). Images were obtained with a CCD video camera
(648 × 480 pixels) and digitized by a differential video-enhancement

system, Imager 2001 (Optical Imaging, Germantown, NY).
The animals were stimulated with full-screen, high-contrast, moving

square-wave gratings displayed on a 20 inch CRT monitor positioned
30 cm in front of the animal. The gratings consisted of two spatial
frequencies (0.15 and 0.5 cycles/degree), six orientations separated

by 30° and both directions of motion. The temporal frequency was
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maintained at 2.0 Hz. The responses to each stimulus were summed

between 1.0 and 5.0 s after the onset of stimulus movement, while the

stimulus was presented 64–160 times in a pseudo-random sequence.

Data Analysis
Data analysis was performed using IDL (Research Systems Inc., Boulder,

CO). To obtain a ‘single-condition map’, the cortical image obtained for

one stimulus was divided by the ‘cocktail blank’, the sum of the images

obtained for all stimuli and band-pass filtered with a Gaussian kernel of

70–1000 µm radius. Then all the single-condition maps in response to the

six orientations of the gratings were summed vectorially, pixel by pixel.

The angle of the resultant vector corresponds to the preferred orientation

and the length of the vector (‘magnitude’) corresponds to the orientation-

specific signal strength of that pixel. The ‘angle map’ shows only the

preferred orientation, by means of color-coding. The ‘polar map’ shows

the preferred orientation as the hue of the color, and the magnitude as the

brightness of the color. The positions of the orientation pinwheel centers

were detected automatically and checked visually as the points at which

the integral of the orientation differences around a pixel was ± 180° (Crair

et al., 1997a). The integral paths were always taken in a counterclockwise

direction. The point was defined as a counterclockwise pinwheel center

when the integral was +180°, and as a clockwise pinwheel center when

the integral was –180°. The stability of pinwheel centers was confirmed

by using several different band-pass filters.

Delineation of the Area 17/18 Transition Zone
Based on the property that neurons in area 18 prefer visual stimuli with

spatial frequencies that  are, on average, one-third as high as those

preferred by area 17 neurons (Movshon et al., 1978), the functional area

17/18 transition zone can be visualized in vivo (Bonhoeffer et al., 1995).

Figure 1a shows a polar map obtained with gratings of a high spatial

frequency (0.5 cycles/degree, 2 Hz). The activated region was limited

to the posteromedial part of the image, which corresponds to area 17.

Figure 1b shows a polar map on the same cortical surface in response to

gratings of a low spatial frequency (0.15 cycles/degree, 2 Hz). Although

the  whole imaged area  was activated, the anterolateral part, which

corresponds to area 18, showed stronger response than the postero-

medial part. Figure 1c shows a map depicting the ratio of the response

strength recorded with the low spatial frequency stimuli (optimal for area

18) to the response strength recorded with the high spatial frequency

stimuli (optimal for area 17). The white and black regions indicate

preference to the area 17-optimal and area 18-optimal stimuli, respect-

ively. The spatial frequency preference changes smoothly and rapidly at

the ∼ 1-mm-wide narrow band-like gray region between the white and

black  regions (Bonhoeffer et al., 1995). We delineated this spatial

frequency preference transition zone as where the spatial frequency

preference changes rapidly. Brief ly, the steepness of the change of spatial

frequency preference was defined as the length of the gradient vector of

the spatial frequency map after smoothing. The region of high steepness

was defined as the spatial frequency transition zone. Because the spatial

frequency preference transition zone is known to correlate well with the

anatomical area 17/18 transition zone (Orban et al., 1980; Sheth et al.,

1996), we regarded this region as the area 17/18 transition zone. The

transition zone defined from the spatial frequency preferences always ran

from the anteromedial to the posterolateral part in the lateral gyrus in

all the cats examined, which is consistent with the anatomical and

retinotopical area 17/18 transition zone (Otsuka and Hassler, 1962; Tusa

et al., 1978).
We also confirmed by optical imaging that the transition zone of

spatial frequency preference coincides with the retinotopical area 17/18

transition zone defined as the representation of the ipsilateral visual field

(Payne, 1990) (Fig. 2). After the spatial frequency preference map was

obtained (Fig. 2A) in the same manner as in Figure 1c, the animal was

paralyzed with gallamine triethiodide (10 mg/kg/h, A.v.) to minimize eye

Figure 1. Definition of the area 17/18 transition zone. (A) An orientation preference polar map obtained with gratings of a high spatial frequency (0.5 cycle/degree, 2 Hz). The angle
of the preferred orientation is coded by the hue of the color according to the key shown at the bottom of (B). The magnitude of the orientation-selective response is coded by the
brightness of the color. (B) An orientation preference polar map obtained with gratings of a low spatial frequency (0.15 cycle/degree, 2 Hz). (C) Spatial frequency preference map. The
sum of the responses to low spatial frequency stimuli over all orientations is divided by the sum of responses to high spatial frequency stimuli at each pixel of the recorded region. The
black and white regions indicate preference for low and high spatial frequency stimuli, respectively. Location of the area 17/18 transition zone is defined as the 1-mm-wide zone
delineated by the two dashed lines. A, anterior; P, posterior; M, medial; L, lateral. (D) Cortical blood vessel pattern in the imaged region. Scale bar, 1 mm.
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movement and the ipsilateral eye was closed. The position of the opened

contralateral eye was checked every hour and its stability was confirmed.

The stimuli were consisted of moving grating of four orientations with

low spatial frequency (0.15 cycles/degree) and were confined to either

the contralateral or the ipsilateral side. The position of the border

between the ipsilateral and the contralateral side was changed system-

atically with a step of 1°, over 10–18° ipsilateral from the center of the

optic disk of the contralateral eye. When the position came to the 15°

ipsilateral from the optic disk, the representation of the ipsilateral side

was clearly confined in an ∼ 1-mm-wide narrow band-like region (Fig. 2B),

and this region was regarded as the retinotopical area 17/18 transition

zone. The orange dashed lines in Figure 2A,B show the transition zone of

spatial frequency preference defined in Figure 2A and precisely coincides

with the retinotopical transition zone in Figure 2B.

Simulation
In order to understand the possible mechanism of arrangement of pin-

wheel centers, we conducted simulation study. To construct orientation

preference maps, we selected bandpass filter model (Rojer and Schwarz,

1990) because of its simplicity and one of its properties: the nearest

neighbor pinwheel centers tend to be of opposite types, that is, clockwise

and counterclockwise (Obermayer and Blasdel, 1997; Tal and Schwartz,

1997). To overcome an unrealistic property (Erwin et al., 1995) in

orientation preference maps produced by this method, we modified it in

the following way. We first prepared a pair of two-dimensional white

noises which were both convoluted with two-dimensional bandpass filter

repeatedly (typically 20 times). A pair of the yielded two-dimensional

patterns were regarded as a pair of single condition maps which re-

present 0°/90° and 45°/135°. An orientation preference map was then

calculated as the pixel-by-pixel vectorial summation of two maps in the

same manner as described in Data Analysis.
In this model, near-excitatory far-inhibitory lateral interaction is

assumed and it is represented as a band-pass filter (Rojer and Schwarz,

1990):

F(x,y) = (1/2πσExσEy)exp(–x
2/2σEx

2 – y
2/2σEy

2) –

(1/2πσIxσIy)exp(–x
2/2σIx

2 – y
2/2σIy

2)

We assumed the direction of the areal border to be horizontal. To realize

the orthogonality between iso-orientation contours and the areal border,

we assumed anisotropy in the lateral interaction (Swindale, 1980; Rojer

and Schwartz, 1990). This is the only way to introduce orthogonality in

this model. It seems reasonable also from the experimental observations

as follows: in both models, the autocorrelation function of the orienta-

tion preference map takes a shape similar to the lateral interactions.

Autocorrelation functions of orientation maps around the area 17/18

transition zone obtained from experiments show anisotropy with the

long axis orthogonal to the direction of the transition zone. Therefore, the

lateral interaction is also expected to have anisotropy.
We used three kinds of anisotropy: (A) only far-inhibitory interaction

is elongated parallel to the border (σEx = 140, σEy = 140, σIx = 310, σIy =

288 µm); (B) both near-excitatory and far-inhibitory interactions are

elongated orthogonal to the border (σEx = 112, σEy = 224, σIx = 230, σIy =

460 µm); and (C) only near-excitatory interaction is elongated orthogonal

Figure 2. Coincidence of the spatial frequency preference transition zone with the retinotopical area 17/18 transition zone. (A) Spatial frequency preference map. The sum of
responses to low spatial frequency (0.15 cycle/degree) gratings is divided by the sum of responses to high frequency (0.5 cycle/degree) gratings. The black and white indicate
preference for low and high spatial frequency stimuli, and correspond to areas 18 and 17, respectively. The orange dashed lines show the transition zone of the spatial frequency
preference. (B) Representation of the ipsilateral visual field in the area 17/18 transition zone. The sum of responses to gratings presented in the ipsilateral visual field is divided by the
sum of responses to gratings in the contralateral visual field. The black diagonal band-like region corresponds to the representation of the ipsilateral visual field and can be regarded
as the retinotopically defined area 17/18 transition zone. The orange dashed lines show the transition zone of the spatial frequency preference defined in (A). (C) Cortical blood vessel
pattern of the imaged region. A, anterior; P, posterior; M, medial; L, lateral. Scale bar, 1 mm.
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to the border (σEx = 140, σEy = 150, σIx = 310, σIy = 310 µm). The shapes of

these interactions are illustrated in the top part of Figure 5. With these

parameters, the measured degree of orthogonality was obtained (Fig. 5D).

In the experiments, percentage of opposite-type in the nearest-neighbor

pinwheel centers was 69.9 ± 9.1% (n = 5; cats A–E; mean ± SD). To incor-

porate this statistic, simulated results outside of a range of 69.9 ± 9.1%

were discarded.
We also conducted simulations with isotropic interaction to model

the orientation preference map in the area 17 proper, because the

orientation map in the area 17 was nearly isotropic consistently in our

observations. Almost all simulations (97.5%) resulted in no significant

tendency in the distribution of pinwheel centers. This is compatible with

no systematic arrangement of orientation pinwheel centers observed in

the area 17 proper (cats E′, F, G and H).

Results
As a first step, we delineated the transition zone between areas
17 and 18 by optical imaging (Fig. 1) according to the procedure
described in Materials and Methods.

Arrangement of Orientation Pinwheel Centers

To examine the arrangement of orientation pinwheel centers,
the positions of clockwise and counterclockwise pinwheel
centers in the same animal as in Figure 1 were detected using the
algorithm described in Materials and Methods (Fig. 3A,B). Visual
inspection of Figure 3B reveals that the pinwheel centers are
arranged in a unique geometric pattern relative to the area 17/18
transition zone: both the clockwise pinwheel centers (filled

Figure 3. Arrangement of orientation pinwheel centers around the area 17/18 transition zone. (A) Orientation preference map and orientation pinwheel centers in the same animal
as in Figure 1. Filled and open circles represent clockwise and counterclockwise pinwheel centers. Dashed lines show the location of the area 17/18 transition zone. Only the pinwheel
centers and the area 17/18 transition zone are depicted again in (B). (C) Distribution of distances among all the pairs of pinwheel centers in (B). Red and blue bars indicate the number
of pinwheel pairs of the same type and opposite types, respectively. (D) Definition of neighboring pairs of pinwheel centers. When two pinwheel centers are located within a distance
of 800 µm from each other (red dashed line in C), they are defined as neighboring pinwheel centers. Red and blue line segments connect pairs of neighboring pinwheel centers of the
same type and opposite types, respectively. There are 19 pairs of the same type and 29 pairs of opposite types. (E) A scattergram of the relative positions of neighboring pinwheel
centers. Since a line segment in (D) was counted twice to construct this plot, two points located at opposite sides with respect to the origin correspond to a single line segment in
(D). Because of it, just half of the data points in (E) were used in the later statistical analyses. The abscissa and ordinate show the distance between neighboring pinwheel centers
along the anterior–posterior and lateral–medial axes, respectively. The red and blue squares represent the pinwheel pairs of the same type and opposite types, respectively. The red
and blue solid lines indicate the directions of the first principal components for the pairs of the same type and opposite types, respectively. The dashed line represents the average
direction of the area 17/18 transition zone.
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circles) and the counterclockwise pinwheel centers (open
circles) are aligned parallel to the transition zone. The rows com-
posed of clockwise pinwheel centers and those composed of
counterclockwise pinwheel centers are arranged alternately,
in the direction orthogonal to the border. Similar patterns of
orientation pinwheel centers were also observed in all the other
animals.

Quantitative Evaluation

To confirm objectively the results of visual inspection, we evalu-
ated the local arrangement of pinwheel centers quantitatively
using principal components analysis.

Initially, to define neighboring pinwheel centers, we used the
distribution of distances among all the pairs of pinwheel centers
as shown in Figure 3C. The first peak appearing at ∼ 600 µm
showed unimodal distribution up to 800 µm. Therefore, when
two pinwheel centers were located within a distance of 800 µm
from each other, they were defined as neighboring pinwheel
centers. Pairs of neighboring pinwheel centers are displayed as
line segments in Figure 3D.

Secondly, the relative positions from any pinwheel centers to
their neighboring pinwheel centers are plotted in Figure 3E. Red
squares, representing pinwheel pairs of the same type, and
blue squares, representing pinwheel pairs of opposite types, are
separately clustered. Finally, we applied the principal compon-
ent analysis to the scattergram of the red and blue squares,

respectively. The axis of the first principal component (θ1stPC)
indicates the direction of the clustering of the data points, and
the ratio of the first principal component eigenvalue to the
second one (σ1/σ2) ref lects the strength of clustering. Pairs
of the same type are strongly clustered around the red line, as
shown in Figure 3E, which nearly coincides with the average
direction of the area 17/18 transition zone (|θ1stPC – θTZ| (same
type) = 6°). On the other hand, pairs of opposite types are
weakly clustered around the blue line, which is approximately
orthogonal to the transition zone (|θ1stPC – θTZ| (opposite type) =
85°). The eigenvalue ratio is 5.59 for pairs of the same type
[σ1/σ2 (same type) = 5.59] and 2.02 for pairs of opposite types
[σ1/σ2 (opposite type) = 2.02], suggesting that the clustering is
stronger for the pairs of the same type. These clusterings
indicate that pairs of the same type have a strong tendency to be
located parallel to the transition zone, while pairs of opposite
types have a weak tendency to be located orthogonal to the
transition zone. The observed global arrangement in Figure 3B

was, therefore, confirmed objectively by this local arrangement
of pinwheel centers (Fig. 4C). Principal component analysis was
also applied to arrangements of pinwheel centers in the other
animals and they showed the same tendency (Table 1).

Statistical Evaluation

To see the statistical significance of the local arrangement of
pinwheel centers as revealed by the principal component

Figure 4. Orthogonal relationship between the iso-orientation contours and the area 17/18 transition zone. (A) Iso-orientation contour map. Each solid line represents an
iso-orientation contour. The dashed lines delineate the area 17/18 transition zone. Scale bar, 1 mm. (B) Histograms of relative angles between the iso-orientation contours and the
average direction of the area 17/18 transition zone. The histograms were obtained by counting pixels at which the iso-orientation contour runs at a particular angle in the abscissa to
the average direction of the transition zone, and plotted separately for inside (filled bars) and outside (open bars) the transition zone. (C–E) Schemata of arrangements of the pinwheel
centers. (C) Idealized arrangement of pinwheel centers, where pinwheel pairs of the same type are arranged parallel to the border, and pinwheel pairs of opposite types are located
orthogonal to the border. Each colored curve represents an iso-orientation contour and the color indicates the preferred orientation. The black and white dots represent clockwise and
counterclockwise pinwheel centers. The gray dashed line represents the direction of the areal border. (D) Another arrangement of pinwheel centers which is also compatible with the
global arrangement observed in this study. In this case, pinwheel pairs of opposite types are not arranged orthogonal to the areal border. (E) An unlikely arrangement of pinwheel
centers in which some iso-orientation contours run parallel to the border.
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analysis, we examined the distribution of angles between the
line segments linking pairs of neighboring pinwheel centers
(Fig. 3D) and the average direction of the area 17/18 transition
zone. The average value of the angles between the line segments
linking pairs of the same type and the direction of transition
zone (|θsame – θTZ|) was 19°, and significantly smaller than 45°
(|θsame – θTZ| < 45°; P < 5 × 10–5; two-tailed Student’s t-test),
indicating that pinwheel pairs of the same type were likely to be
aligned parallel to the direction of the transition zone. On the
other hand, the average value of the angles between the line seg-
ments linking pinwheel pairs of opposite types and the direction
of transition zone (|θopposite – θTZ|) was 57°, and significantly
larger than 45° (|θopposite – θTZ| > 45°; P < 0.002; two-tailed
Student’s t-test), indicating that pairs of opposite types were
likely to be aligned orthogonal to the transition zone. The differ-
ence between these two angles was significant (|θsame – θTZ| <
|θopposite – θTZ|; P < 2 × 10–7; two-tailed Welch’s t-test). The
results of statistical analyses in the five animals are summarized
in Table 1. In all the animals examined in this study, the tendency
of pinwheel pairs of the same type to be aligned parallel to
the area 17/18 transition zone was statistically significant. This
result confirms the existence of similar global arrangements
in these animals.To see the statistical significance of the local
arrangement of pinwheel centers as revealed by the principal
component analysis, we examined the distribution of angles
between the line segments linking pairs of neighboring pin-
wheel centers (Fig. 3D) and the average direction of the area
17/18 transition zone. The average value of the angles between
the line segments linking pairs of the same type and the direc-
tion of transition zone (|θsame – θTZ|) was 19°, and significantly
smaller than 45° (|θsame – θTZ| < 45°; P < 5 × 10–5; two-tailed
Student’s t-test), indicating that pinwheel pairs of the same type
were likely to be aligned parallel to the direction of the transi-
tion zone. On the other hand, the average value of the angles
between the line segments linking pinwheel pairs of opposite
types and the direction of transition zone (|θopposite – θTZ|) was
57°, and significantly larger than 45° (|θopposite – θTZ| > 45°; P <
0.002; two-tailed Student’s t-test), indicating that pairs of
opposite  types were  likely to be aligned  orthogonal to the
transition zone. The difference between these two angles
was significant (|θsame – θTZ| < |θopposite – θTZ|; P < 2 × 10–7;
two-tailed Welch’s t-test). The results of statistical analyses in
the five animals are summarized in Table 1. In all the animals
examined in this study, the tendency of pinwheel pairs of the
same type to be aligned parallel to the area 17/18 transition zone
was statistically significant. This result confirms the existence of
similar global arrangements in these animals.

In one animal, we recorded orientation maps around the
17/18 transition zone and inside area 17 simultaneously (cat E in

Table 1). A similar systematic arrangement of pinwheel centers
was observed around the area 17/18 transition zone but not
inside area 17 which is >1 mm away from the transition zone. In
the last animal, we recorded orientation maps inside area 17, and
systematic arrangement was also not observed (cats F, G and H in
Table 1). In one animal, we recorded orientation maps around
the 17/18 transition zone and inside area 17 simultaneously (cat
E in Table 1). A similar systematic arrangement of pinwheel
centers was observed around the area 17/18 transition zone but
not inside area 17 which is >1 mm away from the transition zone.
In the last animal, we recorded orientation maps inside area 17,
and systematic arrangement was also not observed (cats F, G and
H in Table 1).

Orthogonality

Finally, we confirmed previous findings about the area 17/18
transition zone. It has been reported that orientation columns in
cat visual cortex tend to run across the transition zone at right
angles (Lowel et al., 1987; Diao et al., 1990). Similarly, in our
study, the orthogonality between the iso-orientation contours
and the direction of area 17/18 transition zone was observed
clearly within the transition zone, and weakly even outside the
transition zone (Fig. 4A,B).

Discussion
In this study, we found a characteristic arrangement of orienta-
tion pinwheel centers around the area 17/18 transition zone.
Globally, pinwheel centers of the same type were arranged in
rows parallel to the area 17/18 transition zone, and alternating
rows of the clockwise and counterclockwise pinwheel centers
were arranged in the direction orthogonal to the transition zone.
This global arrangement is similar to the configurations of pin-
wheel centers in Figure 4C,D. Pinwheel pairs of the same type
are arranged parallel to the areal border in both Figure 4C and
Figure 4D, while pinwheel pairs of opposite types are arranged
orthogonal to the areal border in Figure 4C but not in Figure
4D. These tendencies can be seen in Table 1: the tendency of
pinwheel pairs of the same type to be arranged parallel to the
transition zone was statistically significant in all the animals,
while  the tendency  of pinwheel pairs  of opposite types  to
be arranged orthogonal to the transition zone was not always
statistically significant.

Relationship to Other Features of Pinwheel Centers

Since the finding of orientation pinwheel centers (Bonhoeffer
and Grinvald, 1991), two issues have been clarified about their
arrangement, namely (i) pinwheel centers tend to be located in
the middle of ocular dominance columns (Bartfeld and Grinvald,
1992; Obermayer and Blasdel, 1993; Crair et al., 1997a; Hubener

Table 1

Summary of statistics of pinwheel center arrangement

cat A cat B cat C cat D cat E cat E′ cat F cat G cat H

Recording area TZ TZ TZ TZ TZ 17 17 17 17
|θ1stPC – θTZ| (same type) (deg) 6 3 1 13 12 30 85 15 11
|θ1stPC – θTZ| (opposite type) (deg) 85 85 88 58 65 13 26 25 4
σ1/σ2 (same type) 5.59 6.85 7.49 15.07 4.71 1.10 1.76 2.36 1.64
σ1/σ2 (opposite type) 2.02 2.63 2.62 1.87 1.82 1.24 1.36 1.17 1.14
|θsame – θTZ| < 45 deg P < 5 × 10–5

P < 2 × 10–5
P < 2 × 10–4

P < 1 × 10–4
P < 0.002 n.s. n.s. n.s. n.s.

|θopposite – θTZ| > 45 deg P < 0.002 n.s. P < 0.05 n.s. n.s. n.s. n.s. n.s. n.s.
|θsame – θTZ| < |θopposite – θTZ| P < 2 × 10–7

P < 0.005 P < 1 × 10–5 P < 5 × 10–6
P < 0.02 n.s. n.s. n.s. n.s.

TZ, area 17/18 transition zone; 17, area 17 proper; θ1stPC, direction of the first principal component; θTZ, average direction of the area 17/18 transition zone; σ1, σ2, eigenvalues of the first and second
principal components; n.s., not significant (P > 0.05); θsame, θopposite, directions of the line segments connecting pinwheel pairs of the same type and opposite types.
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et al., 1997) and (ii) the nearest neighbor pinwheel centers
tend to be of opposite types (Obermayer and Blasdel, 1997; Tal
and Schwartz, 1997). Although the former might be thought to
inf luence the positions of pinwheel centers, it does not impose
any restrictions on the types of pinwheel centers. When the
types of pinwheel centers in Figure 3B were randomly assigned,
the probability of obtaining some systematic arrangement was
extremely low (<3% in Monte Carlo simulation). The latter
property does not restrict pairs of pinwheel centers in specific
directions and will not cause pinwheel pairs of the same type to
be aligned parallel to the transition zone. Therefore, it is difficult
to explain our finding based only on two known properties of
orientation pinwheel centers, both of which are not specific
to the border region but are also valid in the area 17 proper.
We speculate that some property specific to the border region
contributes to the systematic arrangement of pinwheel centers.

Boundary Effect on Pattern Formation

For the organization of functional maps in the cerebral cortex,
the importance of activity-dependent refinement of neuronal
connections has been pointed out (Wiesel and Hubel, 1965;
Hubel et al., 1977; Stryker and Strickland, 1984; Stryker and
Harris, 1986; Shatz, 1990; Weliky and Katz, 1997; Crair et al.,
1998; Sengpiel et al., 1999). It has also been considered
theoretically that these functional maps are self-organized in an
activity-dependent manner during development (Linsker, 1986;
Tanaka, 1990; Miller, 1994). In self-organizing pattern formation,
boundary conditions play an essential role in determining the
final pattern. Therefore, in the visual cortex, the boundary
condition imposed by the areal border is expected to be one of
the important constraints on the layout of orientation columns
(Wolf et al., 1996). The close relationship between the arrange-
ment of pinwheel centers and the direction of the transition
zone in our study supports the idea that the arrangement of
pinwheel centers is a consequence of the boundary effect of the
area 17/18 transition zone on the pattern formation of orienta-
tion maps.

Relationship to Orthogonality

One of characteristic features of functional maps often observed
around the areal border is a tendency for columns to run per-
pendicular to the border. In the primate striate cortex, ocular
dominance columns run perpendicular to the V1/V2 border
(LeVay et al., 1975), as do the thick, thin and pale stripes in
primate V2 (Livingstone and Hubel, 1982; Tootell et al., 1983)
and the orientation columns in the tree shrew striate cortex
(Humphrey et al., 1980; Bosking et al., 1997). In areas 17 and 18
in cats (Lowel and Singer, 1987; Lowel et al., 1987; Diao et al.,
1990) and ferrets (Law et al., 1988; Chapman et al., 1996), both
the orientation and ocular dominance columns tend to intersect
the area 17/18 border at right angles. Such orthogonality of
stripe patterns to the boundary is a general feature of a self-
organizing pattern formation (Greenside et al., 1982) and it
has been proposed that these orthogonalities are due to the
boundary effect imposed by the areal border (Swindale, 1980;
Lowel and Singer, 1990).

Our results also indicated that iso-orientation contours tend
to run orthogonal to the area 17/18 transition zone (Fig. 4A,B).
Since iso-orientation contours link adjacent pairs of clockwise
and counterclockwise   pinwheel   centers   (Obermayer and
Blasdel, 1993), there might be a mutual constraint between
the direction of iso-orientation contours and the arrangement
of pinwheel centers. We examined whether the arrangement

of pinwheel centers observed in our study is related to the
orthogonality of the iso-orientation contours to the transition
zone. As described in Results, the orthogonality is observed
both inside and outside the  transition zone. To satisfy  the
orthogonality in the wide areas, the configurations shown in
Figure 4C,D, which are similar to our observations, would
be preferable to that shown in Figure 4E, in which some
iso-orientation contours run parallel to the border around the
transition zone. Therefore, the observed arrangement of pin-
wheel centers seems to be related to the orthogonality between
iso-orientation contours and the area 17/18 transition zone, and
it is speculated that these two properties might have a common
origin, that is, a boundary effect. To clarify their relationship and
possible underlying mechanisms, we conducted a simulation
study.

Simulation Study

The details of the simulation method is described in Materials
and Methods. Brief ly, we used a modified bandpass filter model
(Rojer and Schwartz, 1990) and Swindale’s model (Swindale,
1982) to construct an orientation preference map. In these
models, near-excitatory far-inhibitory lateral interaction is
assumed (Rojer and Schwartz, 1990; Swindale, 1982). To realize
the orthogonality between iso-orientation contours and the areal
border, we introduced anisotropy in the lateral interaction
(Swindale, 1980; Rojer and Schwartz, 1990) in three different
ways: (A) only far-inhibitory interaction is elongated parallel to
the border; (B) both near-excitatory and far-inhibitory inter-
actions are elongated orthogonal to the border; and (C) only
near-excitatory interaction is elongated orthogonal to the
border. The shapes of these interactions are illustrated in the top
part of Figure 5A–C. We conducted simulations 400 times for
each of these interactions, by using the bandpass filter model.
Some of the results are illustrated in the bottom part of Figure
5A–C. In all of them, the orthogonality was realized to a degree
similar to the experimental results (Fig. 5D). However, in the
case of (B), 95.2% of simulations resulted in no significant
tendency in the distribution of pinwheel centers (Fig. 5E).
Therefore, orthogonality does not necessarily lead to the system-
atic arrangement of pinwheel centers.

On the other hand, in the cases of (A) and (C), pinwheel
centers of the same type tend to be aligned parallel to the areal
border, in a way similar to that observed in our results. In 72.8
and 69.5% of simulations in the cases of (A) and (C) respectively,
pinwheel pairs of the same type tend to be aligned parallel to the
areal border. In 26.3 and 22.3% of simulations in the cases of (A)
and (C), pinwheel pairs of opposite types also tend to be located
orthogonal to the border. These results suggest that what is
important for the systematic arrangement of pinwheel centers
is difference in the shapes of near-excitatory and far-inhibitory
interactions (that is, σEy/σEx > σIy/σIx). If such a difference exists,
both orthogonality and the systematic arrangement of pinwheel
centers will emerge. As neural correlates, two possibilities can
be considered corresponding to (A) and (C): (i) truncation of the
lateral inhibitory interaction at the areal border, as suggested by
Swindale (1980); and (ii) elongation of lateral excitatory inter-
action orthogonal to the border. These possibilities cannot
be discriminated from this study and further anatomical and
physiological studies are required.

In the cases of (A) and (C), while pinwheel pairs of the same
type tend to be aligned in a row parallel to the border, the
alignment often appears in a single row, and alternating rows
of pinwheel centers according to their types were observed
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infrequently. This suggests that some additional condition has

to be considered. In the experimental results, the axes of

anisotropy were not totally identical for each iso-orientation

domain. The differences of these axes were within a range

of 20°. When we incorporated such difference in the axes of

anisotropy in the cases of (A) and (C), alternating rows

of pinwheel centers according to their types often emerged, and

the statistical results were also greatly improved (pinwheel pairs

of the same type tend to be aligned parallel to the border in

82.8% of simulations, while pinwheel pairs of opposite types

tend to be aligned orthogonal to the border in 59.0% of

simulations). We succeeded in reproducing all the results by
using Swindale’s model (Swindale 1982).

To summarize, our simulation study suggests that the

orthogonality between iso-orientation contours and the area

17/18 transition zone does not necessarily lead to the systematic

arrangement of pinwheel centers, and that both the ortho-

gonality and the systematic arrangement are caused by the same

mechanism.
In conclusion, we suggest that the  area  17/18 transition

zone imposes a profound restriction on the pattern formation

of orientation preference maps: the areal border not only makes
iso-orientation contours run orthogonal to the border, but
also arranges the orientation pinwheel centers to form a unique
geometric pattern.
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