
Received January 11, 2021, accepted January 18, 2021, date of publication February 9, 2021, date of current version February 26, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3058133

Artificial Intelligence Applied to Stock
Market Trading: A Review

FERNANDO G. D. C. FERREIRA1, AMIR H. GANDOMI 2, (Senior Member, IEEE),

AND RODRIGO T. N. CARDOSO 1
1Department of Mathematical and Computational Modeling, Centro Federal de Educação Tecnológica de Minas Gerais, Belo Horizonte 30510-000, Brazil
2Faculty of Engineering and Information Technology, University of Technology Sydney, Sydney, NSW 2007, Australia

Corresponding author: Amir H. Gandomi (gandomi@uts.edu.au)

This work was supported in part by the Coordenação de Aperfeiçoamento de Pessoal de Nível Superior - Brasil (CAPES) under Grant 001
(Proc. 88881.361790/2019-01).

ABSTRACT The application of Artificial Intelligence (AI) to financial investment is a research area that
has attracted extensive research attention since the 1990s, when there was an accelerated technological
development and popularization of the personal computer. Since then, countless approaches have been
proposed to deal with the problem of price prediction in the stock market. This paper presents a systematic
review of the literature on Artificial Intelligence applied to investments in the stock market based on a
sample of 2326 papers from the Scopus website between 1995 and 2019. These papers were divided into
four categories: portfolio optimization, stock market prediction using AI, financial sentiment analysis, and
combinations involving two or more approaches. For each category, the initial introductory research to its
state-of-the-art applications are described. In addition, an overview of the review leads to the conclusion that
this research area is gaining continuous attention and the literature is becoming increasingly specific and
thorough.

INDEX TERMS Computational finance, algotradings, artificial intelligence, finance.

I. INTRODUCTION

Beginning in the 1990s with introduction of computational
methods in finance, much research has focused on applying
Artificial Intelligence (AI) to financial investments in the
stock market. The main advantages of using computational
approaches to automate the financial investment process
include the elimination of ‘‘momentary irrationality’’ or
decisions made based on emotions, ability to recognize
and explore patterns that are looked over by humans, and
immediate consumption of information in real-time. This area
of knowledge has become known as Computational Finance.
More recently, within computational finance, there is

increasing use of and research on AI techniques applied
in financial investments. Although a computer conducts the
vast majority of hedge fund trades in an automated way,
90% of these operations are still performed by a hardcoded
procedure [12]. Thus, the ever-increasing application of
artificial intelligence still has great potential for development.
Generally, AI is applied to finance in three different

areas: the optimization of financial portfolios, prediction of
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future prices or trends in financial assets, and sentiment
analysis of news or social media comments about the assets
or companies. Despite the differences and peculiarities of
each area, some works have proposed combinations of
techniques from the different areas. Some other studies in
the area of computational finance include the control of
dynamic systems applied to the financial market [8], investor
behavioral analysis [77], network analysis [37], [82] and
clustering of financial assets [1]. Reference [98] relates the
calibrated volatility of options to the movements in futures
prices in the Taiwan stock market. It calculates a correlation
of approximately -0.9 and concludes that the volatility of
options can be used for the prediction of futures prices.

The presented work analyzes the development of each
of these areas from its initiation to its state-of-the-art
advancements. For this, a sample of works on artificial
intelligence published between 1995-2019 was collected for
detailed analysis and comparison.

This paper is structured as follows: Section II presents
some general information extracted from the works on
the application of AI to finance. Section III discusses the
development of the portfolio optimization area and state-
of-the-art applications. Section IV describes forecasting of

30898 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
VOLUME 9, 2021

https://orcid.org/0000-0002-2798-0104
https://orcid.org/0000-0002-6784-2929
https://orcid.org/0000-0002-6559-7501


F. G. D. C. Ferreira et al.: Artificial Intelligence Applied to Stock Market Trading: A Review

assets prices and trends. Section V overviews the works in
the area of sentiment analysis applied to news or comments
on social media about these assets, while SectionVI discusses
the works that combine at least two of the three major areas
mentioned. Finally, Section VII summarizes and presents
final considerations about the development and the state-of-
the-art advancements in all these areas.

II. OVERVIEW

The analysis of the works that deal with the application of
artificial intelligence to financial investments is based on a
sample of works taken from Scopus. The query, performed
on May 27, 2020, returned a total of 2326 documents,
including journal and conference papers published between
1995 and 2019.
Table 1 presents the most cited papers on Artificial

Intelligence applied to financial investments. The oldest
paper is from 2000 [13], and the most recent is from
2015 [63]. Therefore, it can be observed that this is a
relatively new research area that is gaining increasing
attention. Among the papers showed in Table 1, there are no
more recent documents than 2015 as expected since they had
less time to be studied by other researchers, and newer papers
tend to be more specific.

TABLE 1. Most cited documents.

The most cited papers in each year, from 1995 to 2019, are
shown in Table 2, revealing that papers up to 1998 were not
cited much considering that the area acquired more interest
with the rapid improvement and popularization of computers
in the following years. Again, a low amount of citations for
2019 was expected.
Table 3 shows the conferences or journals in which the

AI applied in investment are most published and it reveals
that most of the papers were published in Lecture Notes In
Computer Science, which presents a much larger number of
documents than the other sources, with 180 articles, followed
by Expert Systems with Applications, with 99 papers. Thus,
it can be said that the publishing sources for these articles are
quite varied, especially considering that the number of papers
published in the Lecture Notes In Computer Science is quite
small in relation to the total number of documents analyzed.

TABLE 2. Most cited documents by year.

FIGURE 1. Documents by type.

The graph in Figure 1 divides the documents into two
types: articles (papers published in journals) and conference
papers (papers published in conferences). It is apparent
that conference papers are predominant, but the difference
between them is relatively small.

The amount of published papers by year is presented
in Figure 2, where the curve indicates an exponential increase
in documents from 1995 to the present date.

Figure 3 shows the 15 countries with the largest number of
publications. China ranks first, with over 350 papers, while
the United States ranks second, with almost 300 documents.

K. Hirasawa and S. Mabu are the authors with the largest
number of published papers, respectively 27 and 24 articles.
There is large difference between second and third place,
which has 13 published papers, as shown in Figure 4.

Figure 5 shows the affiliations with the most significant
number of published papers, which is surprisingly achieved
by a Japanese university. As expected, Chinese universities
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TABLE 3. Sources that published most of the documents.

FIGURE 2. Documents by year.

make up most of the 15 affiliations with the largest amounts
of publications.

III. PORTFOLIO OPTIMIZATION

Portfolio Optimization, or Portfolio Selection, is a problem
that consists of determining a set of financial assets that
best suits a particular investor, usually aiming at maximizing
profits.
The Modern Portfolio Theory (MPT), created by

Markowitz [54], was the first contribution to portfolio
optimization models. Markowitz introduced two metrics for
evaluating a portfolio’s performance: the expected return and

the risk. The expected return expresses the idea that an asset
that has performed well in the recent past tends to maintain
such performance in the future. As a forecast, the risk is the
proposed metric to model the return’s uncertainty.

The Markowitz model considers the portions of an
investor‘s total budget invested in each asset. Considering n
available assets, xj (j ∈ {1, . . . , n}) is the proportion of the
total capital invested in the asset j. Thus, there is a constraint
that ensures that the sum of investments must be equal to
the capital available for investment, or

∑n
j=1 xj = 1. In the

initial model, short selling was not allowed and, therefore,
xj ≥ 0, ∀j ∈ {1, . . . , n}.
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FIGURE 3. Documents by country.

FIGURE 4. Most prolific authors.

The aforementioned model uses a random variable Rj,
whose average is equal to µj = E(Rj), where E(R) is
a function that returns the expected value of the random
variable R. This random variable is composed of T different
scenarios, in which each scenario t (t = 1, . . . ,T ) occurs
with a probability pt , so that

∑T
t=1 pt = 1. In each scenario

Rj assumes a value equal to rjt . Thus, the expected value
for Rj can be determined by: µj =

∑T
t=1 ptrjt . In practice,

the historical series of rates of return of an asset represents

its scenarios. Considering that each scenario occurs with the
same probability, the expected return value of an asset j can
be defined as follows:

µj =
1

T − 1

T∑

t=2

rjt

where r tj is the rate of return of the asset j in the period
between t − 1 and t of a historical series consisting of T
quotations of j. Thus, the return RX of a portfolio X is the
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FIGURE 5. Documents by affiliation.

weighted average of the returns of the assets that comprise X ,
that is RX =

∑n
j=1 Rjxj, and the expected return of X can be

calculated as follows:

µ(X ) = E(RX ) = E(
n∑

j=1

Rjxj) =

n∑

j=1

µjxj. (1)

The greatest contribution of the Markowitz model, how-
ever, is the introduction to the concept of portfolio risk,
defined in its model as the variance of a portfolio’s historical
returns concerning its expected value:

σ
2(RX ) = E{(RX − E(RX ))

2}.

The portfolio variance is defined based on the pairwise
correlation values of the returns of the assets that compose
it. Therefore, the diversity of the portfolio tends to reduce its
risk [54]. This variance of the portfolio X can be written as
follows:

σ
2(X ) =

n∑

i=1

n∑

j=1

σijxixj.

Finally, the classic Markowitz model for portfolio opti-
mization is:

min
n∑

i=1

n∑

j=1

σijxixj

subject to:
n∑

j=1

µjxj ≥ µ0

n∑

j=1

xj = 1

xj ≥ 0 j = 1, . . . , n

where µ0 is a lower limit for the portfolio’s expected return.

Markowitz’s theory has become very widespread and
several changes have been made to its original proposal. The
use of portfolio variance as a risk measure, for example, has
been widely criticized since the variance takes into account
both negative and positive deviations. Then, downside risk
measures emerged, taking into account only the worst
historical returns of the portfolios. Conditional Value at
Risk (CVaR) is a downside risk measure widely used because
it is a coherent measure [68]. The CVaR (F) function is given
by [69]:

Fα(X , ζ ) = ζ +
1

(1 − α)

T∑

t=1

pt [
n∑

j=1

−(rjtxj) − ζ ]+,

where pt is the probability of scenario t to occur, α is the
confidence level, and ζ is the VaRα value, which is the
α-quantile of the portfolio losses.
Numerous works have improved these models, creating

more riskmeasures and proposing restrictions that bring them
closer to the practical aspects of stock market trading. Several
exact, heuristic and hybrid optimization methods have been
proposed to solve these portfolio optimization models, which
have become increasingly more complex.
Limiting search on Scopus to papers on portfolio optimiza-

tion, 693 documents were found. Table 4 shows themost cited
portfolio optimization papers by year.
Moreover, a portfolio optimization Mean-Absolute Devi-

ation (MAD) model was proposed with the objective to
minimize the absolute deviation (risk measure) [79]. The
expected return is the mean return of a historical series,
and the minimum return constraint defines its lower bound.
The model also considers a cardinality restriction limiting
the number of assets of the portfolio to an upper bound.
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TABLE 4. Most cited portfolio optimization papers by year.

Transaction lots constraint ensures that some of the assets can
only be traded in an amount that is a multiple of a minimum
quantity of shares. The paper employed a hybrid method,
which applies a proposed heuristic that finds goodweights for
assets after an exactmethod solves the linear relaxed problem.
In [52], a Mean Semi-Absolute Deviation model aimed to

minimize the semi-absolute deviation as the risk measure,
and the mean return is constrained to a lower bound value.
The model also considered the transaction lots constraint, and
proves that this constraint makes the model be NP-complete.
Regarding the optimization methods, the paper proposed
and compared heuristics that transform linear relaxed exact
solutions into feasible solutions, which do not violate the
transaction lots constraint.
Note that although the first risk measure proposed by

Markowitz is variance, some of the first studies on portfolio
optimization attempted to use other measures, such as Abso-
lute Deviation or Semi-absolute Deviation. Constraints were
also considered in order to bring the model closer to reality.

[13] considered a Mean-Variance model, in which
variance is the risk measure to be minimized, and the mean
return is limited to a lower bound value. The portfolio
cardinality is constrained to a single value. The paper
proposed three heuristic methods based on the Genetic
Algorithm, Tabu Search, and Simulated Annealing. [18] also
considers a Mean-Variance model, but its model considers
a variable cardinality constraint, which allows the portfolio
cardinality to assume a range of values. This work proposes
a Simulated Annealing algorithm to solve the model.

[21] considered a monobjective Mean-Variance model
that combines the portfolio variance minimization with the
mean return maximization in a single objective function
using complementary weighted factors for each objective.

Genetic Algorithm, Tabu Search, and Simulated Annealing
based methods are proposed to solve the portfolio optimiza-
tion model.

[81] proposed a model with three objectives: mean return
maximization, variance minimization, and Value-at-Risk
(VaR) minimization. The proposed heuristic initializes the
populationwith the Randomized Linear Programming (RLP),
generates an interim Pareto front with Pareto Sorting Evo-
lutionary Algorithm (PSEA) and Target Objective Genetic
Algorithm (TOGA), completes gaps in the Pareto front with
TOGA, and stores the result in a repository.

Reference [57] performed hybrid methods by combining
proposed heuristics and Genetic Algorithm to solve the
monobjectiveMean-Variance model. Reference [24] presents
a combination of Neural Artificial Networks with heuristics
to solve the weighted factors monobjective Mean-Variance
model. Reference [31] proposes a multiobjective evolution-
ary algorithm based on SPES2 to solve the biobjetctive
Mean-Variance model.

Reference [14] compared different weighted factors of
monobjective models composed by risk minimization and
mean return maximization. The models differ by the risk
measures applied: variance, semivariance, and absolute
deviation. Genetic Algorithms with specific operators and
repair methods for each model were performed.

With the increase in the complexity of the models and
considering larger number of assets and a larger historical
series, the works started to use heuristics instead of exact
methods, since these methods solve complex models in
polynomial time.

Reference [64] proposed a portfolio optimization model
with three objectives: maximize return (mean), minimize
risk (variance), and maximize historical returns skewness.
For this model, a Multiobjective Particle Swarm Optimiza-
tion (MOPSO) algorithm was performed.

Reference [96] performed Particle Swarm Optimiza-
tion (PSO) algorithm with specific operators and repair
operators for three different monobjective optimization mod-
els: Mean-Variance model with minimum return constraint,
Mean-Variance utility function model using weight factors,
and Sharpe-ratio maximization portfolio optimization model.

Reference [91] applied Genetic Algorithm and Simulated
Annealing to a proposed portfolio optimization monobjective
model in which the objective is a utility function formed by
variance minimization and portfolio diversity maximization,
and the minimum return constraint defines a lower bound for
the mean return.

Reference [65] surveyed two biobjective portfolio opti-
mization model, both considering mean return maximization
and different risk measures: variance and VaR minimiza-
tion. The work considered cardinality, transaction lots, and
turnover constraints, and found that these methods can
be solved by several Multiobjective Evolutionary Algo-
rithms (MOEAs). Finally, the paper compares the models
mentioned above to a monobjective Sharpe-ratio model
solved by a Genetic Algorithm.
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Reference [53] reviewed monobjectives and biobjectives
portfolio optimization methods, which aim to minimize risk,
subject to a minimummean return value, and tominimize risk
and maximize mean return, respectively. The considered risk
measures include absolute deviation, minimum return, Gini’s
Mean Difference (GMD), and Conditional Value-at-Risk
(CVaR). The paper analyzed transaction costs, cardinality,
and transaction lots constraints. The methods reviewed
can be divided into heuristics: Non-dominated Sorting
Genetic Algorithm II (NSGA-II), Pareto Envelope-based
Selection Algorithm (PESA) and Strength Pareto Evolu-
tionary Algorithm 2 (SPEA2) for multiobjective models,
and Genetic Algorithm (GA) and Threshold Accepting (TA)
for the monobjective ones; and exacts: branch-and-bound
and branch-and-cut based methods; and hybrids: methods in
which heuristics find a good relatively small subset of assets
before exact algorithms find optimum solutions for these
subsets.
Another trend that was subsequently observed is the use of

multiobjective models, since the choice of prioritizing return
or risk depends on the profile of a particular investor. In a
multiobjective model, a set of non-dominated portfolios are
provided so that the best portfolio according to the investor
profile can be subsequently chosen.
Reference [16] proposed a utility function monobjective

model representing historical portfolio returns as a random
fuzzy variable. The utility function combines the random
fuzzy variable variance (risk measure) minimization and its
mean (expected return) maximization. The model consid-
ers cardinality, transaction costs, and turnover constraints.
A modified Artificial Bee Colony (ABC) algorithm was
performed to solve the model.
Reference [75] proposed a hybrid harmony search and

artificial bee colony algorithm to solve the monobjective
mean-semi variance portfolio optimization model with min-
imum return and cardinality constraints. Reference [40]
presented specific repair operators for an Artificial Bee
Colony algorithm performed to solve the monobjective
mean-variance model using a utility function with weighted
factors, limited to a single portfolio cardinality value.
Reference [23] surveyed Swarm Intelligence algorithms

applied to portfolio optimization models. The analyzed
algorithms are PSO (Particle Swarm Optimization), BPO
(Business Process Optimization), ACO (Ant Colony Opti-
mization), ABC (Artificial Bee Colony), CSO (Cat Swarm
Optimization), FA (Firefly Algorithm), IWO (Improved
invasive weed optimization), BA (Bat Algorithm) and FWA
(Fireworks Algorithm). These models aim to minimize risk,
subject to minimum return, cardinality, transaction costs, and
transaction lots constraints. The considered risk measures
are variance, variance with skewness, semivariance, mean
absolute deviation (MAD), Value-at-Risk (VaR), minimum
return, and Conditional Value-at-Risk (CVaR).
Reference [46] proposed an Iterated Local Search (ILS)

heuristic in which the local searches are performed using a
quadratic programming algorithm to solve a monobjective

mean-variance portfolio optimization model subject to mini-
mum return and cardinality constraints.

Recently, [15] introduced a robust multiobjective optimiza-
tion model based on the mean-variance model and elabo-
rates a multiobjective Particle Swarm Optimization (PSO)
algorithm for the specific problem. Reference [76] also use
a multiobjective PSO algorithm, but proposes a PSO with
ranks to solve the medium-variance model with variable
cardinalilty constraints. Reference [43] developed NSGA-II
and SPEA2 algorithms with specific operators for three
different multiobjective models, which intend to maximize
the return and minimize the risk, differing in relation to
the risk measure considered: semivariance, CVaR, and a
combination of both. Reference [25] proposed a biobjective
mean-CVaR model with lots, variable cardinality, and
turnover constraints, in addition to an evolutionary algorithm
based on the NSGA-II to solve it. Finally, the paper suggested
three different decision-makingmethods for selecting a single
portfolio on the Pareto-optimal border, based on a given
investor’s profile.

It can be observed that recent works tend to use models
with two or more objectives and propose heuristics to solve
them, since the presence of several objectives increases the
complexity of the model’s solution by exact methods.

Table 5 presents the main model characteristics from the
papers collected from Scopus. These characteristics are the
number of objectives for the proposed or studied models in
each paper (some of them consider multiple models with
different numbers of objectives, such as [65]), the presence of
weight factors, which apply weights for different objectives
summed in one single objective (x indicates the presence of
this characteristic), the use of fuzzy variables in the model,
the use of skewness or diversification of the historical series
to evaluate the portfolio.

As portfolio risks can be measured in several different
ways, Table 6 presents the risks measures considered in each
paper, where evaluated models that consider multiple risk
measures, while others analyze various models with different
risk measures. In this table, V stands for the Variance risk
measure, SV for Semi Variance, AD for Absolute Deviation,
SAD for Semi Absolute Deviation, VaR for Value-at-Risk,
CVaR for Conditional Value-at-Risk, MR for Minimum
Return, and GMD for Gini‘s Mean Difference.

In addition to the objectives, which are usually risks and
returns, portfolio optimization models are also characterized
by their constraints. Table 7 presents the constraints used in
the models of each paper. The main constraints are:

• Minimum return constraint defines a lower limit for the
portfolio’s expected return.

• Transaction lots constraint ensures that the capital
invested in a given asset is a multiple of a minimum
number of shares.

• Cardinality constraint limits the number of assets that
can make up the portfolio. Fixed cardinality constraint
allows only one cardinality value for the portfolio,
while variable cardinality constraint enables a range
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TABLE 5. Portfolio optimization models.

TABLE 6. Portfolio optimization risks.

of integer values for the number of assets in the
portfolio.

• Transaction costs are related to the trade of assets in
the Stock Market. Some portfolio optimization models
consider the constraint that ensures that the total cost of
the portfolio, including transaction costs, cannot exceed
the capital available for investment.

• Turnover constraint is used inmulti-period optimization,
and for each period, it defines the cost of a new portfolio
based on an existing current portfolio.

Optimization methods can be heuristic, exact, or hybrid
when both are used. There is still the possibility of using
Machine Learning (ML) algorithms to assist in the opti-
mization process. Multi-Attribute Utility Theory (MAUT) a
posteriori methods are often used for multiobjective problems
when the selection of only one solution is required. So,
Table 8 presents the types of methods performed in each
paper.

Portfolio optimization models are becoming increasingly
complex, presenting more restrictions and, in some cases,
several objectives. This way, there is a tendency to use
heuristics to solve them since exact methods cannot solve
some more complex models in polynomial time. A more
significant number of objectives stems from the growing
number of metrics proposed to represent the return and,
principally, the risk of a financial portfolio.

IV. STOCK MARKET PREDICTION USING ARTIFICIAL

INTELLIGENCE

Stock market prediction or forecasting using historical time
series has become a technique widely used by researchers
and investors to obtain financial profits in stock trading.
These predictions, initially carried out by statistical methods,
have been increasingly performed by Artificial Intelligence
algorithms. Therefore, AI applied to investments constitutes a
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TABLE 7. Portfolio optimization constraints.

TABLE 8. Portfolio optimization methods.

recent research area that has already achieved a large amount
of publications.
Since 1965, many researchers have defended the hypoth-

esis of an efficient market [50], which states that the market
incorporates all the information that all market participants
have and their expectations, so that the price changes are
completely random and unpredictable.
In contrast to the efficient market hypothesis, other

researchers believe that the market prices fluctuate with a
trend. Considering this hypothesis, two schools of market
analysis can be regarded as: 1) technical analysis, which
defends trends in stock price movements and tries to predict
them through historical asset prices; and 2) fundamental
analysis, which argues that the socioeconomic context of a
company interferes with its future stock price and, therefore,
provides information that can be used for forecasting future
asset prices [58].

The general framework for an Artificial Intelligence
prediction model applied to financial forecasting is presented
in Figure 6. The first step is the acquisition of all the
necessary data to train and test the predictive model. These
data can be treated, transformed, or reduced to remove
noisy information and highlight important information. Then,
the predictor uses the treated data to train its model,
in which its hyperparameters can be optimized in a validation
step. Finally, the trained model’s performance with tuned
hyperparameters needs to be evaluated in a test step.

FIGURE 6. Flowchart for general financial forecasting with Artificial
Intelligence model predictions.

Limiting search on Scopus to papers on Stock Market
forecasts using Machine Learning, 1719 documents were
found. Table 9 shows the most cited articles that predict stock
market prices or trends using Artificial Intelligence by year.

Reference [28] proposes a Rough Set Theory method
that generates rules to assist in Stock Market trading
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TABLE 9. Most cited forecasting papers by year.

actions, which includes buying, selling, and keeping an asset.
This method uses fundamentalists indicators as input data.
Reference [72] proposed a Probabilistic Neural Network to
predict financial prices movement trends using historical
assets price series. Three different classes of trends were
considered, each one indicating a different action: buying,
keeping, and selling a given asset.
Reference [45] presented an Artificial Probabilistic Net-

work (APN) that considers historical prices and funda-
mentalist indicators as input variables and performs trends
classification considering six classes of return levels. Ref-
erence [93] employed Support vector machine (SVM),
k-Nearest Neighbor Classifier, Probabilistic Neural Network
(PNN), Classification and Regression Tree (CART), boosting
(Adaboost), and bagging algorithms aiming to perform binary
classification of financial assets. Historical prices of the
assets were used as an input variable, and the paper’s results
indicate the better performance of the Boosting algorithm.
Reference [39] used historical prices of assets as input

data and predicted price and return with a proposed genetic
programming. The paper concludes that asset prices are
more predictable than returns. Reference [47] proposed a
Genetic Algorithm (GA) integrated with a Fuzzy Neural
Network (FNN) model to predict financial trends of assets
price movements (considering three different classes of
trends) using technical indices as input variables. Reference
[87] introduced a Fuzzy grey prediction system that uses
historical prices, volume, and fundamentalist index data of
assets to predict future prices. Reference [88] proposed a
fuzzy rough set system that predicts financial assets future
prices using their historical prices and volume data as input.

Reference [66] predicted financial rules that indicate
buying and selling signals, performing a proposed genetic
programming feed by historical prices and volume data
of financial assets. Reference [36] collected fundamentalist
indices from financial assets to predict their future price
movement trend (in a binary classification) using a Support
Vector Machine (SVM) algorithm.

Reference [44] proposed a Genetic Algorithm (GA) that
selects the best weights for several classifiers predictions and
combines them into a single prediction. The classifiers use
technical indicators as input variables and predict financial
price movement trends considering four different classes:
Bear, Edged-Down, Edged-Up, and Bull. Reference [38]
presented three hybrid Artificial Neural Network time series
models: NN-EWMA, NN-GARCH, and NN-EGARCH,
which uses EWMA, GARCH, and EGARCH to determine
input variables before applying the ANN to predict financial
assets volatility. The model employs prices, volume, and
fundamentalist indicators as input variables, and the results
indicate that NN-EGARCH performs best.

Since the first works on prediction of asset trends,
Machine Learning algorithms were already being used. It was
also common to use heuristics for optimization as Genetic
Algorithms, especially for the combination of different
classification algorithms.

For instance, [34] combined Support Vector Machine
(SVM), Kth Nearest Neighbor (KNN), Back-propagation
neural network, decision tree, and logistic regression using
a voting committee after performing a wrapper feature
selectionmethod. Using prices, volume, and technical indices
data to perform a binary assets classification, the paper
concludes that voting performs better than single classifiers.
Reference [35] first performed a filter-based feature selection
for historical prices and technical indicators data. A proposed
Self-Organizing Feature Map (SOFM) combined with Sup-
port Vector Regression (SVR)was developed to predict future
asset prices. SOFM divides training data into several clusters
before different SVR models are applied to each cluster. Test
data are predicted using the SVRmodel trained with the most
similar cluster.

Reference [29] collected assets historical prices series,
which were selected in a stepwise regression analysis
(SRA). A Self-organization Map (SOM) neural network was
used to divide the training data into clusters, and a fuzzy
genetic system was applied to predict assets future prices.
Reference [32] proposed a Self-Organizing Map (SOM)
combined with Genetic Programming (GP) method. SOM
divides training data into several clusters, where each cluster
is composed of training, validation, and test data. Validation
data select the best GP model for that cluster, and test data
evaluate the prediction performance. Prices, volume, and
technical indicators are used as input data, and the model
predicts the future prices of assets.

Reference [3] proposed the Preprocessed Evolutionary
LM Neural Networks (PELMNN). Step-wise Regression
Analysis (SRA) for variable selection. A genetic algorithm
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was used as a global search method to evolve artificial neural
networks initial weights, and a Levenberg–Marquardt Back
Propagation (LMBP) neural network was trained and used to
predict future prices. The input data are technical indices and
trading volume. Reference [33] proposed a price forecasting
method to perform an iterative feature selection procedure
using a backpropagation neural network invalidation data
composed of prices, volume, and technical indicators. Finally,
a backpropagation neural network was performed on test data
to predict the future prices of assets.
Reference [10] selected prices and technical indicators

data in a backward elimination method using a Random
Forest algorithm. Multiple Random Forest algorithms were
used to predict asset’s future prices. Final prediction used an
average of the predictions of all the Random Forest predictors
weighted by their training error. Reference [63] compared
ANN, SVM, random forest, and Naive-Bayes algorithms
in performing binary classification of assets prices trends.
The classifiers are fed by technical indicators data, and a
validation step optimizes the classifiers’ hyper-parameters.
Reference [11] surveyed Stock Market forecasting Machine
Learning models. The paper first surveys the preprocessing
techniques: normalization, outliers exclusion, clustering, and
feature selection. The considered forecasting models are
the Artificial Neural Network (ANN) and Support Vector
Machine and ensembles methods that combine both and
integrate the models mentioned above with heuristics to
predict assets future prices or price trends.
Reference [17] compares three different feature selection

and transformation methods: Principal Components Analysis
(PCA), AutoEncoder (AE), and the Restricted Boltzmann
Machine (RBM). Then, a Machine Learning algorithm is
performed to predict future asset return. For this, log returns
data are collected every five minutes. Reference [26] uses a
Deep Learning Long Short Term Memory (LSTM) Neural
Network for a binary assets prices trend classification,
analyzing a historical series of assets return. Reference [51]
proposes a Deep learning model with convolutional and
recurrent neurons layers which classifies future assets price
trends in three different classes, using prices and volume
historical data as input.
A trend that has been increasingly explored is the use of

complex techniques for preprocessing the input data, which
facilitates the execution of Machine Learning algorithms
and increases its accuracy, since the noisy data tend to be
eliminated, leaving only the most relevant data.
Recently, there has been an increasing tendency to apply

deep neural networks for stock market forecasting. For
example, [94] developed a Deep Neural Network (DNN)
to classify future trends of asset prices (considering two
price directions of the next price). The data set consists
of 60 attributes (including returns and technical indicators)
of assets belonging to the SPDR S&P 500 ETF between
June 2003 and May 2013, with daily frequency. Compared
to an Artificial Neural Network (ANN), results show that,
although the DNN presents higher accuracy, the ANN

provides greater returns and lower risks (variance) in a Stock
Market trading simulation. Reference [85] collected open,
close, low, and high prices of Yahoo and Microsoft assets
from January 2011 to December 2015 and computed five
technical indicators as features: momentum, volatility, index
momentum, index volatility, stock momentum, stock price
volatility. The paper further compares the SVM and LSTM
models for the problem of binary classification of stock
trends, and the results indicate the better accuracy of the
LSTM algorithm. Reference [59] computed ten technical
indicators from opening, close, low. The high prices of assets
during November 2009 to November 2019 were used to
predict prices by applying Decision Tree, Bagging, Random
Forest, Adaboost, Gradient Boosting, XGBoost, Artificial
Neural Network (ANN), Recurrent Neural Network (RNN)
and Long Short Term Memory (LSTM) algorithms, conclud-
ing that the LSTM algorithm performs better than the others.

Reference [97] proposes a new two-dimensional CNN,
which uses a matrix composed of futures, options, opening,
closing, high and low prices, and the transaction volume
of each asset in a time series of 120 days of data. For
that purpose, 5 Taiwanese assets and 5 United States assets
are used. The proposed CNN is used to predict trends in
the movement of financial asset prices. It considers three
different classes: class 1, for days when the return exceeds
1% (upward trend), −1, for days when the return is less than
−1% (downward trend) and 0, otherwise (lateral movement).
The accuracy of the novel classifier is compared to that of
SVM, Neural Network and one-dimensional CNN and the
results show that the novel CNN surpasses all other classifiers
considering each of the 10 assets.

Table 10 describes the input used by each paper collected
on Scopus. Input data can be divided into historical asset
prices, historical returns, trading volume, Technical Indices
(TI), and Fundamentalist Indices (FI). Feature selection
methods were used to remove unimportant features and
reduce the number of variables. The period or frequency of
sequential data in a time series is a vital data characteristic
that can influence the trading strategy.

Table 11 describes the proposed model’s output of the
different papers. Forecasting financial models can predict
different classes of price trends, financial rules to assist in
tradings, future asset prices, returns, or volatility.

Other forecasting model characteristics are shown
in Table 12, including the uses of Machine Learning (ML)
algorithms to make predictions, a heuristic to make the
prediction or improve the predictor accuracy or speed, fuzzy
systems to improve a predictor or to make trading decisions,
clustering of the data before the prediction, ensembles or
combinations of different predictors or classifiers, and the
application of a validation step to optimize the model‘s
hyperparameters.

For predicting asset prices and their trends, the vast
majority of methods found in the literature employed
Machine Learning techniques. Regression techniques are
commonly used to price prediction, while classification
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TABLE 10. Forecasting models input data.

TABLE 11. Forecasting models output variables.

techniques are frequently used to predict trends in asset price
movements. An increasing amount of data used as inputs
or features was identified, which implies the need to use
methods to select and preprocess this input data to filter only
the most essential information. Deep Learning methods are
another trend showing promising results in recent works,
despite its great computational complexity, which makes
selecting and preprocessing data even more important.

V. FINANCIAL SENTIMENT ANALYSIS

Sentiment analysis is the field of study that analyzes people’s
feelings and moods towards an entity, such as a product to
evaluate whether the opinions are negative or positive and

how negative or positive they are. To perform sentiment
analysis, it is first necessary to collect a large number of
texts, such as those extracted from social media or news
websites, written in a natural language. Thus, the application
of natural language processing methods is also necessary
[49]. Sentiment analysis has been increasingly applied in
several areas of knowledge, such as computational finance.

In finance, several researchers test the effect of news
and opinions on future asset prices, putting in check the
hypothesis of the efficient market, based on the idea that news
and opinions guide investors, creating trends in market prices
and, thus, providing possibilities for an investor to obtain
profits in stock market tradings.

Limiting the search on Scopus to papers on finan-
cial sentiment analysis, 289 documents were found. The
most cited sentiment analysis papers by year are present
in Table 13.

Reference [55] collected press related to stocks in NYSE
or NASDAQ-AMEX, considering only press releases of
companies with a turnover higher than US$5, 000, 000 per
day. Text reprocessing removes stopwords, numbers, and less
meaningful terms according to the TFxIDF measure. These
press releases are classified as ‘‘Good News,’’ ‘‘Bad News,’’
and ‘‘No Movers’’ (for neutral news). Good news provokes
a rise of 3% on the stock price within at least 60 minutes
after the press release and increase the price average in at
least 1% during this interval. Bad news provokes a drop of
3% in the stock price within at least 60 minutes after the press
release and decreases the price average in at least 1% during
this interval. The other news is classified as ‘‘No Movers.’’
An SVM model was applied to predict stock prices using the
news sentiment and historical price series. Results show a
recall of approximately 60% and a better cumulative return
and average return per trade than the random trader in a stock
market simulation.
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TABLE 12. Forecasting models characteristics.

TABLE 13. Most cited sentiment analysis papers by year.

Reference [83] analyzed 77,256 analysts reports from
Thomson Financial Web service related to the companies in
the Tokyo Stock Exchange from January 1, 2001 toMarch 31,
2003. 12 keywords were extracted from the obtained reports’
title and classified into three classes: Good, Bad, and Neutral
News. Change of monthly consensus earnings estimate for
the next fiscal year (CESFY1) is used as a numerical
indicator for future stock performance. A Machine Learning
model uses a binary classification label according to monthly
earning forecast changes: upward or downward revision to
predict stock movements. The proposed model performance

indicates that the sentiment is related to stock prices 20 days
before and 20 days after the press.

Reference [84] extracted specific news that has a high
possibility to affect the stock prices from news data offered
from JIJI Press about companies in the Tokyo stock exchange
market between August 10, 2006 and November 24, 2006.
News is classified into three classes: ‘‘Good News,’’ ‘‘Bad
News’’ and ‘‘Neutral News’’ using Naive Bayes, which
presents 78% accuracy. Results show that the average return
for 30 days prior and 30 days after the news varied for these
different categories, and the average daily return was lower
before and after Bad News and greater before and after Good
News.

Reference [74] proposed four stock price prediction
models with different features. The first model applies linear
regression using 60-minute stock quotations before given
news; the second one consists of an SVM that uses only
extracted article terms for its prediction; the third one is an
SVM that uses extracted article terms and the stock price at
the time the article was released; and the fourth one is an SVM
that uses extracted terms and a regressed estimate provided by
the linear regression model of the stock price 20 minutes after
the news. The paper concludes that the third model performs
the best. Reference [73] compared the methodology proposed
by [74] to the top 10 quant funds operating for a full year at
the time of the study. The paper concludes that the proposed
methodology provides the fourth-best return among the top
10 and the best return when compared with only the quant
funds for companies in S&P 500.

In relation to the works that perform analysis of feelings,
it is observed that the oldest studies used news about a certain
asset to assign a mood to it. A disadvantage of using news
is that it tends to be more neutral, which makes it difficult
to differentiate between good and bad ones, in addition
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to the smaller amount, in relation to comments on social
media.
Reference [9] employed lexicon dictionaries to perform

sentiment analysis to public tweets recorded from Febru-
ary 28 to December 19, 2008 from stocks in DJIA. After
stopwords and punctuation removal, a one-dimension public
mood time series was generated by OpinionFinder, which
classifies text moods as positive or negative. Besides, seven
dimensions of the public mood time series were generated by
GPOMS, each representing a different aspect of the public’s
mood on a given day: Calm, Alert, Sure, Vital, Kind, and
Happy. Bivariate Granger causality analysis showed that only
the GPOMS’s Calm dimension correlates (linear) with the
stock prices series. Self-Organizing Fuzzy Neural Network
was proposed to predict stock movements using three
previous historical daily prices and permutations of the seven
mood indicators as features. Self-Organizing Fuzzy Neural
Network predictions match Granger analysis results, showing
that the calm indicator increases the prediction accuracy, but
the other indicators do not improve the prediction using only
the stock price series.
Reference [86] collected six security companies’ quarterly

and annual reports and their ROEs time series and selected
terms that occurred three times or more. The paper performed
future asset prices forecasting using ARIMA and SVR, which
uses historical return series, and historical term series from
reports, respectively. Results reveal that the hybrid model,
combining ARIMA and SVR, presents the best forecasting
accuracy.
Reference [78] used a data set of 1,600,000 (800,000 pos-

itive and 800,000 negative) tweets collected and labeled
by Stanford University. The preprocessing step removed
usernames and links, identified occurrences of more than
two letters in a word and changed it to only one letter, drew
explicit negation words, exclamation, and question marks,
besides performing text tokenization, removal of stopwords,
stemming, N-gram construction (size 2), and removed words
that occurred only once. Two sentiment analysis models
were applied. The first classifies the documents into two
classes: negative and positive, while the second classifies
them into three categories: negative, neutral, and positive.
Sentiment analysis presents an accuracy close to 80%. The
study then analyzed a correlation between 152,572 tweets
discussing stock relevant information about eight companies
in nine months in 2011 and the stock closing prices of these
eight companies for the same period. A statistical hypothesis
test for stationary time series was performed to determine
the linear correlation level between the sentiment and stock
closing price andwhether one contains predictive information
about the other (Granger causality analysis). Results indicate
that tweets’ sentiment can predict stock price movements for
several assets, and the introduced neutral class can improve
the correlation between the opinionated tweets and the stock
closing price in certain situations.
Reference [48] examined a news archive from FINET,

containing both company-specific and market-related news

from January 2003 to March 2008. The news was classified
by Harvard IV-4 sentiment dictionary (HVD), considering
15 sentiment dimensions, and Loughran–McDonald financial
sentiment dictionary (LMD), considering six sentiment
dimensions. An SVM model was developed to predict stock
movement using historic daily open-to-close price return as
a feature, in addition to the news sentiment moods values.
For the SVM classification, the stocks were labeled into
three classes according to return value: positive, neutral, and
negative. The paper concludes that sentiment analysis helps
to improve prediction accuracy.

Reference [60] proposed different methods to classify
untagged messages in five classes: Strong Buy, Buy, Hold,
Sell, and Strong Sell. These messages were taken from
18 message boards of the 18 stocks from Yahoo Finance
Message Board for one year (July 23, 2012 to July 19,
2013). Historical daily adjusted close prices extracted from
Yahoo Finance for 18 stocks were also used as features for a
stock movement prediction performed by an SVM algorithm,
in which its labels represent actual price movement (up
or down). Results indicate that the incorporation of the
sentiment analysis improves the prediction accuracy.

Reference [61] employed all tweets containing cashtags of
all stocks traded in US stock markets from December 22,
2012 to March 27, 2015, before the Stanford CoreNLP tool
was applied to execute common natural language processing
methods, including tokenization, Part Of Speech (POS)
tagging, and lemmatization. Sentiment analysis classification
considers three sentiment classes: ‘‘bullish,’’ ‘‘bearish,’’ and
‘‘neutral.’’ The work measured the correlation between
Twitter sentiment indicators and two popular survey sen-
timent indicators: the American Association of Individual
Investors (AAII) and Investors Intelligence (II). A strong
correlation between them indicates that the microblogging
sentiment indicator can provide important information.

Reference [62] collected a total of 2,50,000 tweets about
Microsoft from August 31, 2015 to August 25, 2016,
extracted from Twitter API, in addition to stock opening and
closing prices of Microsoft in the same period obtained from
Yahoo! Finance. Tweet preprocessing included tokenization,
stopwords removal, and regex matching for removing special
characters. Sentiment analysis considered three different
classes for each tweet: positive, neutral, and negative. A total
of 3,216 tweets were examined, labeled, then used to train
a Random Forest classification model. The trained model
predicts other tweets’ sentiments. After performing sentiment
analysis, a classification model used positive, neutral, and
negative tweets in 3 days as features to perform a binary stock
movement classification. Results show around 70% accuracy
for sentiment classification and around 70% accuracy for
stock movement prediction.

Reference [5] retrieved around 300,000 tweets about Apple
from StockTwits during 2010-2017, each tweet composed
by its content, date, and user sentiment. Tweet preprocess-
ing included tokenization and removal of stopwords and
Twitter symbols. An SVM model was trained for sentiment
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prediction, in which daily sentiment is positive if there are
more positive tweets than negative ones and is negative
if otherwise. Besides, Apple’s historical price data were
extracted fromYahoo Finance from 2010 to 2017 and used for
an SVM classifier that predicts binary class stock movement
(up or down). For sentiment prediction, the achieved test
accuracy was 63.5%, 75.3% recall, and 76.8% precision, and
for stock movement prediction, the completed test accuracy
was 76.68%, 100% recall, and 69.5% precision.

Reference [2] assigned daily sentiment scores for the DJIA
market by accumulating high-frequency sentiment scores of
the DJIA’s constituents obtained from the TRNA dataset
from January 2006 to October 2012. DJIA’s constituents
were tagged according to three classes: positive, neutral,
or negative (and a probability associated with each one).
Then, the daily sentiment was computed as the average
sentiment prediction weighted by probabilities of each of
these predictions to be corrected. The paper applied linear
and quantile regression to these daily scores, analyzing its
correlation with the Thomson Tick History database’s stock
prices. The regressions considered daily sentiments up to
5 days before a given price and that price. Results demonstrate
that daily financial news sentiment can predict prices, as they
show a significant correlation.
Recently, [56] considered news articles for the S&P

500 companies from February 2013 to March 2017
from international daily news websites, comprising a total
of 265463 articles, in addition to daily closing stock prices
of these assets for the same interval. The paper developed
an ARIMA model for price regression, considering only
the stock price data. The Facebook Prophet algorithm was
used to predict future stock prices using historical closing
prices. Reference [56] also proposed three Recurrent Neural
Network Long Short Term Memory (RNN LSTM) methods
for stock price prediction. The first method uses only the
price data as features; the second uses historical closing
prices and the textual polarity (negative or positive) for each
asset provided by the natural language toolkit (NLTK); and
the third uses the prices and textual data as features. The
paper concludes that there is a strong relationship between
stock prices and financial news articles, as the RNN LSTM
models that use textual data or sentiment information perform
better than models that use only the prices data. Reference
[90] first captured the semantic information of stock-related
tweets texts by applying LSTM models that produce a
textual representation for each set of texts about a particular
asset on a given day. Subsequently, another LSTM model
followed by a regression MLP was used to predict future
asset prices. Reference [41] proposed using the Convolutional
Neural Network (CNN) algorithm to extract features from
the set of words formed by the text of each tweet. The
paper also presented the optimization of the generated
features using the Cuckoo Search (CS) Algorithm and,
finally, the classification of the texts’ polarity (positive
or negative) using a Neural Network algorithm. Results
showed that this proposed approach surpasses previous

approaches found in literature, considering the accuracy
measure.

Reference [70] proposed a Sentiment-aware volatility fore-
casting (SAVING) method. The sentiment analysis consid-
ered social media messages on StockTwits for 10 US stocks
fromAugust 14, 2017 to August 22, 2018. The work assessed
the polarity of feeling for a given asset taking into account
the intensity and quantity of messages about the asset. This
polarity was coupled to the volatility prediction models as
variables or features. For this, the paper used the Recurrent
Neural Network (RNN) algorithm. The proposed SAVING
model was compared with volatility prediction models that
do not use sentiment analysis: GARCH, EGARCH, TARCH,
GJR, GP-vol, VRNN, NSVM and LSTM (Long Short Term
Memory) models. A t-test compared SAVING with each
other method and results indicate that SAVING statistically
outperforms all other methods, except EGARCH, TARCH
and GJR, in addition to not being dominated by any other
method.

Information about companies can be found on reported
news, available on several websites, or comments and
opinions given by social media users. Table 14 informs the
data source used by each paper.

TABLE 14. Text source.

Table 15 specifies how the papers attribute the sentiment
prediction for each financial stock or index using texts
about its companies. Some works developed Machine
Learning (ML) models to predict the asset’s sentiment using
texts collected from the news or social media comments.
In contrast, other papers utilized lexicon dictionaries that
assign sentiment values based on the collected texts. Other
documents employed data sets that contain the sentiment
value associated with the text.

Research in stock market sentiment analysis usually
tests the impact of news or opinions on the stock prices,
challenging the efficient market hypothesis. For this, some
papers analyzed the correlation between the sentiment value
for a given company and its stock price in the near future
(a few days after the news or comment publication). Other
papers used these sentiment values to predict stock prices
or movement, intending to obtain profits in stock market
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TABLE 15. Sentiment analysis method.

tradings. Table 16 shows the application of the sentiment
analysis by each paper.
It is noted that the first works on sentiment analysis

applied to finance use news as input data. However,
there is a tendency to use comments on social networks,
which considerably increases this data’s total size. Thus,
the pre-processing of these data and selecting the most impor-
tant terms becomes a necessary task in this approach. The
sentiment analysis applied to financial investments is com-
monly used, in practice, to decide whether to buy or sell
an asset under study and, therefore, is frequently combined
with the historical analysis of prices of these assets. In this
combination, the predicted sentiment is used as one of the
Machine Learning algorithm features to predict the asset’s
price or trend of movement.

VI. COMBINATIONS

Combination papers integrate two or more approaches
discussed in this work, usually aiming to improve the
performance of a Machine Learning model or increase
profits provided by trading simulations in the stock market.
Although the vast majority of papers used only one approach,
many articles indicate better combined methods, which are
more recent works.
Reference [27] used historical stock indicators and news

to predict stock market movements, analyzing 72 S&P
500 assets from 15 September 2006 to 31 August 2007,
collecting historical prices, trading volumes, best bid and
ask prices, in addition to 10 technical indicators. Sentiment
analysis classifies each news document as negative or
positive, and a linear regression is performed to assign
values that indicate how positive or negative a news item
is. A classification model was used to predict a particular
asset’s chances exceeding a return of 1% over the next period.
For this, news polarity, prices, and technical indicators were
selected and used as features. Results of the paper show
that integrating market data with textual data contributes
to improving the performance of the model compared to
using only market data and that using more advanced textual

data representations further improves the model’s prediction
accuracy.

Reference [19] applied portfolio optimization methods
after performing financial time series classification for stock
price movement prediction. For the classification method,
30 attributes were considered among different log-returns and
technical indicators obtained from daily data of 115 assets
that participated in B3 between January 2004 and Decem-
ber 2016. For each day, t , assets that reach aminimum desired
return in the next day (t+1) are labeled as an up-trended asset
and the others as down-trended. The classification algorithms
are SVMs with different hyperparameters values and a voting
ensemble method considering all SVM classifiers. Portfolio
optimization considers the monobjective mean-CVaR model
with variable cardinality constraint. The precision metric
was selected to evaluate the classifiers, and results show
that the combination of all classifiers does not exceed the
best of the individual classifiers. From trading simulations,
the paper concluded that the combination of financial series
classification and portfolio optimization surpasses each of
the single approaches, as statistical tests indicate better daily
returns when using the proposed combination.
Reference [71] combined sentiment analysis and network

analysis and tested the correlation between the network
sentiment and stock market prices. For this, tweets from
three official certificated Twitter accounts (StockTwits,
FinancialTimes, and MarketWatch) were collected in a first
step. Then, tweets from all the three groups’ followers were
collected and combined into a single group or community.
Tweets from this community were collected from January to
September 2015, for 2,898,756 users and 775,928,121 tweets.
In addition to this data set, another was formed by a trusted
network, including tweets of users tagged by all followers
mentioned above. Both data sets were limited to tweets
related to the eight firms with the largest number of tweets,
considering both. After collecting these eight companies’
historical returns from 1 January 2015 to 31 August 2015,
linear correlation methods were conducted. Results show a
higher correlation when using the trusted network than using
only its followers’ three official sources.
Reference [95] used the opinion messages extracted

from StockTwits, the historical closing price and the daily
trading volumes of stocks from the Quandl API, and
the market capitalization data from Yahoo! Finance, from
14 August 2017 to 16 November 2017. The paper proposed
the use of sentiment analysis to create market views, which
were later used in the Black-Litterman asset selection
model. For sentiment analysis, the extracted documents
were analyzed and classified using a Recurrent Neural
Network (RNN) composed of an Evolutionary Clustering
Method (ECM) and a Long Short Term Memory (LSTM)
network. Results indicate that the proposed model surpasses
other Black-Litterman models that do not consider sentiment
analysis.
Reference [92] suggested the use of public mood in

the selection of financial portfolios. For that, classification
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TABLE 16. Stock market sentiments application.

models were proposed and the sentiment information and the
historical returns of each asset were used to assign a weight
to each asset. A classification was performed for each asset
and its weight was determined by the normalization of the
score function predicted for each one. The paper employed
15 different stocks from 24 January 2012 to 2 June 2017.
Daily financial data from the Quandl API and sentiment
data from the StockFluence API were extracted. Results
indicate that using sentiment analysis, together with financial
data, provides better portfolios than using only financial
data.
Reference [67] combined sentiment analysis and stock

movement prediction based on historical prices and technical
indicators. Sentiment analysis was applied on posts and
documents of the 51 assets from the Sina stock forum and
Eastmoney stock forum between June 17, 2014 and June 7,
2016. Each sentence of a paper was assigned to a polarity
based on HowNet and Chinese Sentiment Analysis Ontology
Base. Daily sentiment measure was computed based on the
number of negative and positive documents. This measure
assumes a value ranging from -1 to 1, where -1 is assigned
to days with only negative papers and 1 to days with only
positive documents. The article also proposes an SVM binary
classification method that predicts stock price movement
(up or down) for the SSE 50 Index using eight features
based on the sentiment analysis for each of the 51 assets,
in addition to the historical opening price, closing price, high
for the day, low for the day, trading volume in the number
of shares, trading volume in RMB, change in RMB, and
change in percentage data of the Index. Results show that the
model achieves accuracy ranges of 63%-72% and 80%-90%
by using only historical prices and incorporating sentiment
analysis features, respectively.
Reference [4] applied deep reinforcement learning algo-

rithm and sentiment analysis in forecasting stock market
trends. The proposed model considers stock information,
capital, stock assets, and predicted stock trend as an environ-
ment for the reinforcement learning model, while the agent’s
actions are buying, selling, and holding assets. The trend
prediction was made using a deep neural network composed
of a convolutional layer and LSTM layer, which considers

news (represented by text embedding) and historical asset
prices as features.

VII. CONCLUSION

This paper consists of a systematic review of the literature
on Artificial Intelligence applied to investments in the stock
market. Articles were selected from the Scopus website,
where documents with the highest number of citations were
considered most relevant. The papers were then divided
into portfolio optimization, stock market prediction using
Artificial Intelligence, financial sentiment analysis, and
combination papers involving two or more fields.

The overview presents general information, such as the
most cited papers in general and the most cited papers
per year, which allows the identification of periods of
increased interest in Artificial Intelligence for investments,
which, unsurprisingly, coincides with significant technologi-
cal improvement and popularization of the computer. Another
essential piece of information is the number of papers per
year, which shows an exponential increase in the number of
documents from 1995 to 2019, indicating this to be a recent
area that has increasingly attracted research attention.

For each area, primary (most-cited) papers for each year
were analyzed, for the period between 1995 and 2019.
Besides, recent articles were found to include the state-
of-the-art findings for each area, in addition to indicating
possible directions for future works. Tables were created for
the apparent separation of the different characteristics of the
methods and models proposed in each paper.

Finally, the combinations of approaches presented in the
papers indicates superiority over singlemethods, although the
number of combination papers in the literature is still small.

A. CHALLENGES, GAPS AND FUTURE INSIGHTS

The biggest challenge in reviewing the papers is the creation
of queries for Scopus that exclude irrelevant documents but,
at the same time, include the largest amount of relevant
documents possible. The secondmajor difficulty is to analyze
the large number of documents returned by the query. Thus,
this work examines only the most essential documents (those
with the highest number of citations). However, natural
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language processing and data mining methods can be applied
in future works to analyze all returned papers.
For the optimization of financial portfolios, it is possible to

verify an increasing trend in using multiobjective models and
heuristic methods. Thus, models are becoming increasingly
complex, and fast methods are desirable. However, the num-
ber of papers that compare these more complex models with
more basic monobjective models and exact methods with
heuristics is still minimal.
Regarding forecasts using historical data of assets,

Machine Learning methods are increasingly being used as of
recent. Specifically, a significant increase in Deep Learning
methods, which has produced promising results. Meanwhile,
there are wide variations in features used in different
works, including technical and fundamentalist indicators.
Yet, limited research has been conducted to analyze each
of these feature’s contribution to the performance of the
methods.
The first works on sentiments analysis applied to financial

investment employed the news as the object of study. Due
to the popularization of social networks, a large number of
comments about financial assets and their companies are
available on the Internet, which is becoming the most used
source of information in this type of analysis. However, very
few papers consider using both sources (news and comments
on social networks).
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