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Abstract

Breast cancer is one of leading cause of death among women. Early diagnosis of breast cancer can
significantly improve lives of millions of women across the globe. In the last decade, researchers working in
the domain of computer vision and Artificial Intelligence (AI) have beefed up their efforts to come up with
the automated framework that not only detects but also identifies stage of breast cancer. The reason for this
surge in research activities in this direction are mainly due to advent of robust AI algorithms (deep learning),
availability of hardware that can train those robust and complex AI algorithms and accessibility of large
enough dataset required for training AI algorithms. Different imaging modalities that have been exploited
by researchers to automate the task of breast cancer detection are mammograms, ultrasound, magnetic
resonance imaging, histopathological images or any combination of them. This article analyzes these imaging
modalities and presents their strengths, limitations and enlists resources from where their datasets can be
accessed for research purpose. This article then summarizes AI and computer vision based state-of-the-art
methods proposed in the last decade, to detect breast cancer using various imaging modalities. Generally,
in this article we have focused on to review frameworks that have reported results using mammograms as
it is most widely used breast imaging modality that serves as first test that medical practitioners usually
prescribe for the detection of breast cancer. Second reason of focusing on mammogram imaging modalities
is the availability of its labeled datasets. Datasets availability is one of the most important aspect for the
development of AI based frameworks as such algorithms are data hungry and generally quality of dataset
affects performance of AI based algorithms. In a nutshell, this research article will act as a primary resource
for the research community working in the field of automated breast imaging analysis.

1 Introduction

Cancer is one of the most fatal disease and breast cancer is the most prevalent type of cancer and biggest cause
of mortality among women [1]. According to the statistics published by the World Health Organization (WHO),
out of 1,350,000 cases of breast cancer, there are 460,000 deaths each year worldwide [2]. Alone in the United
States (US), 268,600 cases of breast cancer were reported in 2019, which is the record figure [3, 4].

Breast cancer occurs because of abnormal growth of cells in breast [5]. The anatomy of the breast is
comprised of different blood vessels, connective tissues, milk ducts, lobules, and lymph vessels [6]. A tumor is
formed in milk ducts or lobules when breast tissues grow abnormally and cell division becomes uncontrolled.
The developed tumor may either be benign or malignant. Benign tumors are produced because of the minor
structural changes in breast and are classified as noncancerous tumors. On the other hand, malignant tumors
are classified as cancerous tumors and are further categorized as invasive (invasive carcinoma) or non invasive
(in-situ carcinoma) [7]. Invasive breast tumors spread into surrounding organs and create complications [8],
whereas, non-invasive tumors remain confined into their region and do not invade neighboring organs [9].

Early detection of breast tumor and its correct diagnosis as benign or malignant is critical to avoid its
further advancement and complications. This way, a timely and effective treatment may be planned that in
turn decreases the mortality rate caused by breast cancer.

Several imaging modalities are used for breast cancer detection. X-ray Mammography (MG) [10], Breast
Thermography (BT) [11], Magnetic Resonance Imaging (MRI) [12], Positron Emission Tomography (PET),
Computed Tomography (CT) [13], 3-D Ultrasound (US) [14] and Histopathology (HP) [15] are some of the
popular imaging modalities used to diagnose and detect breast cancer in early stages.

Among these imaging modalities, breast mammograms are the most commonly used modality [16, 17, 18].
Mammograms are low-dose breast X-rays [19], which are easy to capture and often used as first test for breast
cancer detection [20]. Mammography is also a popular method for breast cancer screening of large scale popu-
lation [21, 22].

Traditionally, for breast cancer detection and diagnosis, radiologists observe breast images manually (through
naked eyes) and after the consensus of other medical experts, finalize their decision. Manual inspection of breast
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images for possible breast cancer detection is a widely used method, however, certain inescapable facts related
to manual inspection of images may lead to inaccurate detection and prolong the diagnosis process, for example:

1. Unavailability of the experts in remote areas (under-developed countries).

2. Unavailability of the experts with sufficient domain knowledge to precisely analyze multi-class images
(images with possible multiple ailment characteristics).

3. Inspecting large number of medical images on daily basis may be exhaustive and cumbersome practice.

4. Subtle nature of the breast tumor and complex structure of breast tissues make manual analysis more
difficult.

5. Concentration level of medical experts and other fatigues make the diagnosis harder and a time taking
process.

All such facts prolong the diagnosis and lead to false positive or false negative outcomes [23]. There is always
a need for the additional methods to increase efficiency and to decrease false prediction rate. Recently, Artificial
Intelligence (AI) technology has made a great progress in the automated analysis of medical images for anomaly
detection. The same is true for breast images for possible breast cancer detection [24, 25, 26]. As compared
to manual inspection, AI-based automated image analysis avoid tedious and time consuming screening process
and efficiently captures valuable and relevant information from the massive image data.

AI algorithms (discussed in detail in Section 3.2) can be divided in two categories based on how they interpret
data / extract information from the images:

1. Algorithms based on handcrafted features, commonly known as conventional AI / conventional Machine
Learning (ML) algorithms (term ML refers the study of AI algorithms that learn from experience without
being explicitly programmed [27]).

2. Algorithms that processes images and extract information from regions that emerge as salient based
on mathematical optimization of classification. Such algorithms are commonly characterized as Deep
Learning (DL) / Deep Neural Network (DNN) algorithms (DL is sub field of ML that refers the study of
the AI algorithms that learn representations from data with multiple levels of abstraction [28]). The need
of handcrafted features for DL algorithms is minimized and mostly non-existent as DL algorithms learn
most salient representation of the data without intervention.

Each category of AI algorithms have shown remarkable progress in breast imaging analysis and breast
cancer detection, however, DL algorithms have been found more promising as compared to conventional ML
algorithms [29, 30] and have proved themselves to be the strong candidate for the ongoing medial imaging
research, particularly of breast cancer imaging research.

Keeping in view the aforementioned discussion and progress made by AI algorithms in breast cancer detec-
tion, in this article, a critical review of breast imaging analysis using AI algorithms is presented. The review
critically analyzes AI algorithms applied on different breast imaging modalities and compares their performance.

Following are the contributions of this article:

1. This article presents critical analysis of commonly used breast imaging modalities. Limitations and
strengths of different imaging modalities are also discussed.

2. Datasets available for different imaging modalities are presented.

3. Detail of popular DL architectures used for breast imaging analysis are presented along with results.

The article is structured as follows: Section 2 describes imaging modalities used to detect breast cancer.
Section 3 presents the detail of AI algorithms used for breast cancer detection. This sections discusses progress
made by conventional ML algorithm (refer Section 3.2.1) and DL algorithms (refer Section 3.2.2) in the detection
of breast cancer. In the last of this section, details on Convolutional Neural Network (CNN) (refer Section 3.2.3),
a special architecture of DL used to learn data representation in images, is presented. Special emphasis on CNN
is given as this architecture is able to achieve state-of-the-art results for breast cancer detection. Finally, Section
4 concludes the article with summary and future research directions.
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2 Medical imaging modalities used for breast cancer detection

This section outlines popular imaging modalities used for breast cancer screening and detection. There are
various imaging modalities used for this purpose (refer section 1 for the list of various breast imaging modalities),
however, among them four modalities are more commonly used i.e. Mammograms, Ultrasound, Magnetic
Resonance Imaging and Histopathology [31]. Other than individual use, these modalities are also used in
various combinations called multimodalities (Refer Figure 1). Detail of each of the above mentioned modalities
is provided below.

Figure 1: Imaging modalities and their sub-types used for breast cancer detection

2.1 Mammograms

As stated earlier, mammograms are the most commonly used images for investigating breast tissues for breast
cancer detection. These are the low intensity X-ray images of human breast. Figure 2 shows basic structure of
mammograms.

Figure 2: Mammographic X-Ray of Human Breast [32]

As indicated in Figure 2, in mammograms, cancer tumors and calcium concentration appear brighter as
compared to the other masses. Therefore, diagnosis is easy if an experienced radiologist analyze these images
or a well trained (trained through mammographic images) ML / DL model is used for the analysis.

Initially, mammograms were used in their simplest form i.e. Screen Film Mammography (SFM), however,
because of technology advancement in images, mammograms were also converted into their advanced forms i.e.
Full Field Digital Mammograms (FFDM), Digital Breast Tomosynthesis (DBT) and Contrast Enhanced Digital
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Mammograms (CEDM) (refer Figure 1). Each category of mammographic images has been widely accepted
and used by the research community for breast lesion detection and classification [33, 34, 35, 36, 37, 38, 39].
One of the important use of mammographic images is to use them for Randomized Mammographic Trials /
Randomized Controlled Trials (RMT / RCT). It is a method through which a large scale population is screened
for breast cancer detection by analyzing their mammograms. RMT is a globally accepted method and it is the
prime reason that mammographic breast images are often considered as the first opinion test for breast cancer
detection.

Although, mammography (mammographic images based method) is a popular and commonly used method
for screening and detecting breast cancer at early stages [40], in some cases, it is difficult to detect breast cancer
at early stages using only mammography and additional screening tests are required along with mammographic
trials / randomized mammographic trials [41]. Especially, in the developing countries where the healthcare
infrastructures are deficient and resources are limited, conducting randomized mammographic trials and pro-
viding effective treatment are more difficult [42]. In such cases, breast self-examination (BSE) and clinical breast
examination (CBE) are more feasible methods to detect breast cancer at early stages and to reduce mortality.
Recent trials have shown that CBE screening successfully reduces diagnosis stages and provide improved breast
cancer survival with longer follow-up [43]. One of the other potential benefit of BSE and CBE is the prevention
from a substantial harm related to mammographic screening i.e. over diagnosis magnitude of mammographic
X-rays, which is not exactly known.

Other than randomized trials for large population, mammography is also used for detecting breast cancer
in individuals. However, in such cases, it is not preferred method because of its limited capability of detecting
breast cancer in dense breasted women. Mammographic X-rays often misses to highlight cancerous tissues in
young women that have dense breast tissues. In such cases, Automated Whole Breast Ultrasound (AWBU)
/ Sonography or other imaging techniques are recommended with mammographic X-rays to acquire a more
detailed view of the breast tissues for thorough investigation [44]. Table 1 provides more detail about strengths
and limitations of using mammograms for breast cancer detection.

2.2 Ultrasound

Although mammograms are considered the main modality for early breast cancer detection, these are not
safe and certain health risks are associated with them for example, ionizing radiation risks for patients and
radiologists and over dosage of radiation risks for patients [45]. Furthermore, these modalities lead a large
population (65%-85%) to unnecessary biopsy operations (refer Section 2.4) because of low specificity [46, 47]
(specificity is the test’s ability to correctly designate a subject without the disease as negative [48]). Such
unnecessary biopsies increase the hospitalization cost for individuals as well as cause mental stress for them.
Because of such limitations breast ultrasound imaging are considered much better option for breast cancer
detection [49, 50].

As compared to mammograms, breast ultrasound imaging can increase 17% overall detection rate and
decrease 40% overall unnecessary biopsy operations [49]. Breast ultrasound images are also known as sonograms
in medical terminologies. Sonograms are commonly used for detecting the location of suspicious lesions i.e.
Region of Interest (ROI) in breast. For automatically locating lesions, the ultrasound images are used in three
broad combinations i.e. simple two dimensional grayscale ultrasound images, color ultrasound images along with
shear wave elastography (SWE) added features and Nakagami colored ultrasound images [12, 51]. Elastography
in ultrasound images is used to measure tissue stiffness for better differentiation between benign and malignant
lesions. Similarly, Nakagami ultrasound images provide additional details of statistical parameters, which are
advantageous in extracting ROI.

Figure 3 and Figure 4 show breast ultrasound images, clearly indicating that a simple breast ultrasound
image is just a grayscale image in which irregular mass(es) appears as a big black spot (within the breast mass).
However, in color ultrasound images (along with shear wave elastogrphy and Nakagami distribution), irregular
masses appear in colors with clear distinguishing boundaries. By analyzing Figure 3 and Figure 4, it can be
deduced that colored ultrasound breast images can better detect irregular masses in the breast and can clearly
identify the ROI.

Other than grayscale, SWE and Nakagami ultrasound images, some other breast ultrasound imaging tech-
niques have also been reported in literature i.e. color Doppler, power Doppler and 3D ultrasound images (refer
Figure 1 for the list of some well known breast ultrasound imaging techniques reported in literature for breast
cancer detection). Power and color Doppler as well as 3D-imaging are the additional ultrasound techniques,
which are used to improve the detection accuracy of ultrasound based breast cancer detection [53, 54]. Studies
have shown that 3D breast ultrasound is robust in identifying up to 30% more cancers in dense breasted women
as compared to mammograms [55, 56].

Taking in consideration, the versatility, safety and high sensitivity, breast ultrasound imaging can be con-
sidered the better alternative to mammograms for breast cancer detection [57]. However, breast cancer lesion
detection and classification using ultrasound imaging require radiologists’ expertise and experience. It is because
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Figure 3: Left side: A simple 2D ultrasound image, right side: Shear-wave elastography image [51]

Figure 4: Left side: A simple 2D ultrasound image, right side: Ultrasound image with Nakagami distribution
[52]

of the complex nature of ultrasound images and presence of speckle noise [58]. Other than complex imaging
structure, ultrasound images based screening in asymptomatic women causes unacceptable false positive and
false negative outcomes [59]. Hence, there is a little evidence to support the use of breast ultrasound in breast
cancer screening and detection. Table 1 provides more detail about the strengths and limitations of using
ultrasound imaging technique for breast cancer detection.

2.3 Magnetic Resonance Imaging

As discussed earlier that randomized mammographic trials is the common imaging surveillance method for
women to early detect breast cancer, specially the women who are at higher risks of developing breast cancer i.e.
having strong family history of breast cancer development. Women with family history are at more higher risk
than the others of developing the disease at younger age when the breast density is much higher as compared to
older age women. Along with ionizing effects and other health risks, mammographic X-rays provide limitations
in detecting breast cancer in dense breasted women i.e. more likely young women [60]. These factors limit the
effectiveness of screening by mammography.

In contrast breast MRI provides higher sensitivity for breast cancer detection in dense breasts [61]. MRI
uses magnetic field along with radio waves for capturing clear and detailed images of body soft tissues. It
captures multiple breast images of a single subject (taken from different angles) and combines them together as a
detailed view, therefore, breast MRI images provide more detailed view of breast soft tissues than mammograms,
ultrasound or computed tomography scanned images [62]. Figure 5 presents a few samples of breast MRI images.

As indicated in Figure 5, MRI images are more detailed images as compared to the other imaging modalities,
therefore, it may detect lesions, which are not visible on other imaging modalities or could be considered as
benign [64]. To enhance the image quality of the conventional MRI images (simple grayscale MRI images),
usually a contrast agent is injected into the patient body prior to taking MRI images. This technique results in
contrast enhanced MRI images, which provide radiologists the opportunity to examine breast tissues in detail
with more clear view [65].

Since, MRI provide a very detailed view of soft tissues like human breast, it is usually suggested by the
doctors or radiologists once the cancer has been diagnosed and further detailed information regarding extent
of the disease is needed [66]. Sometimes MRI is advised to identify the suspicious breast tissues for biopsy
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Figure 5: Example of breast MRI images [63]

purposes commonly known as MRI guided biopsy.
Although MRI provide high sensitivity [67], its use for breast cancer detection is limited because of high

associated cost [68]. However, recently introduced techniques in MRI like Ultrafast breast MRI (UFMRI) and
Diffusion-weighted imaging (DWI ) provide significantly higher screening specificity with shorter reading time
and reduced overall cost [69, 70]. Figure 1 lists some of the popular MRI methods for breast cancer detection
reported in the literature. Table 1 provides details on limitations and strengths of using MRI imaging for breast
cancer detection.

2.4 Histopathologic Images

Histopathology refers to the procedure of taking out a piece of mass from suspicious human body region
for testing and detailed analysis by the pathologists [71]. This process is often termed as biopsy in medical
terminologies. For producing histopathology images, the biopsy samples are fixed across the glass slides stained
with Haemotoxylin and Eosin (H & E) for the examination through an instrument like microscope [72]. The
purpose of staining with H & E is to produce colored histopathologic(HP) images for better visualization
and detailed analysis of the tissues. Different tissue structures are coloured with different stains for better
conceptualization under the microscope.

HP images are available in two forms (1) Whole Slide Images (WSI) i.e. digital colored images and (2) image
patches extracted from WSI i.e. ROI. Figure 6 presents a few samples of HP whole slide images.

Figure 6: Breast histopathologic whole slide images [73]

Stained slides are mostly converted in WSIs for the examination by the expert pathologists. Pathologist
extract ROI patches from WSI with different zooming factors to diagnose multiple breast cancer types, which
are impossible to diagnose with the help of simple grayscale images. Because of the tissue level examination,
multiple researchers have successfully and accurately used HP images for multi-class breast cancer classification
[74, 75, 76]. Breast cancer classification using HP images provide various advantages over mammograms and the
other imaging modalities like Ultrasound and MRI. For example, HP images are able to classify breast cancer
subtypes instead of just binary classes. Furthermore, a large number of ROI can be created using WSI images,
which can better train ML / DL models for breast cancer subtype classification.

Although, HP images provide high authenticity for breast cancer classification especially breast cancer sub
type classification, it has some drawbacks. For example, biopsy is an invasive method, requires long time to be
converted into digital image form as well as require high expertise to distinguish among breast cancer sub-types.
Furthermore, high color variations (because of the staining process), lab protocols, and scanner brightness in
the development of HP images, complicate training a multiclass ML / DL model efficiently, especially when
using borderline cases. Refer Table 1 for discussion on strengths and limitations of the HP imaging for breast
cancer detection.
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3 AI in Medical Image Analysis

In recent years, AI as a multidisciplinary approach, has grown nearly into every business to maximize pro-
ductivity, efficiency, and accuracy [91]. Advance computing resources, massive amount of available data and
outstanding algorithms’ performance have made AI technology more capable and result oriented as compared
to before. Apart from healthcare domain it is used in various application areas, i.e. network intrusion detection
[92], image synthesis [93], optical character recognition (OCR) [94], facial expression recognition [95] etc.

Within the healthcare domain, AI technology is now being used in many important applications like remote
patient monitoring, virtual assistance, hospital management and drug discovery etc. [96, 97]. Particularly, in
medical image analysis and diagnostics, AI is successfully contributing in recognizing complex imaging patterns
from the imaging data to provide a better quantitative assessment in an automated and robust manner. Various
radiological imaging related tasks i.e. risk assessment, disease detection, diagnosis or prognosis, and therapy
response [98] are now being accomplished more accurately and easily by integrating AI as a tool to assist
radiologists and physicians.

3.1 Why to use AI for medical image analysis

AI for medical applications use medical imaging (radiology) data to provide better and timely healthcare services
[99]. Primary purpose of using AI in medical imaging is to achieve greater efficacy and efficiency in routine
clinical practices and to get support in decision making process.

Through the wide adoption of Electronic Health Records (EHRs) system [100], radiological imaging data
is continually growing in size and hence, it is now beyond the capacity of the radiologists to analyze such
huge amount of imaging data manually. Studies reveal that, in some cases, a radiologist has to analyze on
average one radiology image every 3 to 4 seconds in an 8-hour workday to meet workload requirements [101].
Further growth of medical imaging data with disproportionate rate makes this workload requirement even
more worse. As the analysis of radiological imaging data involves high visual perception and robust cognitive
abilities, decisions of radiologists related to medical imaging remains uncertain [102]. Under unmanageable
and constrained workload conditions, uncertainty in decisions further increases. Use of AI for medical imaging
analysis decrease the uncertainty and errors in decision making by providing radiologists the opportunity of
pre-screened images with identified features. All such human constraints and advancement in both imaging
data & computing resources motivated the healthcare providers to use AI technology in medical imaging field.

3.2 AI Algorithms for medical imaging

There are two categories of AI algorithms i.e. the algorithms that use handcrafted features and the algorithms
that process raw data. The first category of the AI algorithms belong to the traditional / conventional AI,
whereas the the second category of the AI algorithms belong to the recent DL approaches. The same has been
shown in Figure 7. Refer to Figure 8, for graphical representation of types and sub-types of algorithms being
employed for various applications (including healthcare applications) for making or supporting predication.

3.2.1 Conventional Machine Learning (ML) algorithms

Machine Learning (ML) is a term first coined by Arthur Samuel in 1959 who described it as sub field of AI
[27]. It is a technique that recognizes patterns from given inputs, learn those patterns without being explicitly
programmed and solve the problems based on inputs [103] [104] [105]. In case of medical imaging, manually
extracted handcrafted engineered image features (defined in terms of distinguishing image characteristics like
area, shapes, region of interest, texture, and histogram of image pixels from the input medical images [106])
serve as input to ML algorithms. The extracted features may further be processed through features selection
algorithms to select most relevant features [92] and finally, the task of ML algorithms is to merge the selected
input features as a single value such as a tumor signature that might be representing a likelihood of a disease
state [107] (refer Figure 7 for more details).

ML algorithms are categorized into two major types i.e. supervised learning and unsupervised learning
algorithms. These two types are further classified into classification, regression (supervised), and clustering
(unsupervised) approaches based on the output generated by the algorithms (refer Figure 8).

In supervised learning, the algorithm is trained using labeled data, meaning algorithm learns from prior
knowledge / from given probability distribution of classes (in our case prediction of disease). On the other
hand, as the name suggests, in the unsupervised learning, the algorithm is not provided with labeled data and
it learns pattern from the data and associates them with novel discovered clusters of data points [108, 109].

Various handcrafted features based ML algorithms have been used for the breast cancer detection and
analysis. Yassin et al. [110] in their review have outlined different conventional ML algorithms employed in
recent past for the breast cancer diagnosis. These algorithms include but not limited to Decision Tree (DT),
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Figure 7: ML and DL based approaches for medical imaging data. First row of image denotes standard pipeline
used by traditional / conventional AI / Machine Learning (ML) algorithms. Second row of image represents
Convolutional Neural Network (CNN) architecture, special case of Deep Learning (DL).

Figure 8: Categories of AI algorithms. Acronyms used in the figure: AI= Artificial Intelligence, ML = Machine
Learning & ANN= Artificial Neural Network.

Random Forest (RF), Support Vector Machines (SVM), Naive Bayes (NB), K-Nearest Neighbor (KNN), Linear
Discriminant Analysis (LDA), and Logistic Regression (LR) [111, 112].

Although, the handcrafted features are considered to be discriminative in nature and ML algorithms based
on such features, in some cases, have attained remarkable results in medical imaging domain [113, 114, 115,
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116, 117, 118, 119, 120], however, extracting such features is always a challenging task because these features
require expert domain knowledge to extract and an exhaustive reprocessing is required to make them suitable
as an input to ML algorithms [121].

Furthermore, dependency of such features on expert definitions may miss some contributing factors, which
make them imperfect for precise diagnostic process [30]. Since, the handcrafted features are extracted using
feature extracting algorithms (like Gray Level Co-occurrence Matrix (GLCM), Local Binary Pattern (LBP),
Graph Run Length Matrix (GRLM), and Histogram of Gradient (HOG) etc.), and these algorithms mostly
focus on one aspect of the image (i.e. texture or edge of an image), they may fail with different types of images
(for example, a feature extracting algorithm that extracts shape-based features may not be able to extract
the features containing texture information). Because of such limitations of extracting inadequate information,
systems based on such features are non-adaptable to unknown data (other than the data elements on which
the system was trained) and show inability in providing discriminative analysis. Hence, there is always a need
of the classifier for making classification decisions to handle the acquired feature space. However, selecting an
appropriate classifier is always a complicated task [30].

3.2.2 Deep Learning (DL) based AI algorithms

To address the limitations possessed by ML algorithms, recent research is directed towards DL based approaches.
DL algorithms process raw data and do not require any manual and explicit extraction of features from the input
data to produce output / prediction. These algorithms have the ability to adapt to all kinds of features from
input data (image, text, audio, etc.), therefore, provide more robust results in segmentation and classification
problems as compared to the conventional ML methods [122, 123, 124, 125, 126]. DL algorithms have also been
successfully applied for the evaluation and analysis of medical imaging like CT, MRI, US and HP [127, 128, 129].

DL algorithms have been originated from Artificial Neural Network (ANN), which is a subset of ML algo-
rithms (refer Figure 8 for more detail on taxonomy of algorithms). ANN is the network of artificial neurons
that imitates the simple working of brain / biological neurons [130]. The artificial neuron is the basic building
block of ANN. Figure 9 depicts the basic structure of an artificial neuron, which shows that weighted inputs are
provided to a neuron for producing an output or prediction. The neuron sums the received inputs and applies
a nonlinear activation function (Sigmoid, Tanh, Gaussian or ReLu etc.) to get the output response (usually
between 0 and 1) [131].

Figure 9: Basic Structure of a Neuron.

In ANN, nodes(neurons) are connected to each other in the form of single or multiple hierarchical layers
and can send and receive signals as shown in Figure 10. The response (rejection or acceptance) of these send
and receive signals is dependent upon the nonlinear activation function output. With the input of each neuron
or node in a network, a weight is associated that may affect the given input and is useful to transfer the data
to output layer. The input layer transmits inputs / data in form of feature vector with a weighted value to
hidden layer. The hidden layer, is composed of activation units, carries the features vector from first layer with
weighted value and performs calculations as output. The output layer is made up of activation units, each
corresponding to label / classes present in the dataset, carrying weighted output of hidden layer and predicts
the corresponding class [131]. ANN utilizes the functionality of back-propagation [132] during training phase
to reduce the error function. The error is reduced by updating weight values in each layer.

For breast cancer classification, mainly two types of ANN have been used i.e. Shallow Neural Network (SSN)
[133] and Deep Neural Network (DNN) [134] (refer Figure 11 for the detail). Among these two neural networks,
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Figure 10: A schematic of Illustration of Artificial Neural Network

DNN is the most popular type of ANN that has been extensively used for medical image analysis and diagnosis
[135]. DNN has the ability to automatically extract relevant features from the raw input data without any
expert knowledge and any human intervention. Due to aforementioned characteristics, DL approaches provide
substantial improvements in diagnostic, analysis and clinical decision-making processes using medical imaging
data.

Figure 11: Types of Artificial Neural Network used for Breast Cancer Classification.

After getting state-of-the-art results in the domain of image analysis, multiple variants of DNNs have been
employed for breast cancer classification in literature. Multi-Layer Network (ML-NN) [136, 137], Deep Belief
Network (DBN) [138, 139], Principal Component Analysis. Net (PCA.Net) [140], Stacked Denoising Autoen-
coder (SDAE) [127], and various variations of Convolutional Neural Network (CNN) [141, 142, 143, 144] are
some of the variants of DNN that have been used for breast cancer classification using breast imaging data.
Every DL algorithm possesses some strengths and limitations when used for medical imaging analysis. Mostly,
in literature some variants of CNN, due to robust performance, is used to analyze breast images for cancer
detection purpose.

Table 2 summarizes strengths and limitations of DNN models when employed for medical imaging analysis.
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Table 2: Strengths and limitations of DL algorithms used for medical imaging analysis

Model
Description Advantages Limitations

SNN
[133]

Single hidden layer
feed forward network

• Due to small network size
fewer computing resources
and less training time and
memory required.

• Optimization of
hyper-parameters for training
is not very challenging.

• Ability to produce reasonable
performance in case of small
dataset.

• Generalization performance
can be increased by
increasing hidden layers.

• Good performance on low
dimensional data

• Poor performance on high
dimensional data.

• Low performance to solve
multi-class problems.

• Not easy to generalize the
predictive result.

• Offer computational
complexity due to large
network and many
hyper-parameters.

• Optimization of
hyper-parameters for training
is very challenging.

• Requirement of large datasets
to train and attain good
performance.

SDAE
[127]

This model extract
discriminant
representative hidden
patterns from data
using intrinsic data
reconstruction method

• Possess noise reduction
ability.

• Discriminative hidden pattern
can be extracted using data
reconstruction mechanism.

• Easy regularization and
optimization of training
parameters.

• Auto noise elimination ability
helps to extract relevant
features.

• Poor performance on low
dimensional data.

• Possessing poor correlation
among the dimensions

• Auto noise reduction
property sometimes not good
for low dimensional data

DBN
[138,
139]

Generative model
comprises of several
layers that follow
greedy layer wise
feature learning and
training. All hidden
layers are trained one
layer at a time. It can
be work as
semi-supervised
learning

• Layer-by-layer training
practice helpful to improve
feature generalization.

• Easy to optimize
hyper-parameter of each
layer.

• Layers of the network can be
trained in un-supervised
manner which is very
demanding in BrC
classification.

• Show better training
performance in case of small
annotated images.

• DBN cannot track the loss.
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CNN
(De
novo)
[143]

Different layers
(input, convolutional,
pooling,
fully-connected layers)
are hierarchal arrange
in customizable
manner. Model is
trained from scratch
in supervised manner.

• Customized model can be
developed according to type
and number of images.

• Preferred when source images
are not enough for training.

• In case of datasets of different
domains, it is difficult to
optimize the model training.

• Hard to solve multi-class
problems if available number
images are small

CNN
(Pre-
trained)
[144]

Model is trained using
TL (transfer learning)
using pre-trained
available networks.
Network’s layers are
same as CNN (De
novo) such as input,
convolutional, pooling
and FC-layers but in
different hierarchal
arrangement.

• Model can be trained quicker
than de novo in case of less
available resources.

• Show reasonable performance
in case of small target data.

• Produces unreliable results in
case of very small datasets

• Hard to handle and optimize
in case of newly appended
layers

Among the aforementioned DL architectures, CNN is the most powerful, effective and extensively used
for medical imaging analysis particularly breast imaging analysis [145]. In the subsequent subsections, CNN
architecture is discussed in detail in connection with the breast imaging analysis and breast cancer detection.

3.2.3 Convolutional Neural Network (CNN) for breast imaging analysis

As discussed, CNNs are sub-type of deep, feed forward neural networks that have shown robust results for
applications involving visual input i.e image [146]. Unlike a typical ANN, CNN architecture can take entire
data (i.e. image) as an input. In order to train CNN architectures, usually two techniques are used i.e., transfer
learning (TL) and de novo (refer Figure 11 for the detail). In de novo technique, CNN architecture is trained
from the scratch and different trained models are combined to obtain the optimal model, while, in transfer
learning method, it adopts the pre-trained models for analysis [146]. Transfer learning is a convenient method,
however, it mostly deals with limited or small datasets [147].

CNN architecture comprises of hierarchical layers with trainable filters (convolution operation) and pooling
operations (reduce the size of the image representation) that capture discriminative features from raw input
data to enhance classification performance. Lastly, classification layer computes the probability / score of
learned classes from the extracted features [28]. The illustration of deep CNN (DCNN i.e. CNN with many
convolutional and pooling layers) applied to breast images classification (for breast cancer detection) is provided
in Figure 12.

As shown in Figure 12, for analysis of breast imaging (or any other medical imaging), the input layer in CNN
architecture accepts an input image. Convolutional layers are very important layers that contain convolutional
filters known as kernels. These layers use convolution operations to capture the high-level features such as
edges, colors, shapes and blobs. The number of layers and convolutional filters are hierarchically arranged in
such a way that level of extraction from low-level features to high-level features increases as the depth of layers
increases.

3.2.4 Popular CNN architectures for breast imaging analysis

Studies have revealed that CNN-based models have enhanced the diagnosis accuracy and reduced the false
detection rate when used for cancer detection using breast imaging data [148]. Using different combinations
of parameters and hyper-parameters (context of depth model), various Transfer Learning (TL) based CNN
architectures have been employed for breast imaging analysis such as LeNet [149], AlexNet [142], GoogLeNet
[150], VGG [151], CiFarNet [152], Inception [125], Inception v4 [153] and ResNet [154] etc. All such CNN
architectures have reported robust results when applied on different breast imaging datasets.

Table 3 presents summary of selected recent articles, published in last 4-5 years, that have used deep learning
methods (particularly CNN based frameworks) to detect breast cancer. One commonality of all these articles is
that almost all (except few) have presented results using mammograms dataset to prove robustness of proposed
framework.
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Figure 12: The architecture of deep CNN applied to breast cancer detection and classification [12]. Acronyms
used in the figure: Conv. Layer= Convolutional layer, MaxPool= Maximum value pooling and FC Layer=
Fully connected layer. Dropout layer is used to reduce overfitting the data. Fully-connected layers are used
after multiple convolutional and pooling layers. All neurons of these layers are connected to all neuron of next
layer. It helps to aggregate low level features / information to extract large patterns from input data. Softmax
function is used in the last layer to calculate probability of occurrence of an event that is present in the training
data i.e. malignant or benign tumor or normal breast image (without any tumor).

Further, Table 3 provides detailed information on CNN based architectures / frameworks in terms of training
data, network architecture, and performance assessment using different evaluation matrices. Most of the existing
schemes are proposed with different arrangements of input size, network depth, and the number of filters. The
training and testing datasets utilized by such models may be public or private.
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If we analyze the Table-3, we can conclude that different researchers utilized the deep convolutional neural
network (DCNN) to perform different tasks for the breast cancer analysis as DCNN architectures achieve state-
of-the-art results. Some research studies focused on the classification of structure and geometry of breast
tissues such as dense, non-dense, irregular, lobular, oval, and round shape. Some of the researchers classified
the abnormal tissue structure as malignant and benign. We can also notice from the table that the performance
of the DNN mostly depends on the deep architecture, availability of large datasets, high computing resources,
and large training input data dimensions. Though, DNN achieved remarkable results in the domain of medical
image analysis, however, availability of annotated large medical image datasets and computing resources are
still the main requirements.

4 Conclusion & Future Directions

Breast cancer is a critical public health problem and one of the major cause of mortality in women. Early
diagnosis and detection, proper control mechanism and cure is necessary to reduce the mortality caused by
this deadly disease. Several popular imaging modalities like Mammograms, Ultrasound, Magnetic Resonance
Imaging and Histopatholic images among many others are used for breast cancer diagnosis. Traditionally,
pathologists’ / radiologists’ observe breast images manually and with the consensus of the other medical experts,
finalize their decisions. However, observing large number of breast images manually, for possible breast cancer
diagnosis is a cumbersome and time taken process, which often leads to false positive or false negative outcomes.
Hence, there is always a need of an automated system to speed up the image analysis process and to help
radiologists’ in early diagnosing breast cancer. Such automated systems provide radiologists the opportunity of
second opinion and hence, they can make more strong, reliable and accurate decisions regarding breast cancer
diagnosis.

Keeping in view the importance of the automated systems for the diagnosis of breast cancer using breast
imaging, here in this research study, we have provided a complete road map for the readers to fully understand
the working mechanism of AI based automated breast cancer detection systems. We begin our research form
describing the basic and the most important imaging modalities, which are being extensively used for breast
cancer diagnosis. Along with the comprehensive detail of each imaging modality, its strengths and limitations
have also been provided to give readers a broader idea about these imaging modalities. Furthermore, some of
the popular available data sets of each modality have also been outlined along with their links so that in case
of further research readers can easily access the relevant databases through the given links.

In order to design AI based automated systems for breast imaging analysis, the basic understating of AI
algorithms is essential. In this research work, we have provided the basic understanding of AI algorithms.
Since, AI algorithms have been broadly divided into handcrafted features based algorithms (conventional AI /
ML algorithms) and those, which learn features representations from the raw input data automatically (Deep
Learning (DL) algorithms). Both the categories of the AI algorithms have been described in detail to develop
the reader’s understanding about AI algorithms. Deep Learning algorithms are more popular among the re-
search community to analyze medical imaging data, therefore, an extensive insight of these algorithms has been
provided along with their strengths and limitations in connection with breast imaging analysis.

Finally, we diverted our attention towards Convolutions Neural Network (CNN), which is one of the most
popular and frequently used DL architecture for medical imaging analysis (particularly breast imaging analysis).
Along with the theatrical detail of CNN, this research provides the comprehensive detail of the most recently
employed CNN based architectures for breast imaging analysis along with the detail of the data sets used and
results obtained by the CNN architectures using these data sets.

Although, AI is playing a significant role in the development of reliable automated systems for medical image
analysis and disease predictions, there are still many issues to be addressed before AI can eventually influence
clinical practices. One of the main issues is the limited availability of comprehensive and fully labeled datasets
and the need for solid ethical regulations. In addition, AI algorithms (particularly DL algorithms) are “black
box” in nature i.e. there is no proper justification or explanation of the decisions / predictions made by these
algorithms. In medical diagnosis (like breast cancer diagnosis), black box decisions (like the recommendations /
decisions made by the AI based automated systems) are usually not preferred as the radiologists’ / physicians’
are mainly interested to know and understand how the decision was made and on what factors it was taken
[185]. Based on the less explainable nature and several other factors like losing control over autonomous decision-
making, the automated AI based systems for disease prediction / diagnosis (decision support systems) are often
regarded as threat or loss of control by the physicians [186].

Explainability of the AI algorithms was well ranked by the physicians many years ago [187] by considering it
one of the most important feature of the AI based automated decision support systems. Today, many researchers
like Villani report on artificial intelligence in France [188] and many others recommend “open the black box of
artificial intelligence”, and to focus on the use of interpretable models for making high stakes decisions [189].

Hence, in order to gain the physicians’ confidence on the decisions made by AI algorithms and to justify the
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reliability of the decisions, a proper explanation of the decisions is needed specifically when these algorithms
are used for predicting a disease. This also opens up the research area of “Ethical AI”. It is therefore the
ultimate responsibility of the research community to make the AI algorithms fully explainable and interpretable
so that these systems could be regarded as the strong candidates of affecting decision making for possible disease
predictions. It will help in widely embedding AI technology in clinical care applications.

References

[1] Zoi Anastasiadi, Georgios D Lianos, Eleftheria Ignatiadou, Haralampos V Harissis, and Michail Mitsis.
Breast cancer in young women: an overview. Updates in surgery, 69(3):313–317, 2017.

[2] Cancer Genome Atlas Network et al. Comprehensive molecular portraits of human breast tumours. Nature,
490(7418):61, 2012.

[3] Carol E DeSantis, Jiemin Ma, Mia M Gaudet, Lisa A Newman, Kimberly D Miller, Ann Goding Sauer,
Ahmedin Jemal, and Rebecca L Siegel. Breast cancer statistics, 2019. CA: a cancer journal for clinicians,
69(6):438–451, 2019.

[4] Rui Man, Ping Yang, and Bowen Xu. Classification of breast cancer histopathological images using
discriminative patches screened by generative adversarial networks. IEEE Access, 8:155362–155377, 2020.

[5] Sebastien Jean Mambou, Petra Maresova, Ondrej Krejcar, Ali Selamat, and Kamil Kuca. Breast cancer
detection using infrared thermal imaging and a deep learning model. Sensors, 18(9):2799, 2018.

[6] Tariq Mahmood, Jianqiang Li, Yan Pei, Faheem Akhtar, Azhar Imran, and Khalil Ur Rehman. A brief
survey on breast cancer diagnostic with deep learning schemes using multi-image modalities. IEEE Access,
8:165779–165809, 2020.

[7] Jui-Ying Chiao, Kuan-Yung Chen, Ken Ying-Kai Liao, Po-Hsin Hsieh, Geoffrey Zhang, and Tzung-Chi
Huang. Detection and classification the breast tumors using mask r-cnn on sonograms. Medicine, 98(19),
2019.

[8] Angel Cruz-Roa, Hannah Gilmore, Ajay Basavanhally, Michael Feldman, Shridar Ganesan, Natalie NC
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[42] René Alóısio da Costa Vieira, Gabriele Biller, Gilberto Uemura, Carlos Alberto Ruiz, and Maria Paula
Curado. Breast cancer screening in developing countries. Clinics, 72(4):244–253, 2017.

[43] CH Yip, NA Taib, CV Song, RK Pritam Singh, and G Agarwal. Early diagnosis of breast cancer in
the absence of population-based mammographic screening in asia. Current Breast Cancer Reports, 10(3):
148–156, 2018.

[44] Nariya Cho, Wonshik Han, Boo-Kyung Han, Min Sun Bae, Eun Sook Ko, Seok Jin Nam, Eun Young Chae,
Jong Won Lee, Sung Hun Kim, Bong Joo Kang, et al. Breast cancer screening with mammography plus
ultrasonography or magnetic resonance imaging in women 50 years or younger at diagnosis and treated
with breast conservation therapy. JAMA oncology, 3(11):1495–1502, 2017.

[45] James V Fiorica. Breast cancer screening, mammography, and other modalities. Clinical obstetrics and
gynecology, 59(4):688–709, 2016.

[46] Jonathan L Jesneck, Joseph Y Lo, and Jay A Baker. Breast mass lesions: computer-aided diagnosis
models with mammographic and sonographic descriptors. Radiology, 244(2):390–398, 2007.

[47] Heng-Da Cheng, Juan Shan, Wen Ju, Yanhui Guo, and Ling Zhang. Automated breast cancer detection
and classification using ultrasound images: A survey. Pattern recognition, 43(1):299–317, 2010.

[48] L Daniel Maxim, Ron Niebo, and Mark J Utell. Screening tests: a review with examples. Inhalation
toxicology, 26(13):811–828, 2014.

[49] Hui Zhi, Bing Ou, Bao-Ming Luo, Xia Feng, Yan-Ling Wen, and Hai-Yun Yang. Comparison of ultrasound
elastography, mammography, and sonography in the diagnosis of solid breast lesions. Journal of ultrasound
in medicine, 26(6):807–815, 2007.

25



[50] Jing Han, Fei Li, Chuan Peng, Yini Huang, Qingguang Lin, Yubo Liu, Longhui Cao, and Jianhua Zhou.
Reducing unnecessary biopsy of breast lesions: Preliminary results with combination of strain and shear-
wave elastography. Ultrasound in medicine & biology, 45(9):2317–2327, 2019.

[51] Ji Hyun Youk, Hye Mi Gweon, and Eun Ju Son. Shear-wave elastography in breast ultrasonography: the
state of the art. Ultrasonography, 36(4):300, 2017.

[52] Po-Hsiang Tsui, Chih-Kuang Yeh, Chien-Cheng Chang, and Yin-Yin Liao. Classification of breast masses
by ultrasonic nakagami imaging: a feasibility study. Physics in Medicine & Biology, 53(21):6027, 2008.

[53] Afaf F Moustafa, Theodore W Cary, Laith R Sultan, Susan M Schultz, Emily F Conant, Santosh S
Venkatesh, and Chandra M Sehgal. Color doppler ultrasound improves machine learning diagnosis of
breast cancer. Diagnostics, 10(9):631, 2020.

[54] Yang Lei, Xiuxiu He, Jincao Yao, Tonghe Wang, Lijing Wang, Wei Li, Walter J Curran, Tian Liu, Dong
Xu, and Xiaofeng Yang. Breast tumor segmentation in 3d automatic breast ultrasound using mask scoring
r-cnn. Medical Physics, 48(1):204–214, 2021.

[55] Rachel F Brem, Megan J Lenihan, Jennifer Lieberman, and Jessica Torrente. Screening breast ultrasound:
past, present, and future. American Journal of Roentgenology, 204(2):234–240, 2015.

[56] Denise Thigpen, Amanda Kappler, and Rachel Brem. The role of ultrasound in screening dense breasts—a
review of the literature and practical solutions for implementation. Diagnostics, 8(1):20, 2018.

[57] A Thomas Stavros, David Thickman, Cynthia L Rapp, Mark A Dennis, Steve H Parker, and Gale A
Sisney. Solid breast nodules: use of sonography to distinguish between benign and malignant lesions.
Radiology, 196(1):123–134, 1995.

[58] Moi Hoon Yap, Gerard Pons, Joan Marti, Sergi Ganau, Melcior Sentis, Reyer Zwiggelaar, Adrian K
Davison, and Robert Marti. Automated breast ultrasound lesions detection using convolutional neural
networks. IEEE journal of biomedical and health informatics, 22(4):1218–1226, 2017.

[59] W Teh and ARM Wilson. The role of ultrasound in breast cancer screening. a consensus statement by
the european group for breast cancer screening. European journal of cancer, 34(4):449–450, 1998.

[60] Kevin M Kelly, Judy Dean, W Scott Comulada, and Sung-Jae Lee. Breast cancer detection using auto-
mated whole breast ultrasound and mammography in radiographically dense breasts. European radiology,
20(3):734–742, 2010.

[61] Francesco Sardanelli, Gian M Giuseppetti, Pietro Panizza, Massimo Bazzocchi, Alfonso Fausto, Giovanni
Simonetti, Vincenzo Lattanzio, and Alessandro Del Maschio. Sensitivity of mri versus mammography for
detecting foci of multifocal, multicentric breast cancer in fatty and dense breasts using the whole-breast
pathologic examination as a gold standard. American Journal of Roentgenology, 183(4):1149–1157, 2004.

[62] Elizabeth A Morris. Breast cancer imaging with mri. Radiologic Clinics, 40(3):443–466, 2002.

[63] Deepa Sheth and Maryellen L Giger. Artificial intelligence in the interpretation of breast cancer on mri.
Journal of Magnetic Resonance Imaging, 51(5):1310–1324, 2020.

[64] Ritse M Mann, Corinne Balleyguier, Pascal A Baltzer, Ulrich Bick, Catherine Colin, Eleanor Cornford,
Andrew Evans, Eva Fallenberg, Gabor Forrai, Michael H Fuchsjäger, et al. Breast mri: Eusobi recom-
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