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Abstract 

Artificial Intelligence, as a maturing scientific/engineering discipline, 

is beginning to find its niche among the variety of subjects that are 

relevant to intelligent, perceptive behavior. A view of AI is presented 

that is based on a declarative representation of knowledge with seman- 

tic attachments to problem-specific procedures and data structures. 

Several important challenges to this view are briefly discussed It is 

argued that research in the field would be stimulated by a project to 

develop a computer individual that would have a continuing existence 

in time 

THOSE OF US engaged in artificial intelligence research 

have the historically unique privilege of asking and answering 

the most profound scientific and engineering questions that 

people have ever set for themselves-questions about the 
nature of those processes that separate us humans from the 

rest of the universe-namely intelligence, reason, perception, 

self-awareness, and language. 

It is clear-to most of us in AI, at least-that our field, 

perhaps together with molecular genetics, will be society’s 

predominant scientific endeavor for the rest of this cen- 

tury and well into the next-just as physics and chemistry 
predominated during the decades before and after 1900. The 

preoccupation of the physical sciences was, if you like, with 

This article is based on the author’s Presidential Address given at the 

Annual Meeting of the American Association for Artificial Intelligence 

on August 11, 1983 in Washington, D.C 

the machine code of the universe. We in AI are now moving 
on to the higher level processes. 

AI has made an excellent beginning toward understand- 

ing these processes. Two measures of the health of the field 

are the many AI applications that are now being reported 

and the almost-weekly announcements of new AI companies 
being formed to develop and market these applications. AI 

is finally beginning to “earn its way.” Although I will briefly 

comment later about applications, I want to concentrate on 
the maturation of AI as a serious scientific/engineering dis- 
cipline. 

In the tradition of previous addresses by AAAI Presi- 

dents, I have decided not to attempt to present a consensual 

or averaged view of the important matters concerning our 

field; instead I will deliver some personal opinions. I trust 

that discerning readers and the growth processes of AI as 
a scientific field will provide sufficient filtering of these and 

other views. 

What is AI’s Niche? 

To be considered seriously as a scientific field, we need 

at least to have good answers to several crucial questions 
such as, “What are we about?” “What are our special prob- 

lems?” “What sets us apart from adjacent disciplines?” and 

“What have been our major accomplishments?” In dealing 
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with these questions, we should keep in mind that it is un- 

productive to attempt overprecise definitions of fields or to 

draw rigid boundaries between disciplines. Yet, sooner or 
later we must come to accept the following important in- 

sight: not all symbolic information processing contributing 

to intelligent, perceptive behavior is of a piece. There are 

joints at which to carve this large body of science and en- 

gineering, and there are other disciplines that have already 
established legitimate claims on some of the pieces. Electri- 

cal, mechanical, and control engineers are making impor- 
tant contributions in robotics, image and waveform analysis, 

pattern recognition, and specialized computational architec- 
tures. People in operations research and decision analysis 
are concerned with search techniques and optimal decisions 

under uncertainty. Cognitive psychologists claim the task of 

explaining human and animal intelligence. Also philosophers, 

linguists, and those computer scientists who do not consider 

themselves AI researchers are all very much involved in the 
enterprise of synthesizing intelligent behavior. Clearly the 

territory has already been partially subdivided, and AI has 

not emerged in control of all of it. 

There are component pieces, however, for which AI has 

no competition. These pieces are at the core of what might 

be called hzgh-level reasoning and perception. This core is 

mainly concerned with the collection, representation, and use 

of propositional or declarative knowledge. (Such knowledge 
is of the type that can be stated in sentences of some form, as 

contrasted, say, with knowledge that is implicit only in pro- 

cedures or in ad hoc data structures.) Attempts to develop 
and use formalisms for the propositional representation of 

knowledge have centuries-old antecedents in the aspirations 

and work of many scientists from Leibniz through Frege and 

Russell to the present day. We in AI are now pursuing these 

core topics with a blend of practical and theoretical goals and 

achievements unmatched by any other scientific/engineering 

field. In my opinion these topics constitute AI’s special 

niche within the overall subject of intelligent, perceiving 

mechanisms. 

To describe more clearly what constitutes this niche, I 

will mention what I think are some of the major efforts and 

achievements of AI over the last few years: 

An understanding that much of the knowledge that 

we want our programs to have can and should be 

represented declaratively in some sort of proposi- 

tional, logic-like, formalism-and that much of the 

manipulation of that knowledge can and should be 

performed by mechanisms based on logical opera- 

tions and rules of inference. We might call this 

point of view, the propositional doctrine. With 

only minor modifications, this style (a declarative 

knowledge base plus an inference mechanism) is the 

basis for the major AI architectures. I think there 

is more agreement on this point than meets the eye. 

Even when designers do not conceive of their sys- 

tems in these terms, they can nevertheless often 

be coherently explained in these terms. Many ex- 

pert systems, such as MYCIN (Shortliffe, 1976), for 

example, can be thought of as backward-chaining 

type propositional logic theorem-provers with over- 

lay mechanisms for dealing with certainty factors. 

The so-called knowledge intensive nature of these sys- 

tems does not in any way disqualify them as theorem 

provers. Such knowledge is generally achieved by a 

large base of axioms that expresses knowledge about 

the domain of application. 

Emphasis on propositional and declarative repre- 

sentations does not mean that knowledge repre- 

sented by procedures and ad hoc data structures does 

not have a place in AI. But AI is a user-not an 

inventor-of such procedures and data structures. 

Their invention comes from other disciplines-often 

from the domain of application. The connection be- 

tween these two types of knowledge representations 

is of great importance in AI. Hence: 

2 A theory of how propositional and procedural know- 

ledge are connected based on rejlectzon principles and 

on semantic attachment to partial models. Richard 

Weyhrauch (Weyhrauch, 1980) pioneered the theory 

of these connections. Briefly, the theory involves 

thinking of specialized procedures and data struc- 

tures as components of a partial model or interpreta- 

tion for the language used by the propositional rep- 

resentation. It is said that such procedures and 

data structures are semantically attached to their cor- 

responding linguistic entities. Semantic evaluation 

brings out the knowledge implicit in the special struc- 

tures. 

3. Demonstrations that major bodies of expert know- 

ledge about real problems can be represented proposi- 

tionally and used effectively according to the proposi- 

tional doctrine These demonstrations have occurred 

in medicine, programming, geology, chemistry, busi- 

ness, and other subjects. They have given rise to 

much of what we now call expert systems (Hayes- 

Roth, Waterman & Lenat, 1983) and form the tech- 

nical foundation for many of the attempts to com- 

mercialize AI. Also, the propositional formalisms be- 

ing developed to capture expert knowledge will have 

a major impact on those fields whose knowledge 

is being represented-just as conventional mathe- 

matics has had a major impact on physics and other 

scientific subjects. 

4. Achievements regarding the control of AI programs: 

l Embedding procedural knowledge to control deduc- 

tion efficiently Carl Hewitt proposed several ideas 

for controlling inference in his work on PLANNER 

(Hewitt, 1978). Bob Moore’s master’s thesis (Moore, 

1975) explained the logical basis for many of these 

and proposed additional ideas also. A key observa- 

tion involves the different procedural interpretations 

that can be given for logical implication. Kowalski 

(Kowalski, 1975), Sickel (Sickel, 1976), and Stickel 

(Stickel, 1982) all focused on how to make resolu- 

tion procedures more efficient by precomputing uni- 

fications and storing them in a structure called a con- 

nection graph 

l Heuristic search processes. Much work in AI began 
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with the realization that search was unavoidable (if 

not criterial) in intelligent processes and could be 

heuristically controlled by employing knowledge from 

the problem domain. Hart, Nilsson, and Raphael 

(Hart, Nilsson & Raphael, 1968) formalized tech- 

niques for using evaluation functions to control 

search, and Pearl (Pearl, 1983) has recently syn- 

thesized and extended heuristic search theory in an 

important monograph. 

l Meta-level control processes. Genesereth and Smith 

(Genesereth & Smith, 1982) and others are exploring 

the idea that the knowledge needed for control can 

itself best be represented propositionally (rather than 

procedurally-as in early AI programs), and that a 

meta-level reasoning system can use this knowledge 

to decide what the object level reasoning system 

ought to do next. 

5 The idea that controlled deduction (or rather a con- 

trolled search for a chain of deductions) can play the 

role of a computation. The conceptual basis for this 

idea was described by Cordell Green (Green, 1969) 

and developed into a serious basis for a programming 

language by Bob Kowalski (Kowalski, 1974). Alain 

Colmeraurer (Colmeraurer, 1975) first implemented 

a special case of such a language, called PROLOG, 

and David Warren and Fernando Pereira (Warren & 

Pereira, 1977) developed an efficient compiler that 

made PROLOG a serious competitor to LISP as an 

AI programming language. As a programming lan- 

guage, PROLOG is more than merely an AI develop- 

ment, but the general idea that propositional state- 

ments can be given a procedural interpretation has 

important implications for AI. 

6. Elaboration of the view that the generation of sen- 

tences in natural language (such as English) by cog- 

nitive agents (such as humans) is a deliberate process 

planned to achieve specific changes in the cognitive 

state of the hearer/reader of such sentences. This 

view, called speech-act theory, is having a major im- 

pact on the way in which we look at natural-language 

generation and interpretation. The work builds 

on ideas originally proposed by philosophers Austin 

(Austin, 1962) and Searle (Searle, 1969). Perrault and 

Cohen and others (Cohen & Perrault, 1979) expanded 

on these ideas and have firmly established them as 

important AI concepts. Doug Appelt (Appelt, 1982) 

built the first system that used this approach in a 

planning system that constructed English sentences. 

7. Advances in commonsense reasoning: 

. Attempts to formalize commonsense domains. In ad- 

dition to the knowledge that is the subject of formal, 

scientific disciplines such as physics, chemistry, etc., 

much of the knowledge that is important in human 

reasoning can be called commonsense knowledge. 

Commonsense knowledge concerns the everyday 

knowledge of the properties and begvior of physi- 

cal objects that even most children know and the 

knowledge of culture and rules of behavior, and so 

on. Pat Hayes (Hayes, 1979, 1978) has been active in 

formalizing what he calls naive physzcs-the physics 

of everyday experience. Johan De Kleer and John 

Seeley Brown (De Kleer & Brown, 1983) and Ken 

Forbus (Forbus, 1982) have used the phrase qualita- 
tive process theory to describe a simplified model of 

physical processes to be used in commonsense reason- 

ing. James Allen (Allen, 1981) and Drew McDer- 

mott (McDermott, 1982) have been concerned with 

the problem of representing concepts involving time 

and the chronology of events 

Another topic that scientists have not formalized (but 

the best of them have mastered) is knowledge about 

how to discover important new concepts and heuris- 

tics. Doug Lenat (Lenat, 1982, 1983a, 1983b), in- 

spired by the work of Polya, has gathered an im- 

pressive quantity of this knowledge together in his 

AI systems AM and EURISKO, although the task of 

formalizing it (in a language more perspicuous than 

LISP) remains. 

l Representing and reasoning about knowledge, belief, 

and other propositional attitudes or cognitive states 

such as desires and intentions. This subject is im- 

portant for several reasons. First, speech-act theory 

presumes the ability to represent these states so that 

they can be reasoned about by both speaker and 

hearer. Second, AI systems will have to reason about 

the cognitive states of their users in order to be more 

flexible and helpful. Third, cooperating AI systems 

(such as teams of cooperating robots) will have to 

reason about each others’ cognitive states in order 

to coordinate their performance. Finally, AI sys- 

tems will have to reason about their own cognitive 

states in order to display certain aspects of truly 

intelligent behavior. Philosophers such as Quine, 

Kripke, and Hintikka have all concerned themselves 

with problems connected with representing proposi- 

tional attitudes. Several approaches to this problem 

have been pursued in AI. John McCarthy (McCarthy, 

1979) made some early proposals for representing 

and reasoning about knowledge, and Bob Moore 

(Moore, 1979) worked out a computationally feasible 

approach for reasoning about knowledge and action. 

Kurt Konolige (Konolige, forthcoming) has inves- 

tigated an approach that also accounts for limits on 

the ability of an agent to deduce conclusions from 

more primitive beliefs. 

. Nonmonotonic Reasoning Reasoning is called non- 

monotonic when the reasoning agent must withdraw 

a previously deduced conclusion in response to learn- 

ing some new fact. In ordinary logic, the set of con- 

clusions increases monotonically with the addition 

of new facts, but some human reasoning seems to 

be nonmonotonic. (From the statements “Tweety 

is a bird” and “All birds can fly,” we can deduce 

“Tweety can fly;” yet we would probably want to 

withdraw that conclusion when we learn that Tweety 

is an ostrich.) McDermott and Doyle (McDermott & 

Doyle, 1980) have developed what they call a non- 

monotonic logic that addresses this problem, and 

several others, including John McCarthy (McCarthy, 

1980), Ray Reiter (Reiter, 1980), and Bob Moore 
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(Moore, 1983), have made important contributions. 

These then are examples of problems and accomplish- 

ments in AI. They are topics that cannot be claimed by other 

disciplines. Whether we in AI like it or not, the dynamics 

of the development of scientific fields will exert a strong 

bias toward AI maturing in this direction, regardless of any 

claims we may make about AI encompassing a much broader 

range of subjects. I think there is already evidence that 

we are beginning to make a science of AI along these lines. 

Nevertheless, there are some serious challenges to this point 

of view, and we must look at some of these challenges next. 

of course, take such limitations for granted. Writer Edward 

Abbey (Abbey, 1971) p ex ressed the problem well by saying 

that “Language makes a pretty loose net with which to go 

fishing for simple facts, when facts are infinite.” But Minsky 

is raising the issue as a scientific one, and it deserves serious 

consideration. 

Challenges 

The first challenge is more sociological than technical. 

One of the major differences among AI researchers is 

Simply put, there is wide disagreement in the field about 

what AI is all about. People have come to AI from various 

whether Al is more like an empirical art (learned through ap- 

other disciplines and bring with them different standards, 

traditions, and problems. There is as yet no agreed-on cur- 

prenticeship and case studies) than like a theoretically-based 

riculum for training students in AI, and new researchers 

enter the field from the universities with quite different points 

technical subject. This issue is often characterized as one 

of view about the field. These differences, while perhaps 

stimulating creative development, work against the matura- 

between the scrufies and the neats. The scruffies point to 

tion of AI as a serious science. 

their experimental, creative work that brings new knowledge 

into AI, while the neats complain about the scruffies’ lack 

of formal rigor and theory. This argument echoes similar 

ones in older engineering disciplines. I remember the same 

argument in my student days as an electrical engineer be- 

tween the handbook-experimentalists and the theoretically- 

based, network-synthesis people. Of course, the scruffy-neat 

controversy is a nonissue. A dynamic field needs scruffies 

(informed but not overly inhibited by neat theories) at its ex- 

panding frontier of knowledge, and it needs neats to codify, 

clarify, and teach its core concepts. A field that is scruffy to 

the core has simply not yet matured as a science, and one 

that does not have a scruffy exterior is simply sterile. 

There are also a set of potential technical challenges to 

the view of AI that I have been promoting. Any one of these 

could upset this view. First, there is what I call the dead 

duck challenge. It asserts that logical languages and other 

formal representational schemes having a so-called truth- 

theoretzc semantics are not appropriate as representational 

and reasoning frameworks. In his 1982 AAAI president’s 

address, Marvin Minsky stressed the inappropriateness of 

general sentences (such as “All birds can fly”) for repre- 

senting knowledge about the real world because the real 

world usually presents exceptions (such as dead ducks) to 

such sentences. 

In its strongest form, Minsky’s position challenges the 

power of language itself to represent the world. Humanists, 

This is the challenge that the previously mentioned work 

in nonmonotonic reasoning is attempting to answer. It was 

recognized very early in the history of AI by John McCarthy 

who was concerned with problems that seemed to require the 

withdrawal of some conclusions as certain new facts were as- 

serted. AI researchers are indeed split about how to deal with 

this problem (Kolata, 1982). Some (myself included) think 

that formal, logical methods can be extended and employed 

to respond to this challenge. Minsky and others (Minsky, 

1980; Winograd, 1980; Simon, 1983) feel that something 

beyond anything we would call logic will be required. If they 

are right, the way AI will develop as a science might be en- 

tirely different than the way I have described. Although it 

may still be a bit too early to tell how this will all work out, it 

seems that the people who are pursuing formal approaches to 

dealing with this challenge are making good progress, and I 

am not aware that any other approaches have been proposed 

that have comparable power. 

Next, there is what I call the zconic challenge. One hears, 

especially from those engaged in machine vision-research, 

that propositional representations (even with semantically 

attached procedural knowledge) are not appropriate for han- 

dling many types of perceptual reasoning problems. For 

these, it is argued, one needs so-called conic representations 

in which, in some sense, the representational structure itself 

plays the major representational role. My view is that the 

mechanism of semantic attachment to those computations 

and data structures appropriate for the problem at hand is 

the way to achieve iconicity, but some iconocists argue that 

they will ultimately develop a general theory of these sorts 

of representations and reasoning methods for them that will 

put them on a par with the propositional ones. Although we 

are all aware of the importance of special structures, such as 

trees and lattices for representing hierarchies, and general- 

ized cylinders for representing shapes, I have not yet heard 

of any general iconic language. 

Another problem for AI is the holistic challenge. A 

successful (if not essential) methodology in science and en- 

gineering is to “divide and conquer” a subject by analyz- 

ing its parts. Some commentators on AI, such as Dreyfus 

(Dreyfus, 1977) assert that intelligent behavior is by its na- 

ture irreducible to independently analyzable components. 

Some of us in AI have attempted to subdivide AI’s con- 

cern for knowledge into three areas, namely, what knowledge 

is pertinent to a problem, how should that knowledge be 

represented, and how and when should that knowledge be 

used. This approach is criticized by those who say that 

any attempt to sider these subareas separately com- 

pletely misses the most important point about knowledge- 

its collection, representation and use must be considered 
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simultaneously. According to this view, the way in which 
knowledge is to be used in a problem (and there are many 

different ways in which it could be used) dictates how it 

should be represented for that problem. If this aspect of 

the holistic challenge succeeds, then I think Al will not de- 
velop as a separate subject at all but will instead develop 

multiply and independently in the myriad of niches where 

intelligence might be applied. I think the very existence of 
more-or-less “general purpose” intelligence (occasionally!) in 

humans argues against this challenge. 

A final challenge, the kludge challenge, arises out of 
Marvin Minsky’s oft-mentioned assertion that “Intelligence 

is a kludge.” Minksy proposes that intelligence in humans 
is a manifestation of a large number of complex, spe- 
cialized mechanisms more-or-less haphazardly evolved in 

response to numerous and independent environmental pres- 
sures (Minsky, 1980). Don’t look for unifying theories or 

simplified versions of intelligence, warns Minsky. To do 
so misses the important point about intelligence. If intel- 

ligence emerges only from unsimplifiable complexity, then 

the science of intelligence would be very much different 

from traditional sciences such as physics. In mechanics, 

for example, we gain understanding by considering first the 

frictzonless case. The main principles already emerge in 

simplified models. We can add friction later without com- 

plete revision of the model. But, according to the kludge 
challenge, the phenomenon of intelligence is itself the very 

complexity that misguided AI theoreticians are unsuccess- 

fully trying to simplify. In principle, intelligence has no 
simple models that can later be elaborated. It is the friction 
and dozens or hundreds of other unsimplifiable phenomena. 

It may turn out that Minsky is right about this. If so, 

that would be bad news for scientists and engineers who are 

trying to understand and build intelligent mechanisms. I 

think it is far too early to concede this point. As scientists 
and engineers, we should continue to attempt to simplify, 

to organize, and to make elegant models-otherwise there 

are serious doubts that we would ever be able to understand 
enough about intelligence to design intelligent machines or 

to teach these design methods to students. If bridges had to 

be kludges, we wouldn’t have a man-made bridge across the 

Golden Gate because complex bridge-building couldn’t be 

understood, taught, or remembered. Successful engineering 

requires the frictionless case and a succession of gradually 
more complex models. I think AI has been reasonably suc- 

cessful so far in inventing understandable and useful theoreti- 

cal frameworks and that it would be inappropriate for us to 
discontinue these attempts. 

The next steps in the maturation of AI, I think, will be 

the successful disposal of these challenges. Their resolution 

will constitute an important part of the subject matter of 

AI. 

Research Strategies 

Orthogonal to the matter of what AI is all about are some 

questions concerning how we ought to pursue AI research. 

There are many facets to the topic of research strategy- 
too many to treat here. I want only to mention one of the 

interesting pairs of opposing approaches. 

On the one hand, we have what might be called the 

function-follows-form approach. Here, we start with some 
sort of computational mechanism (the form) that appears at- 

tractive or relevant (for various reasons) and then see what 
sorts of things (the functions) can be done with it. There 

are many examples in the history of AI where this approach 
was followed. Work on perceptrons (Rosenblatt, 1961) was 

motivated largely by a certain infatuation with the idea of 

neural networks. Since the brain is composed of neurons, 

then it seemed that experimenting with networks of models 

of neurons might lead us to finding out some things about 
mental function. I think that some of the present work on 

so-called connectionist schemes (Feldman & Ballard, 1982) 

and active semantic networks draw on a similar motivation. 

The brain is a highly parallel computational mechanism, 

therefore we ought to be experimenting with parallel ar- 

chitectures. The sztuation-action rules of production systems 

(which can be regarded as a generalization of the stimulus- 

response pairs of psychology) provide another example of 
an intriguing computational mechanism that seems relevant 

to intelligent behavior and that invites experimentation. It 

must be admitted that some of the enthusiasm for the use of 
logic in AT might also be explained by this function-follows- 

form approach. Probably an historian of science would be 

able to point out cases in which this approach paid off by 
helping people create new functional ideas that they might 

not otherwise have thought of. A certain amount of Al re- 

search ought to have this motivation. 

On the other hand, AI research might follow what might 
be called the form-follows-function approach. Here we start 

with a functional idea of what must be computed and then 

think about the forms for implementing this computation. 

The function itself is conceived of independently of whether 
or not it will be realized by serial or parallel primitive 

processes, by protein or silicon, by logic programming or 

LISP. The traditional AI heuristic search programs mainly 

followed this approach. Researchers first specified the kinds 

of functions needed for the tasks of symbolic integration, 
language understanding, and robot problem solving and 

then considered how they would implement these functions- 

usually in LISP. Probably most AI research follows this ap- 
proach. That is why many AI researchers have a rather 

puzzled reaction to well-meaning lay questions like, “But how 

can a serial digital computer be intelligent; isn’t the brain a 

parallel device?” Those sorts of quandaries don’t arise when 
one is considering functions. 

To predict which of these strategies will be more success- 
ful in AI requires more hubris than I care to acknowledge. I 

think I would commit most resources to the latter strategy 

but hedge my bet by encouraging some of the former. 
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AI and the Real World 

As a science matures, its relations with the rest of the 

world become more interesting and complex. Here I want to 

comment a bit about the effects that successful AI applica- 

tions are having on the science of Al and also about world- 

wide competition in AI. 

First of all, I think that the more applications of AI we 

can be involved in, the better for our science, because then 

we’ll sooner learn our weak spots and be more motivated to 

support the basic research needed to correct them. I don’t see 

any obvious danger that all the AI researchers are going to 

concentrate on applications and on making money. (At SRI 

we have lost a large number of people to business careers, but 

those who are mainly interested in basic research are stay- 

ing on.) As a matter of fact, the departure of applications- 

oriented people from the universities to businesses may be 

quite beneficial for AI. It brings those with applications in- 

terests into more intensive confrontation with real problems, 

and it leaves at the universities a higher concentration of 

people who are mainly interested in developing the basic 

science of AI 

The main concern is that the funding agencies continue 

to appreciate the importance of long-range basic research in 

AI. (Let me remark in passing that, if they continue on the 

whole to be as enlightened as they have been during the last 

twenty or so years, future progress should not be hampered 

for lack of support.) 

I expect that, in addition to those applications involving 

expert systems and natural language interfaces, we will soon 

see applications of AI planning systems (Sacerdoti, 1977; 

Robinson & Wilkins, 1982; Wilkins, 1983; Tate, 1976) for 

tasks like project planning, robot task planning, and error- 

recovery planning. 

Most basic research in AI has occurred in the United 

States, although there have been some important contribu- 

tions from universities in Britain and Western Europe. The 

American applications of AI have now begun to stimulate 

intense overseas interest in the subject. The Japanese have 

initiated a project to develop fifth generatzon computer sys- 

tems (Feigenbaum & McCorduck, 1983), which will prob- 

ably succeed in developing superb hardware for AI applica- 

tions and will also attempt to make important conceptual 

contributions in natural-language processing and expert sys- 

tems. 

American discomfort over this Japanese challenge has 

prompted two major responses. First, a consortium of 

computer companies has formed the Microelectronics and 

Computer Corporation (MCC) in Austin, Texas. This new 

company will perform generic research and development 

on topics mainly related to the hardware needed for AI 

and other advanced computer applications. Second, the 

Defense Department (through its Defense Advanced Re- 

search Projects Agency-DARPA) has proposed a major new 

effort called Strategic Computang and Survzvability (Cooper 

& Kahn, 1983). This project will support the development of 

AI hardware and technology and their application to impor- 

tant defense problems. Similar efforts have been launched in 

Britain and in Western Europe 

These are welcome developments for AI in that they will 

make available needed extra resources to pursue research 

and applications and will stimulate productive competition 

among development teams. All of these projects, however, 

seem to be focusing on achievements that have a certain an- 

e&ableness about them-achievements that, although im- 

portant, are almost bound to result from the strong tide of 

progress in memory technology, very large scale integration, 

and architectures for parallel computation. 

So far, there has not been enough large-scale attention to 

those aspects of AI where progress is far from inevitable and 

on which the ultimate success of the fifth-generation style en- 

deavors will really depend. Many conceptual breakthroughs 

are needed, for example, in commonsense reasoning and lan- 

guage processing, in order to meet the full goals of fifth- 

generation machines. One notable development, which I 

regard as extremely important, is the establishment at Stan- 

ford University of the Center for the Study of Language 

and Information-largely funded by the System Develop- 

ment Foundation. The Center, which includes participation 

by SRI International and the Xerox Palo Alto Research Cen- 

ter, will study, among other things, the close interrelation 

between language and computation. Projects like those being 

pursued at CSLI are the ones that will produce the concep- 

tual developments needed to breathe intelligence into fifth- 

generation hardware. 

The Computer-Individual Project 

The future of AI as a science depends both on continued 

progress in basic research and on improving the tlow of ideas 

from research settings into practical applications. I have 

no particular suggestions to give here about applications- 

although I am sure there are experts on the subject who 

would have something useful to say. I do have a recommen- 

dation for a research project that I think will stimulate ad- 

vances in the basic science of AI. 

A project should be initiated whose goal is to develop 

a class of new AI programs that would have a continuing 

existence. To use a phrase of Richard Weyhrauch’s, let’s 

call them computer individuals. The ground rule would 

be that they should never be turned off-a characteristic 

they would share with large time-shared computer operat- 

ing systems and airline reservation systems. They would 

have a constantly changing model of the world and of the 

user(s). They should be able to engage in extended dialogs in 

natural language. Designing such programs would stimulate 

(in fact force) research in machine learning because it would 

be manifestly unintelligent for a computer individual exist- 

ing over time not to benefit from its experiences. The prob- 

lems of efficient learning, memory organization, and deciding 

what is important enough to learn become especially impor- 

tant for an individual whose storage and retrieval facilities 
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are finite. (The SRI SHAKEY robot system (Fikes, Hart & 
Nilsson, 1972) “learned” new operators for acpieving goals, 

but it never had to decide whether it ought not to save any of 

these new operators because it never “lived” long enough for 
memory capacity to become an issue.) Since computer in- 

dividuals would exist in time, this project would also stimu- 

late research in commonsense knowledge about time-just 
as robotics research has improved our ability to deal with 

commonsense knowledge about space. 

We can think of several varieties of computer individuals, 

including personal assistants, meeting schedulers, expert con- 
sultants, and mobile robots. Imagine, for example, a general- 

purpose robot embodying one of these never-to-be-turned-off 

computer individuals. Or, even better, imagine a team of 

such robots that could communicate with each other (using 

an appropriate formal language) and with humans (using 

English, gestures, and graphics) to perform tasks. For the 
basic research purposes that such projects would serve, what, 

specifically these robots would do is relatively unimportant. 

They could do anything that requires moving around in and 

sensing a real environment and manipulating that environ- 

ment in some way. Aiming for roughly the same sort of sens- 

ing and manipulative abilities that people have would give 

us plenty of AI challenges. 

In considering basic research projects of this kind, it 
is important to avoid the trap of insisting that the project 
be directed at some specific useful application. To at- 

tempt to justify robots by proposing them as useful high- 

way constructors, for example, is misguided because general- 
purpose robots may be an inefficient way to solve the road- 

building problem-or the transportation problem-or any 

other specific problem. Any single application of robots alone 

is probably insufficient reason to justify their development. 

The whole reason for robots is their general-purposeness! 

Projects to develop computer individuals ought to be 
undertaken in the same sort of spirit as would a manned 

landing on Mars-to see if we could do it and to learn by 

doing it. There is an important difference though between 
such projects and a Mars landing. All the basic science is in 

hand to achieve the Mars landing-it probably isn’t yet to 

build the kind of systems that I am proposing. The purpose 
of trying to develop such systems would be to stimulate the 

development of the science. As basic research projects, they 

might fail-or they may end up doing something different. 
We are now only at about the same stage in being able to 

produce computer individuals as physicists were in relation 

to harnessing nuclear energy during the 1930s. We know 

something profound can be done, we have a few clues about 
how to proceed, we know that much more basic research 

must be done-and we want to get on with it. 

Conclusions 

These are truly watershed years for AI. Obviously, the 
applications of AI alone are ensuring that the field will change 

rapidly. But, more importantly, the lines along which our 

science is maturing should now begin to be clear to us. 
Besides scientific maturity, we must also come to accept 

more mature social responsibilities for our technical devel- 

opments. I recently attended two interesting meetings deal- 
ing with some of these matters. A panel discussion on the 

impact of AI on income and employment was held at the 

August 1983 IJCAI in Karlsruhe (Nilsson & Cook, 1983), 

and a workshop on the social consequences of AI was held 

the following week at ILASA outside Vienna. It is important 
for us to be concerned about the social impacts of AI. Like 

molecular genetics, AI can cause deep fears and confusions 

among our fellow citizens-some of whom might be eager to 
support restrictive legislation that could turn out to be ex- 

tremely ill-considered. Although all citizens must participate 

in the decisions about how AI will be used-we AI scientists 

have the special responsibility for informing our fellows about 
the potential benefits and the limits of AI. 

It is difficult to compare the magnitude of the effects 

of AI with those of other disciplines-some of which could 
destroy life on earth. At best, artificial intelligence will both 

liberate us from unwelcome toil and provide us with the most 

detailed picture we have ever had of ourselves. Possibly no 
science has ever posed greater challenges than those. 
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