
Research Article

Artificial Neural Network to Estimate the Paddy Yield Prediction
Using Climatic Data

Vinushi Amaratunga,1 Lasini Wickramasinghe,2 Anushka Perera,1 Jeevani Jayasinghe,2

and Upaka Rathnayake 1

1Department of Civil Engineering, Faculty of Engineering, Sri Lanka Institute of Information Technology, Malabe, Sri Lanka
2Department of Electronics, Faculty of Applied Sciences, Wayamba University of Sri Lanka, Kuliyapitiya, Sri Lanka

Correspondence should be addressed to Upaka Rathnayake; upakasanjeewa@gmail.com

Received 7 May 2020; Revised 23 June 2020; Accepted 30 June 2020; Published 18 July 2020

Academic Editor: Jian G. Zhou

Copyright © 2020 Vinushi Amaratunga et al. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Paddy harvest is extremely vulnerable to climate change and climate variations. It is a well-known fact that climate change has
been accelerated over the past decades due to various human induced activities. In addition, demand for the food is increasing
day-by-day due to the rapid growth of population. *erefore, understanding the relationships between climatic factors and
paddy production has become crucial for the sustainability of the agriculture sector. However, these relationships are usually
complex nonlinear relationships. Artificial Neural Networks (ANNs) are extensively used in obtaining these complex,
nonlinear relationships. However, these relationships are not yet obtained in the context of Sri Lanka; a country where its staple
food is rice. *erefore, this research presents an attempt in obtaining the relationships between the paddy yield and climatic
parameters for several paddy grown areas (Ampara, Batticaloa, Badulla, Bandarawela, Hambantota, Trincomalee, Kurunegala,
and Puttalam) with available data. *ree training algorithms (Levenberg–Marquardt (LM), Bayesian Regularization (BR), and
Scaled Conjugated Gradient (SCG)) are used to train the developed neural network model, and they are compared against each
other to find the better training algorithm. Correlation coefficient (R) and Mean Squared Error (MSE) were used as the
performance indicators to evaluate the performance of the developed ANNmodels. *e results obtained from this study reveal
that LM training algorithm has outperformed the other two algorithms in determining the relationships between climatic
factors and paddy yield with less computational time. In addition, in the absence of seasonal climate data, annual prediction
process is understood as an efficient prediction process. However, the results reveal that there is an error threshold in the
prediction. Nevertheless, the obtained results are stable and acceptable under the highly unpredicted climate scenarios. *e
ANN relationships developed can be used to predict the future paddy yields in corresponding areas with the future climate data
from various climate models.

1. Introduction

Rice is the staple food of almost all Sri Lankans. *erefore, it
is estimated that 2.7 million metric tons of rough rice
(paddy) is produced annually to satisfy the demand (around
95%) of the country [1]. More than 1.8 million farmers and
farming families involve in this production. *erefore, it is
important none other than any other agricultural products
in Sri Lanka. However, paddy, as a crop, is one of the most
affected cultivations in many countries due to the on-going

climate variability [2, 3]. *is is mainly because of the water
requirement for the paddy cultivation.

With increasing global temperatures, resulting devia-
tions in rainfall patterns cause immense impact on the
crop growth. *us, the water availability for crops es-
sentially depends upon rainfall distribution. Moreover,
intense and excess rainfall can produce adverse effects,
along with major flooding devastating vegetation, while
crop yield also reduces due to water shortage in drought
climates. Nevertheless, rice cultivation is considered a
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semiaquatic plant grown at a controlled supply of water.
*e source of water supply and degree of flooding are
treated to be some environmental factors which determine
the paddy harvest.

Paddy cultivation in Sri Lanka takes place under dif-
ferent geographical and hydrological conditions with dif-
ferent soils and elevations. Cascade-type (Helmalu method
in local language) cultivation can be seen in the central hill
areas, whereas plain cultivation type can be seen in other
areas. However, paddy is not the best for higher elevations
such as 1500m MSL in Sri Lanka [4]. Nevertheless, extreme
weather events not only in Sri Lanka [5] but also in many
other countries have increased over the last decade and have
created uncertainty in rice production [6–8].

*erefore, many researchers investigated the relation-
ships between the various climatic factors to not only paddy
but also to various other crops [9–13]. *erefore, crop
models and decision tools have become a crucial element of
precision agriculture in the world as a result of rapid de-
velopment of advanced technologies [14]. Linear regression
techniques, nonlinear simulations, expert systems, Adaptive
Neurofuzzy Interference System (ANFIS), Support Vector
Machines (SVM), Data Mining (DM), Genetic Program-
ming (GP), and Artificial Neural Network (ANN) are some
of the prediction methods which are used in harvest pre-
dictions under the climate change [6, 15–18]. Among these
methods, ANN is treated to be a good solution for most of
the complex problems. *ey resolve complex relations be-
tween crop production and interrelated parameters which
cannot be solved using linear systems. ANNs are computer
programs which mimic the process of human brains [15].
*ese programs learn to perform by analyzing own examples
for a specific problem. *erefore, training a neural network
to a particular problem is highly important. However, when
it is correctly trained, neural networks can be easily used to
predict the relationships even at higher number of variables.

Weather and climatic factors, such as rainfall, temper-
ature, humidity, and sunshine hours, and soil factors, such as
pH, texture, and organic matter content of soil are few of the
many factors affecting the crop production [14]. *erefore,
the literature shows many studies which use ANN in de-
termining the relationship between climatic factors and
paddy harvest all around the world [19–22]. ANN was used
not only to understand the climatic factors but also to
classify the rice grains [23]. However, not many studies,
based on ANN, were found in Sri Lanka in the context of
paddy harvest. Napagoda and Tilakaratne [24] have carried
out an ANN approach to determine the soil temperature,
which is useful for the agriculture in Bathalagoda area in Sri
Lanka.

However, according to the authors’ knowledge, no re-
search has been carried out in determining the paddy harvest
(yield) with respect to the various climatic factors in the
context of Sri Lanka. *erefore, the objective of this paper is
to understand the relationships among climatic factors and
rice production in Sri Lanka. *ree algorithms were used
and compared in the development of the training process of
ANN which predicts the paddy yield with respect to the

various climatic factors. *e authors of this paper believe
that this would be the first study in the context of Sri Lanka
to incorporate the ANN to paddy yield.

2. Various Algorithms in the Literature

As it was stated earlier, usage of ANN was frequent in many
nonlinear real-world problems. ANN required three layers
in minimum for its development; input layer, hidden layer,
and output layer (refer Figure 1). *e knowledge is acquired
by detecting relationships in data through neural network.
*e first layer receives the raw data, which is processed and
transferred to the hidden layer. *en, the information is
passed from the hidden layer to the last layer where the
output is produced [15].

*e literature shows many algorithms are used in ANN
to optimize the training process. Among them, Lev-
enberg–Marquardt (LM), Bayesian Regularization (BR), and
Scaled Conjugated Gradient (SCG) are three frequently used
algorithms in ANN [25–28].

2.1. Levenberg–Marquardt (LM) Algorithm. Gradient de-
scent method and Gauss–Newton method are combined in
this algorithm. When the Gauss–Newton method is used to
express the backpropagation of neural network, the algo-
rithm has a higher probability to reach an optimal solution
[29]. In addition, the LM algorithm has faster convergence in
backpropagation and therefore, widely used [30]. *e
Hessian calculation approximation (H) and gradient cal-
culation (g) in LM algorithm are shown in equations (1) and
(2), respectively:

H � JTJ, (1)

g � J
T
e, (2)

where J and e are Jacobian matrix and the vector of network
error, respectively. In addition, the LM algorithm behaves as
Newton’s method and is expressed as

xk+1 � xk − J
T
J + μI[ ]−1JTe, (3)

Where xk+1, xk, μ , and I are new weight calculated as
gradient function, the current weight using Newton algo-
rithm, and constant and identity matrix, respectively. More
information of LM algorithm can be found in Ramadasan
et al. [31].

2.2. Bayesian Regularization Algorithm (BR). Similar to LM
algorithm, Bayesian Regularization (BR) algorithm updates
the learning algorithm’s weights and bias values and min-
imizes the linear combination of squared errors and weights.
In addition, BR algorithm modifies the linear combination,
and as a result, the network has good generalization qualities
by the end of the training. LM and BR algorithms are
considered to have the ability to obtain lower mean squared
errors compared to other algorithms for functioning
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approximation problems [30]. More information on the BR
algorithm can be found in Bueden and Winkler (2008).

2.3. Scaled Conjugated Gradient Algorithm (SCG). Scaled
Conjugate Gradient (SCG) is considered the most popular
iteration algorithm used in solving problems of large systems
of linear equations [29]. *e equation of the conjugate
gradient is as follows:

xk � xk−1 + αkdk−1, (4)

where k is the iteration index, αk is the step length at kth
iterations, and dk is the search direction. SCG is a second
derivative of Conjugate Gradient Algorithm, which has the
ability to minimize the purpose function on several vari-
ables, and it uses step-size scaling techniques to avoid time
consumed for learning iteration [29]. More information on
SCG algorithm can be found in [32].

3. Methodology

MATLAB numerical computing environment (version
8.5.0.197613-R2015a) was used to develop the ANN archi-
tectures to predict the paddy yield. One hidden layer was
included in the ANN architecture with the dependent
variable of the paddy yield. *e climatic parameters were
included as the input parameters of the ANN model.

Time series data for each input and output parameter
were divided into three clusters: for training (70%), for
validation (15%), and for testing (15%) of all data. *e
training step was started with selection of the training al-
gorithms. *e above stated three training algorithms,
namely; Levenberg–Marquardt, Bayesian Regularization,
and Scaled Conjugate Gradient were used. *e performance
of each training algorithm was evaluated based on the value
of mean squared error (MSE and coefficient of correlation
(R). Lowering theMSE values and bringing near the R values
to 1 give better predictions compared to the observed pa-
rameters [33]. Mathematical expressions for R and MSE are
given in equations (5) and (6):

R �
N∑ xy − ∑ x( ) ∑ y( )���������������

N∑ x2 − ∑ x( )2( )
√

N∑ y2 − ∑ y( )2( )
, (5)

MSE �
∑Ni�1 xi − yi

∣∣∣∣ ∣∣∣∣
N

, (6)

where x, y, andN are the observed value, the predicted value,
and the number of observations, respectively.

Coefficient of correlation andMSE values were found for
all cases in ANN under the three algorithms in developing
the relationship between paddy yield and climatic factors.
Equation (7) presents the mathematical expression for the
nonlinear relationship which was modelled herein:

Paddy Yield � ϕ(Climatic factors), (7)

where ϕ is the nonlinear function in between the paddy yield
and climatic parameters. Depending on the data availability,
the above relationship can be formulated in regional basis
for harvesting seasons.

4. Case Study

Sri Lanka is located in the Indian Ocean and lies between the
latitudes of 5°55 N and 9°51 N and the longitudes of 79°41 E
and 81°53 E. It covers a land area of 65,610 km2. Sri Lanka is
divided into nine provinces and twenty-five districts for
administrative purposes. Eight districts were chosen for this
analysis based on the data availability. More importantly,
these eight districts are the major paddy grown districts in
Sri Lanka. *ese districts are, namely, Ampara, Batticaloa,
Badulla, Hambantota, Kurunegala, Puttalam, Trincomalee,
and Vavuniya (refer Figure 2).

Sri Lanka has tropical climate conditions. *e average
annual temperature varies from 28°C to 30°C and annual
average diurnal temperature variability ranges from 4°C to
7°C. Sri Lanka is under two major monsoon winds, and they
bring significant amount of rainfall to the whole country.
*e two major monsoons are southwest monsoon (May to
September) and northeast monsoon (December to Febru-
ary). In addition to these, there are two intermonsoons; 1st
intermonsoon (March and April) and 2nd intermonsoon
(October and November). *erefore, the country is rich in
its receiving rainfall. However, not only the temporal var-
iations but also the spatial variations affect the receiving
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Figure 1: Structure of neural network.
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rainfall. *erefore, the annual rainfall ranges from 600mm
in the arid areas to 6,000mm in the very wet areas [4].

*ese rainfall patterns were used in developing two
agricultural seasons in the country: Maha season and Yala
season. *e major agricultural season is the Maha season,
and it spans from the September to March of the following
year, whereas the Yala season spans from May to August.
*e Maha season dominates with rain-fed agriculture;
however, irrigated water from tanks dominates in the Yala
season for the water requirement of the paddy fields.

Rainfall (mm), morning and evening relative humidity
(%), minimum and maximum temperature (°C), wind speed
(km/hr), evaporation (mm), and sunshine hours (hr) are
used as the climatic factors to predict the paddy yield.

However, several climatic combinations for different time
spans were used for each district. *is is because of the
nonavailability of some of the data. Table 1 summarizes the
used climatic data for different districts.

*e monthly climatic data were obtained from the
Department of Meteorology and Department of Census and
Statistics, Sri Lanka. *e corresponding paddy yield data for
two seasons (Yala andMaha) from rain-fed agriculture were
obtained from the Department of Census and Statistics, Sri
Lanka.

Depending on the data availability, neural networks were
run to various climate combinations to obtain the rela-
tionships given in equation (7). In the absence of data for
most of the years, combination of Maha and Yala seasons’
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Figure 2: Location map of the study area.
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yield to the climate relationships were obtained. Equations
(8) and (9) present these modified relationships between
paddy yield and the climatic parameters:

PaddyYield� ϕ1 RF,MorningRH,Evening RH,Tmax, Tmin( ),
(8)

PaddyYield� ϕ2 RF, Tmax,Tmin,EV,SH( ). (9)

Equation (8) was used to model the paddy yield in the
Ampara, Batticaloa, Hambantota, Trincomalee, Badulla, and
Vavuniya districts while equation (9) was used in the Put-
talam and Kurunegala districts. As it was stated above, the
neural network analysis were run under the three (LM, BR,
and SCG) training algorithms.

5. Results and Discussion

Figures 3(a)–3(i) show the coefficient of correlation for the
Badulla district for annual (combination of Yala andMaha as
two data points) paddy yield under the LM, BR, and SCG
training algorithms. It can be clearly observed herein that the
ANN under LM training algorithm has produced acceptable
prediction to the paddy yield. Coefficient of correlation
values are closer to 1 in all four cases (training, validation,
test, and all, refer Figures 3(a)–3(d)).

In addition, computational efficiency in the process is
shown in Figure 3(e). *e trained neural network under LM
training algorithm converged to the best results in 2 epochs.
*erefore, it has a higher computational efficiency.

Furthermore, Figures 3(f)–3(i) exhibit the coefficients of
correlation obtained for combination of Maha and Yala
paddy yield under the BR (refer Figures 3(f) and 3(g)) and
SCG (refer Figures 3(h) and 3(i)) algorithms.*e coefficients
of correlation are much lower than for the results under LM
training algorithm (R� 0.85043 and R� 0.94523 for training
and validation under LM algorithm). *erefore, it can be
clearly seen herein that LM training algorithm outperforms
the BR and SCG algorithms. *is is well observed in many
other related studies in comparing LM algorithm to other
training algorithms [34–38].

Figure 4 presents the correlation coefficients for the
seasonal yield in Badulla and Kurunegala districts under the
LM training algorithm. It can be clearly seen that the co-
efficient of correlation reaches almost to 1 in the absence of

data. Figures 4(b) and 4(d) clearly showcased this finding.
*e R values in these two cases are 1, not because it is 100%
match; however, the lines have only two data points where a
straight line is directly predicted as the trend line which goes
through the data points. *erefore, the ANN model is not
functioned well under data scarcity. *is clearly justifies the
analysis in the annual resolution combining both seasons as
two datasets.

It would be interesting to investigate the results from the
relationship given in equation (9). As it was stated earlier,
the analysis was carried out to two districts in Sri Lanka.
Figures 4(e)–4(h) show the coefficients of correlation for the
Maha season under the LM algorithm for Kurunegala dis-
trict. Similar observations discussed under the relationships
given in equation (8) (please refer Figures 4(a)–4(d)) can be
observed in here. Results show that the LM algorithm
outperforms the other two training algorithms. In the ab-
sence of many data, Figure 4 overall suggests researchers to
use combination of Maha and Yala seasonal yield as a
common dataset. *is is acceptable since the yield used here
is only based on the rain-fed agriculture in Maha and Yala
seasons. *e yield due to the irrigated agriculture was not
considered for this analysis.

Table 2 summaries the correlation coefficients depicting
the performance of the ANN trained to determine the re-
lationships between climatic factors and rice production
(refer equations (8) and (9)) using three different training
algorithms (LM, BR, and SCG). *ese results are given for
the combined Maha and Yala seasons in the absence of
important climatic data. In terms of correlation coefficients,
LM training algorithm has performed better compared to
other two training algorithms. However, other algorithms
also performed fairly well with acceptable R values in de-
termining the relationship between climatic factors and rice
production. In addition, the tabulated R values show that the
results are improved at an increased number of data points.

Table 3 showcases the validation performances of the
three training algorithms used for determination of rela-
tionship between climatic factors and rice production. All
three training algorithms have performed well in terms of
validation performance with lower mean square error
(MSE) values. However, with reference to the number of
epochs and computational time, LM and SCG have per-
formed well with less epoch numbers and computational
time. It can be observed from Table 3 that BR training

Table 1: Summary of the available climatic data.

District
Gauging
station

Available climatic data Time span

Ampara Potuvil

Rainfall (RF), morning and evening relative humidity (RH), minimum and maximum
temperature (Tmin and Tmax)

2009–2015
Batticaloa Batticaloa 2009–2015
Hambantota Hambantota 1987–2015
Trincomalee Trincomalee 1995–2015

Badulla
Badulla 2003–2015

Bandarawela 1994–2015
Vavuniya Vavuniya 2009–2015

Kurunegala Kurunegala Rainfall (RF), wind speed (WS), minimum and maximum temperature (Tmin and Tmax),
evaporation (EV), sunshine hours (SH)

2004–2018
Puttalam Puttalam 2000–2017
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Figure 3: Continued.
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Figure 3: Coefficient of correlations for combined Maha and Yala seasons under LM, BR, and SCG algorithms for Badulla. (a) For training:
LM algorithm. (b) For validation: LM algorithm. (c) For test: LM algorithm. (d) For all: LM algorithm. (e) Validation performance: LM
algorithm. (f ) For training: BR algorithm. (g) For validation: BR algorithm. (h) For training: SCG algorithm. (i) For validation: SCG
algorithm.
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Figure 4: Continued.
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algorithm has larger number of epochs. *erefore, it can be
concluded that LM training algorithm has performed well in
determining the relationship between climatic factors and
rice production with MSE closer to “0” in less number of
epochs and good correlation coefficients.

*e results clearly show that paddy production has a
strong correlation with climatic factors. However, in the
absence of some of the climatic data, the combination of two

cultivation seasons has produced improved results. *ere-
fore, these results are stable.

As it was stated in Section 1, artificial neural networks
were extensively used by many researchers to predict the
paddy harvest/yield; however, it was not implemented to the
Sri Lanka. Ji et al. [39] have carried out prediction models
using neural network to predict the paddy harvest in Fujian
province in China. *e analysis was important as the
province is often prone for natural disasters based on the
climate. *eir prediction models were within an acceptable
range (R2∼0.5 to 0.6). Hossain et al. [40] presented an ar-
tificial neural network-based predictionmodel to analyze the
paddy harvest in Bangladesh. *ey have highlighted the
necessity of such study to Bangladesh with on-going climate
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Figure 4: Coefficient of correlations for Maha and Yala seasons under LM algorithm for Badulla and Kurunegala districts. (a) For training–:
Badulla Maha season under LM algorithm. (b) For validation: Badulla Maha season under LM algorithm. (c) For training: Badulla Yala
season under LM algorithm. (d) For validation: Badulla Yala season under LM algorithm. (e) For training: Kurunegala Maha season under
LM algorithm. (f ) For validation: KurunegalaMaha season under LM algorithm. (g) For test: KurunegalaMaha season under LM algorithm.
(h) For all: Kurunegala Maha season under LM algorithm.

Table 2: Correlation coefficients for different algorithms for the
combined Maha and Yala seasons data.

Area
ANN

algorithm

Correlation coefficient

Training Validation Testing All

Potuvil
LM 1.00 1.00 1.00 0.96
BR 0.97 1.00 0.95 0.92
SCG 0.92 1.00 1.00 0.92

Batticaloa
LM 0.81 1.00 1.00 0.86
BR 0.90 1.00 0.69 0.86
SCG 0.93 1.00 1.00 0.79

Hambantota
LM 0.91 0.77 0.50 0.82
BR 0.71 0.64 0.70 0.78
SCG 0.82 0.89 0.64 0.75

Trincomalee
LM 0.99 0.59 0.79 0.87
BR 0.66 0.82 0.68 0.75
SCG 0.80 0.87 0.78 0.75

Badulla
LM 0.85 0.95 0.81 0.85
BR 0.58 0.64 0.60 0.85
SCG 0.78 0.99 0.86 0.76

Bandarawela
LM 0.88 0.75 0.86 0.78
BR 0.81 0.88 0.75 0.69
SCG 0.67 0.63 0.91 0.69

Vavuniya
LM 1.00 1.00 1.00 0.92
BR 0.98 1.00 0.71 0.92
SCG 0.86 1.00 1.00 0.84

Kurunegala
LM 0.98 0.80 0.54 0.85
BR 0.73 0.74 0.74 0.81
SCG 0.85 0.88 0.43 0.80

Puttalam
LM 0.94 0.96 0.75 0.92
BR 0.69 0.59 0.62 0.56
SCG 0.70 0.78 0.47 0.65

Table 3: Validation performance for the combined Maha and Yala
seasons’ data.

Area ANN algorithm MSE Number of epochs

Potuvil
LM 0.193 5
BR 0.021 230
SCG 0.074 12

Batticaloa
LM 0.040 5
BR 0.093 203
SCG 0.084 11

Hambantota
LM 0.155 10
BR 0.146 719
SCG 0.141 25

Trincomalee
LM 0.334 8
BR 0.197 552
SCG 0.205 15

Badulla
LM 0.055 6
BR 0.386 31
SCG 0.196 13

Bandarawela
LM 0.204 8
BR 0.129 554
SCG 0.308 10

Vavuniya
LM 0.019 4
BR 0.006 212
SCG 0.131 12
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change. *ey were successful in predicting paddy harvest to
Bangladesh with an error threshold. A similar study with
more variables was carried out by Islam et al. [41]. *ey have
considered many variables including maximum and mini-
mum temperature, average rainfall, humidity, climate,
weather, types of land, types of chemical fertilizer, types of
soil, soil structure, soil composition, soil moisture, soil
consistency, soil reaction, and soil texture; however, instead
of particularly on paddy, they have analyzed total crop yield,
but including paddy too.

However, Das et al. [42] have used several models, in-
cluding liner, neural network, and penalized regression
models to predict the rice yield in west coast of India. One
important common conclusion was found from all above
cited references; there is always an error threshold in the
prediction as the prediction is based on the climate data. *e
same finding can be seen in many other related studies
[43, 44]. In addition to the changing climate, spatial dis-
tribution of climatic data and the quality of the climatic data
can trigger the error. However, with all the effort, it is still in
the acceptable region for the prediction. Farmers would not
be interested in predicting their harvest to the best possible;
however, they would be happy to accept a reasonable level
prediction. Interestingly, the research carried out to some
parts of Sri Lanka is the same. *e prediction is stable;
however, the coefficient of correlation is around 0.6–0.8.
*erefore, a similar error threshold is there in the prediction.
*erefore, more research should be carried out for the
higher accuracy prediction model, while keeping the de-
veloped model as a baseline.

6. Conclusions

Nonlinear complex relationships among various climatic
factors and paddy yield were obtained for several districts in
Sri Lanka using artificial neural networks. Comparative
analysis using three different training algorithms shows that
the LM training algorithm is better than other two BR and
SCG algorithms. However, BR and SCG algorithms have also
produced acceptable results.*erefore, LM algorithm can be
used in future predictions at lower computational costs. *e
correlation coefficients from the tests were not the best for
predictions as they are numerically around 0.65–0.8.
However, as the literature suggests these correlation coef-
ficients are acceptable in the context of highly varying cli-
mate scenarios. *erefore, it can be concluded herein that
there is an acceptable correlation in between the paddy yield
and the climatic factors. *us, it can be concluded that the
paddy yield is significantly impacted due to on-going climate
change.

More importantly, these nonlinear relationships are
available with the analysis. *erefore, reverse calculations
are possible in the presence of future climate data. Various
climate models can be used to extract future climate data,
and therefore, the ANN models can be rerun to obtain the
corresponding paddy yield data. *erefore, this prediction
would be highly important to the planners and authorities to
arrange sustainable cultivation patterns in the future.
However, as discussed, the predictions are obtained with an

error threshold due to unpredicted climate variables, spatial
nonuniformity of climatic data, and the quality of the
recorded data. Nevertheless, the planners and farmers are
not expecting perfect predictions, but acceptable
predictions.

In addition, in extreme climate events, the models can be
used to prepare the proper schedules for food sustainability.
Nevertheless, the models have to be further improved using
more climatic parameters. In addition, it would be inter-
esting to investigate the relationships among other impor-
tant variables such as technological improvements in
agriculture and new crop varieties, which can withstand
some climate extremes and various negative impacts from
various pests in paddy cultivation.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

Disclosure

*e research was carried out in the Sri Lanka Institute of
Information Technology and Wayamba University of Sri
Lanka environments.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Acknowledgments

Authors are grateful to Sri Lanka Institute of Information
Technology, Sri Lanka for providing financial support to
carry out this research. In addition, the authors would like
acknowledge the support that they have received from
Department of Census and Statistics, Sri Lanka and De-
partment of Irrigation, Sri Lanka to conduct this research
work. Furthermore, the contribution received from Way-
amba University of Sri Lanka is notable.

References

[1] Rice Research and Development Institute (RRDI),
Department of Agriculture-Sri Lanka.Rice Cultivation, Rice
Research and Development Institute (RRDI), Ibbagamuwa, Sri
Lanka, 2020, https://doa.gov.lk/rrdi/index.php?option=com_
sppagebuilder&view=page&id42&lang=en.

[2] M. M. Rahman, J. R. *ompson, and R. J. Flower, “Hydro-
logical impacts of climate change on rice cultivated riparian
wetlands in the upper Meghna River Basin (Bangladesh and
India),” Hydrological Sciences Journal, vol. 65, no. 1,
pp. 33–56, 2019.

[3] C. S. De Silva, E. K. Weatherhead, J. W. Knox, and
J. A.R- Diaz, “Predicting the impacts of climate change-A case
study of paddy irrigation water requirements in Sri Lanka,”
Agricultural Water Management, vol. 93, no. 1-2, pp. 19–29,
2007.

[4] M. K. Papademetrious, F. J. Dent, and E. M. Herath, Bridging
the Rice Yield Gap in the Asia-Pacific Region, FOA/RAP,
Bangkok, *ailand, 2000.

Mathematical Problems in Engineering 9

https://doa.gov.lk/rrdi/index.php?option=com_sppagebuilder&view=page&id42&lang=en
https://doa.gov.lk/rrdi/index.php?option=com_sppagebuilder&view=page&id42&lang=en


[5] S. Ratnasiri, R. Walisinghe, N. Rohde, and R. Guest, “*e
effects of climatic variation on rice production in Sri Lanka,”
Applied Economics, vol. 51, no. 43, pp. 4700–4710, 2019.

[6] P. S.M. Gopal and R. Bhargavi, “Novel approach for efficient
crop yield prediction,” Computers and Electronics in Agri-
culture, vol. 165, Article ID 104968, 2019.

[7] Y. Masutomi, K. Takahashi, H. Harasawa, and Y. Matsuoka,
“Impact assessment of climate change on rice production in
Asia in comprehensive consideration of process/parameter
uncertainty in general circulation models,” Agriculture,
Ecosystems & Environment, vol. 131, no. 3-4, pp. 281–291,
2009.

[8] M. A. Rahman, S. Kang, N. Nagabhatla, and R. Macnee,
“Impacts of temperature and rainfall variation on rice pro-
ductivity in major ecosystems of Bangladesh,” Agriculture &
Food Security, vol. 6, no. 1, pp. 1–11, 2017.

[9] S. Chalise and A. Naranpanawa, “Climate change adaptation
in agriculture: a computable general equilibrium analysis of
land-use change in Nepal,” Land Use Policy, vol. 59,
pp. 241–250, 2016.

[10] S. Di Falco, M. Yesuf, G. Kohlin, and C. Ringler, “Estimating
the impact of climate change on agriculture in low-income
countries: household level evidence from the nile basin,
Ethiopia,” Environmental and Resource Economics, vol. 52,
no. 4, pp. 457–478, 2011.

[11] R. Mendelsohn, “*e impact of climate change on agriculture
in developing countries,” Journal of Natural Resources Policy
Research, vol. 1, no. 1, pp. 5–19, 2008.

[12] M. P. Patel, B. Gami, A. Patel, P. Patel, and B. Patel, “Climatic
and anthropogenic impact on groundwater quality of agri-
culture dominated areas of southern and central Gujarat,
India,” Groundwater for Sustainable Development, vol. 10,
Article ID 100306, 2020.

[13] C. Srinivasarao, K. V. Rao, K. A. Gopinath et al., “Agriculture
contingency plans for managing weather aberrations and
extreme climatic events: development, implementation and
impacts in India,” Advances in Agronomy, vol. 2020,
pp. 35–91, 2020.

[14] S. Chary, S. Mustaffha, and W. I. W. Ismail, “Determining the
yield of the crop using artificial neural network method",”
International Journal of Engineering and Advanced Technol-
ogy, vol. 9, no. 1, pp. 2959–2965, 2019.

[15] O. Adisa, J. Botai, A. Adeola et al., “Application of artificial
neural network for predicting maize production in South
Africa,” Sustainability, vol. 11, no. 4, pp. 1145–1227, 2019.

[16] P. S. M. Gopal and R. Bhargavi, “Optimum feature subset for
optimizing crop yield prediction using filter and wrapper
approaches,” Applied Engineering in Agriculture, vol. 35, no. 1,
pp. 9–14, 2019.

[17] P. S. M. Gopal and R. Bhargavi, “Performance evaluation of
best feature subsets for crop yield prediction using machine
learning algorithms,” Applied Artificial Intelligence, vol. 33,
no. 7, pp. 621–642, 2019.

[18] A. Perera and U. Rathnayake, “Rainfall and atmospheric
temperature against the other climatic factors: a case study
from colombo, Sri Lanka,” Mathematical Problems In Engi-
neering, vol. 2019, pp. 1–15, 2019.

[19] W.W. Guo andH. Xue, “Crop yield forecasting using artificial
neural networks: a comparison between spatial and temporal
models,” Mathematical Problems in Engineering, vol. 2014,
pp. 1–7, 2014.

[20] S. Jabjone, “Artificial neural networks for predicting the rice
yield in phimai district of *ailand,” International Journal of
Electrical Energy, vol. 1, no. 3, pp. 177–181, 2013.

[21] R. Moosavizadeh-Mojarad and A. R. Sepaskhah, “Com-
parison between rice grain yield predictions using artificial
neural networks and A very simple model under different
levels of water and nitrogen application,” Archives of
Agronomy and Soil Science, vol. 58, no. 11, pp. 1271–1282,
2012.

[22] A. Taheri-Rad, M. Khojastehpour, A. Rohani, S. Khoramdel,
and A. Nikkhah, “Energy flow modeling and predicting the
yield of Iranian paddy cultivars using artificial neural net-
works,” Energy, vol. 135, pp. 405–412, 2017.

[23] N. Gandhi, O. Petkar, and L. J. Armstrong, “Rice crop yield
prediction using artificial neural networks,” in Proceedings of
the IEEE Technological Innovations in ICT for Agriculture and
Rural Development (TIAR), pp. 105–110, Chennai, India, July
2016.

[24] N. Napagoda and C. Tilakaratne, “Artificial neural network
approach for modeling of soil temperature: a case study for
Bathalagoda area,” Sri Lankan Journal of Applied Statistics,
vol. 13, pp. 39–59, 2013.

[25] M. Kayri, “Predictive abilities of bayesian regularization and
levenberg-marquardt algorithms in artificial neural networks:
a comparative empirical study on social data,” Mathematical
and Computational Applications, vol. 21, no. 2, 2016.

[26] Q. Li, R.-C. Lin, M. Liao, W. Wang, and C. Zeng, “A new
approach for chaotic time series prediction using recurrent
neural network,” Mathematical Problems in Engineering,
vol. 2016, pp. 1–9, 2016.

[27] A. Raizada, P. Singru, V. Krishnakumar, and V. Raj, “De-
velopment of an experimental model for a magneto-
rheological damper using artificial neural networks
(Levenberg-Marquardt algorithm),” Advances in Acoustics
and Vibration, vol. 2016, pp. 1–6, 2016.

[28] L. Tiancheng, R. Qing-dao-er-ji, and Q. Ying, “Application of
improved naive bayesian-CNN classification algorithm in
sandstorm prediction in inner Mongolia,” Advances in Me-
teorology, vol. 2019, pp. 1–13, 2019.

[29] Y.-C. Du and A. Stephanus, “Levenberg-marquardt neural
network algorithm for degree of arteriovenous fistula stenosis
classification using A dual optical photoplethysmography
sensor,” Sensors, vol. 18, no. 7, pp. 2322–2418, 2018.

[30] A. Kayabasi, “An application of ANN trained by ABC al-
gorithm for classification of wheat grains,” International
Journal of Intelligent Systems and Applications In Engineering,
vol. 1, no. 6, pp. 85–91, 2018.

[31] D. Ramadasan, M. Chevaldonné, and T. Chateau, “LMA: a
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