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Abstract

Practical applications of abstractive summa-

rization models are limited by frequent factual

inconsistencies with respect to their input. Ex-

isting automatic evaluation metrics for summa-

rization are largely insensitive to such errors.

We propose QAGS,1 an automatic evaluation

protocol that is designed to identify factual in-

consistencies in a generated summary. QAGS

is based on the intuition that if we ask ques-

tions about a summary and its source, we will

receive similar answers if the summary is fac-

tually consistent with the source. To evaluate

QAGS, we collect human judgments of factual

consistency on model-generated summaries

for the CNN/DailyMail (Hermann et al., 2015)

and XSUM (Narayan et al., 2018) summariza-

tion datasets. QAGS has substantially higher

correlations with these judgments than other

automatic evaluation metrics. Also, QAGS of-

fers a natural form of interpretability: The an-

swers and questions generated while comput-

ing QAGS indicate which tokens of a summary

are inconsistent and why. We believe QAGS

is a promising tool in automatically generating

usable and factually consistent text. Code for

QAGS will be available at https://github.

com/W4ngatang/qags.

1 Introduction

Automatic summarization aims to produce sum-

maries that are succinct, coherent, relevant, and —

crucially — factually correct. Recent progress in

conditional text generation has led to models that

can generate fluent, topical summaries (Lewis et al.,

2019). However, model-generated summaries fre-

quently contain factual inconsistencies, limiting

their applicability (Kryscinski et al., 2019a).

The problem of factual inconsistency is due in

part to the lack of automatic evaluation metrics

that can detect such errors. Standard metrics for

1Pronounced “kags”.

evaluating generated text are predominantly based

on counting n-grams, which weigh all n-grams

equally and are insensitive to semantic errors. This

inadequacy leaves human evaluation as the primary

method for evaluating the factual consistencies,

which has been noted to be challenging even for

humans (Daume III and Marcu, 2005; Kryscinski

et al., 2019b), in addition to being slow and costly.

We argue that evaluation metrics that are able

to capture subtle semantic errors are required to

build better models. In this work, we introduce a

general framework for evaluating conditional text

generation that is designed to detect factual incon-

sistencies in generated text with respect to some

input. Our framework consists of three steps: (1)

Given a generated text, a question generation (QG)

model generates a set of questions about the text.

(2) We then use question answering (QA) models

to answer these questions given both the input and

the generated text. (3) A quality score is computed

based on the similarity of corresponding answers.

This approach leverages recent progress in QA

and QG to ask and answer human readable, on-

topic questions (Devlin et al., 2019; Song et al.,

2019). It only assumes access to a question answer-

ing dataset to train the QG and QA models, and is

applicable to any modality where a QA model is

available, e.g. text, images, or knowledge graphs.

We use this framework to develop QAGS (Ques-

tion Answering and Generation for Summariza-

tion), a metric for evaluating the factual consis-

tency of abstractive document summaries. Com-

pared to commonly used automatic metrics such

as ROUGE (Lin, 2004), QAGS shows dramatically

higher correlations with human judgements of fac-

tuality, for example achieving a Pearson correlation

coefficient of 54.52 on the CNN/DailyMail sum-

marization task, compared to 17.72 for ROUGE-2.

QAGS also achieves new state-of-the-art results

on evaluating the factuality of summaries, outper-

https://github.com/W4ngatang/qags
https://github.com/W4ngatang/qags
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forming recently proposed NLI models for this task

(Kryscinski et al., 2019b).

Finally, we analyse the robustness of QAGS

through an ablation study. QAGS shows robust-

ness to the quality of the underlying QG and QA

models, the domain of the models, and the number

of questions asked. Even under the worst ablation

settings, QAGS still has stronger correlation with

human judgments than other automatic metrics.

Overall, we contribute the following: (1) We

introduce QAGS, an automatic model-based evalu-

ation metric for measuring the factual consistency

of model-generated text. (2) We collect a new

set of human judgments of factual consistency of

model-generated summaries for two summariza-

tion datasets. We demonstrate that QAGS corre-

lates with these judgments significantly better than

other automatic metrics. (3) We show via abla-

tions that QAGS is robust to a number of factors

including underlying model quality and domain

mismatch. (4) We analyze the questions and an-

swers produced in computing QAGS to illustrate

which parts of summaries are inconsistent. (5) We

will release models and code to compute QAGS.

2 Background: Automatically

Evaluating Machine Generated Text

Standard approaches to evaluating generated text

are primarily based on counting n-gram overlap.

These methods assume access to one or more refer-

ence texts, and score a generated summary based

on the precision and recall of all reference n-grams

in the generated summary. We briefly describe

the most common metrics in this family, and refer

readers to Liu et al. (2016) for further discussion.

ROUGE (Lin, 2004) was developed specifically

for evaluating automatic summarization, and its

variants are the de facto standard for such. The

most common variant is ROUGE-n (typically n ∈
{1, 2}), which computes the F1 score for all refer-

ence n-grams in the generated summary. ROUGE-

L, another commonly used variant, is the length

of the longest common subsequence (possibly non-

consecutive) between a summary and references.

BLEU (Papineni et al., 2002) is closely related to

ROUGE but was developed for machine translation.

BLEU computes the precision of the reference n-

grams in the generated summary. METEOR (Lavie

and Agarwal, 2007) extends BLEU by using an

alignment between the generated text and a ref-

erence, as well as using stemming and synonym

replacement for more flexible n-gram matching.

We identify two key deficiencies when using

these n-gram based evaluation metrics to detect

factual inconsistencies in generated text.

First, these metrics require one or more reference

texts to compare against. Obtaining references can

be expensive and challenging, and as such many

text generation datasets contain only a single ref-

erence. This problem is exacerbated with high-

entropy generation tasks, such as summarization

or dialogue, where there is a very large number of

acceptable outputs. In these settings, comparing

against a single reference is woefully inadequate.

Second, given a reference to compare against,

n-gram based approach weigh all portions of the

text equally, even when only a small fraction of

the n-grams carry most of the semantic content.

Factual inconsistencies caused by minor changes

may be drowned out by otherwise high n-gram

overlap, making these metrics insensitive to these

errors. For example, the sentences “I am writing

my paper in Vancouver.” and “I am not writing my

paper in Vancouver.” share nearly all unigrams and

bigrams despite having the opposite meaning.

3 A Framework for Automatically

Evaluating Factual Consistency

We introduce a framework for automatically de-

tecting factual inconsistencies in generated text

while also addressing the deficiencies of current

approaches. Let X and Y be sequences of tokens

coming from a vocabulary V where X is a source

text and Y is a summary of X . We define p(Q|Y )
as a distribution over all possible questions Q given

summary Y , and p(A|Q,X) and p(A|Q, Y ) as dis-

tributions over all possible answers A to a partic-

ular question Q given either the source X or the

summary Y . We constrain the questions Q and

answers A to also be sequences of tokens from V .

Then the factual consistency of the summary Y is

EQ∼p(Q|Y )

[

D
(

p(A|Q,X), p(A|Q, Y )
)]

, (1)

where D is some function measuring the sim-

ilarity of the two answer distributions. This ex-

pression is maximized when Y contains a subset

of the information in X such that it produces the

same answer for any question from p(Q|Y ). This

happens trivially when Y = X , i.e. we take X as

its own summary, but in many cases this solution

is unacceptable.
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Summarization Kevin Sinfield scored his first try of the 

season against Castleford. Leeds Rhino 

scored unbeaten run against Tigers to 

six matches. Ryan Hall was sent to 

Leeds Rhino for first time in his career .

Leeds showed they are in good shape to 

cope with Kevin Sinfield’s retirement as 

they claimed a 26 - 12 derby victory over 

Castleford in front of a sell-out crowd at 

the Mend-a-Hose Jungle. [...] Ryan Hall 

was sent to the sin-bin for the first time in 

his career […] Joel Moon scored his first 

try of the season […]  Leeds extended 

their unbeaten run against the Tigers to 

six matches

Generated 

Questions

Who scored their first try 

of the season?
Joel Moon Kevin Sinfield

Who was sent to Leeds 

Rhino for the first time?
<unanswerable> Ryan Hall

How many matches did 

they win?
Six matches Six matches

Summary 

Answers

Source

Answers

Source

Summary

Figure 1: Overview of QAGS. A set of questions is generated based on the summary. The questions are then

answered using both the source article and the summary. Corresponding answers are compared using a similarity

function and averaged across questions to produce the final QAGS score.

This framework addresses the two issues with n-

gram based approaches. Instead of requiring a refer-

ence to compare against, our framework asks ques-

tions based on the generation itself, and compares

answers with the provided source text. Also, the

use of questions focuses the metric on the seman-

tically relevant parts of the generated text, rather

than weighting all parts of the text equally.

In practice, exactly computing the expectation in

Equation 1 is intractable due to the large space of

possible questions. One potential workaround is to

randomly sample questions from p(Q|Y ), but this

suffers from high variance and requires many sam-

ples to obtain a good estimate. Instead, we focus on

producing highly probable questions, e.g. as pro-

duced by beam search, which may be biased in the

limit, but will require fewer questions to estimate

because of the higher quality of the questions.

4 QAGS

Using this framework requires specifying the ques-

tion distribution p(Q|Y ), the answer distributions

p(A|Q, ∗), and the answer similarity function D.

We apply this framework to summarization to de-

velop QAGS and describe our instantiations of

these components.

Question Generation To instantiate p(Q|Y ),
we draw on recent work on automatic question

generation (QG), which models this distribution

using neural seq2seq models (Du et al., 2017; Kr-

ishna and Iyyer, 2019). We over-sample questions,

and then filter out low quality questions as follows.

First, we train and generate from answer-

conditional QG models. During training, the model

receives both the answer and the source article, and

is trained to maximize the likelihood of the paired

question. At test time, given a summary Y , we de-

termine candidate answers. We condition on these

answers and the summary to generate questions.

Next, we filter out low-quality questions using a

number of heuristics, such as duplicates and ques-

tions less than three tokens long. We also found

it especially useful to run the QA model (see next

section) on all of the candidate questions, and filter

out questions for which the QA model predicted

no answer or a different answer than expected.
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Question Answering We instantiate the answer

distributions p(A|Q, ∗) as extractive QA models,

for simplicity. In using extractive QA models, we

assume the facts are represented as text spans in the

article and summary. Future work should explore

using abstractive QA models, which could match

paraphrases of the same answer.

Answer Similarity We use token-level F1 to

compare answers, which is standard for extractive

QA and equivalent to defining D as

F1(argmax p(A|Q,X), argmax p(A|Q, Y ))

The QAGS Score Given these components, we

obtain the QAGS score of a generation by (1) gen-

erating K questions conditioned on the summary,

(2) answering the questions using both the source

article and the summary to get two sets of answers,

(3) comparing corresponding answers using the

answer similarity metric, and (4) averaging the an-

swer similarity metric over all questions. We depict

this process in Figure 1.

5 Experiments

5.1 Human Evaluation

We test whether QAGS accurately measures the

factual consistency of a summary with respect to

a source article by computing correlations with

human judgments of factual consistency.

Datasets We focus on abstractive summariza-

tion, which is particularly interesting because fac-

tual consistency with the original text is crucial

to usability, and a lack of such consistency has

plagued abstractive neural summarization models

(Cao et al., 2018; Falke et al., 2019; Kryscinski

et al., 2019b, i.a.). To compare with prior work on

evaluating summarization, we use two common ab-

stractive summarization datasets, CNN/Daily Mail

(CNNDM, Hermann et al., 2015; Nallapati et al.,

2016) and XSUM (Narayan et al., 2018).

CNN/DM is a standard dataset for summariza-

tion that consists of CNN and DailyMail articles.

Each reference summary consists of the concate-

nation of three editor-written, bullet point high-

lights. For summaries, we use 235 test outputs

from Gehrmann et al. (2018).

XSUM was created by taking the first sentence

of a news article as the summary, and using the rest

of the article as the source. Consequently, XSUM

summaries are significantly more abstractive than

Metric CNN/DM XSUM

ROUGE-1 28.74 13.22

ROUGE-2 17.72 8.95

ROUGE-L 24.09 8.86

METEOR 26.65 10.03

BLEU-1 29.68 11.76

BLEU-2 25.65 11.68

BLEU-3 23.96 8.41

BLEU-4 21.45 5.64

BERTScore 27.63 2.51

QAGS 54.53 17.49

Table 1: Summary-level Pearson correlation coeffi-

cients between various automatic metrics and human

judgments of correctness for summarization datasets.

All correlations are significant at p < .01 and p < .05
for CNN/DM and XSUM, respectively. QAGS ob-

tains substantially higher correlations than all other au-

tomatic metrics.

those of CNN/DM, and extractive summarization

models perform poorly on this dataset.

We found that while the XSUM summaries are

more abstractive, frequently there are facts (e.g.

first names) in the summary that are not available in

the “article”. This quirk made it especially difficult

for humans and QAGS to tell when factual errors

were being made by the summarization model. To

remedy this, for human evaluation and QAGS, we

prepend the summary back to the “article”. We use

a subset of 239 test outputs from BART fine-tuned

on XSUM (Lewis et al., 2019).

Annotation Protocol We collect human judg-

ments on Amazon Mechanical Turk2 via ParlAI

(Miller et al., 2017). We present summaries one

sentence at a time, along with the entire article. For

each summary sentence, the annotator makes a bi-

nary decision as to whether the sentence is factually

consistent with the article. Workers are instructed

to mark non-grammatical sentences as not consis-

tent, and copies of article sentences as consistent.

Workers are paid $1 per full summary annotated.

See Appendix A for further details.

We collect 3 annotations per summary. To obtain

a single consistency score per summary, we first

take the majority vote for each sentence, then aver-

age the binary scores across summary sentences to

produce a final score.

Inter-annotator agreement as measured by Krip-

2https://www.mturk.com/

https://www.mturk.com/
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pendorff’s α is 0.51 and 0.34 for CNN/DM and

XSUM, respectively indicating “moderate” and

“fair” agreement (Ageeva et al., 2015). While not

perfect, these agreement numbers are in-line with

similar figures from previous work on summariza-

tion evaluation (Daume III and Marcu, 2005).

5.2 Experimental Details

Question Generation We train answer-

conditional QG models by fine-tuning a pretrained

BART language model (Lewis et al., 2019)

on NewsQA (Trischler et al., 2017), a dataset

consisting of CNN articles and crowdsourced

questions. During training, the model receives the

concatenation of the source article and an answer,

and is trained to predict the question. The answer,

source article, and question are concatenated with

intervening special tokens to mark the boundaries.

At test time, the model receives the concaten-

tation of a summary and an expected answer, and

outputs question candidates. For each summary,

we extract 10 named entities and noun phrases as

answer candidates using the en-web-sm spaCy

model.3 For each summary-answer pair, we gen-

erate questions using beam search with width 10,

for a total of 100 question candidates. We experi-

mented with generating via top-k (Holtzman et al.,

2019) and top-p (Fan et al., 2018) sampling, but the

generated questions, while diverse, were noisy and

frequently nongrammatical. After filtering, we use

the K = 20 most probable questions. If a summary

has too few filtered questions, we randomly sample

questions to reach the required number. For addi-

tional filtering and training details, see Appendix B.

We implement these models with fairseq (Ott

et al., 2019).

Question Answering We train extractive QA

models by fine-tuning BERT (Devlin et al., 2019)

on SQuAD2.0 (Rajpurkar et al., 2018). We

use the large-uncased BERT variant via the

transformers library (Wolf et al., 2019).

We found that allowing the model to predict

that a question is unanswerable, as is the case in

SQuAD2.0, is particularly useful in filtering out

bad questions, as questions based on hallucinated

facts in the summary should be unanswerable using

the source article.

Baselines We compare against a number of au-

tomatic evaluation metrics: ROUGE (Lin, 2004),

3https://spacy.io/api/entityrecognizer

METEOR (Lavie and Agarwal, 2007), BLEU (Pa-

pineni et al., 2002), and BERTScore (Zhang et al.,

2019). The latter uses BERT representations to

compute an alignment between generation and ref-

erence tokens, and which is then used to com-

pute a soft version of unigram F1. We use the

large-uncased BERT variant.

5.3 Results

We present Pearson correlations between human-

judged consistency scores and various automatic

metrics in Table 1. For CNN/DM, all results are sig-

nificant with p < 0.01; for XSUM, all results are

significant with p < .05. QAGS strongly outper-

forms other automatic evaluation metrics in terms

of correlation with the summary-level human judg-

ments of factual consistency. BLEU and ROUGE

perform comparably, and lower order n-gram met-

rics work better. BERTScore matches the best n-

gram metrics on CNN/DM, but the worst overall

on XSUM.

On CNN/DM, QAGS obtains nearly twice the

correlation of the next best automatic metric

(BLEU-1). We speculate that this large increase

is due to the sensitivity of the QA model to the

sentence fusing behavior exhibited in many sum-

marization models trained on CNN/DM (Lebanoff

et al., 2019). When two sentences are fused to

produce an incorrect summary statement, the QA

model produces different answers when using the

source article than when using the summary.

On XSUM, all metrics correlate worse with hu-

man judgments than on CNN/DM, which reflects

the fact that XSUM is more abstractive. QAGS still

outperforms the next best automatic metric.

5.4 Ablations

A potential issue with model-based evaluation is

that the quality of the evaluation metric may depend

heavily on specific hyperparameter settings. We

explore the extent to which this is true with QAGS

by performing ablations on several factors.

Model Quality We first consider the degree to

which the quality of the underlying models impacts

their evaluation capabilities.

For QA quality, we answer this question by

training QA models of varying quality by fine-

tuning different versions of BERT on SQuAD.

We present results in Table 2. The QA mod-

els perform similarly despite substantially dif-

ferent performances on the SQuAD develop-

https://spacy.io/api/entityrecognizer
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QA model
SQuAD CNN/DM XSUM

(F1) (Pear.) (Pear.)

bert-base 75.95 55.20 20.71
bert-large 81.57 54.53 17.49
bert-large-wwm 84.36 51.36 18.07

Table 2: Pearson correlations between human judg-

ments of factual consistency and QAGS using QA mod-

els of different qualities, as measured by performance

on the SQuAD2.0 development set (F1). The correla-

tions are stable across QA model quality.

NewsQA CNN/DM XSUM

(ppl.) (Pear.) (Pear.)

5.48 54.53 17.49

9.50 50.09 19.93

18.56 47.92 16.38

Table 3: Pearson correlations between human judg-

ments of factual consistency and QAGS with QG mod-

els of varying quality, as measured by perplexity on the

NewsQA development set. We see some decrease in

correlation on CNN/DM as QG perplexity increases,

though we do not see a similar trend for XSUM.

ment set. Surprisingly, using the best QA

model (bert-large-wwm) does not lead to the

best correlations with human judgments. On

CNN/DM, bert-large-wwm slightly under-

performs bert-base and bert-large. On

XSUM, bert-base slightly outperforms the

other two BERT variants. These results indicate

that QAGS is fairly robust to the quality of the un-

derlying QA model, though we note that BERT is a

strong QA baseline, and using weaker QA models

might lead to larger performance dropoffs.

To ablate QG quality, we use models with in-

creasing perplexity on the NewsQA development

set. Results in Table 3 show that QAGS is robust

to the QG model quality, with some decrease in

correlation with human judgments as perplexity in-

creases on CNN/DM, and no clear trend on XSUM.

Even the weakest QG model still significantly out-

performs all other automatic metrics in Table 1.

Domain Effects Our approach relies on having a

labeled dataset to train QG and QA models. How-

ever, for relatively niche domains, such a labeled

QA/QG dataset may not exist. Instead, we may

need to resort to using models trained on out-

of-domain data, leading to domain shift effects

that negatively impact the quality of the QAGS

scores. We simulate this setting by fine-tuning the

# Questions CNN/DM XSUM

5 41.61 15.63

10 41.17 15.49

20 54.53 17.49

50 57.94 17.74

Table 4: Pearson correlation coefficients between

QAGS scores with varying number of questions and

human judgments of correctness for summarization

datasets. The correlation increases with the number of

questions used, but with decreasing marginal benefit.

QG model on SQuAD, which is of similar size to

NewsQA but drawn from Wikipedia articles rather

than CNN articles, which exactly matches the genre

of the summarization datasets.

Evaluating with this QG model, we get cor-

relations of 51.53 and 15.28 with human judg-

ments on CNN/DM and XSUM respectively, versus

54.53 and 17.49 when using the NewsQA-tuned

QG model. The drop in performance indicates a

negative domain shift effect. However using the

SQuAD-tuned QG model still substantially outper-

forms all other automatic metrics, again pointing

to the robustness of QAGS.

Number of Questions Next, we investigate the

correlation with human judgments when varying

the number of questions used. Results in Table 4

show that increasing the number of questions used

improves correlations with human judgments. We

observe a large increase when moving from 10 to

20 questions, and a smaller increase from 20 to 50

questions, indicating decreasing marginal benefit

moving beyond 50 questions. However, we observe

frequent clusters of generated questions that only

differ by a few tokens. Encouraging greater diver-

sity when generating questions might lead to better

correlations when more questions are used. Still,

With just 5 questions used QAGS substantially out-

performs other automatic metrics, which indicates

its robustness.

Answer Similarity Metric Finally, we consider

using exact match as an alternative answer sim-

ilarity metric. Exact match is another common

evaluation metric for extractive QA, and is more re-

strictive than F1. When using EM, we obtain Pear-

son correlations with human judgments of 45.97

and 18.10 on CNN/DM and XSUM, as opposed to

54.53 and 17.49 when using F1.
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Model/Metric % Correct (↑)

Random 50.0%

BERT NLI 64.1%

ESIM 67.6%

FactCC 70.0%

QAGS 72.1%

Table 5: Results on the sentence ranking task from

Falke et al. (2019). Results using BERT NLI and ESIM

are from Falke et al. (2019); FactCC is from Kryscinski

et al. (2019b). QAGS outperforms previous work.

6 Re-ranking with QAGS

Several works explore the use of natural language

inference (NLI) models to detect factual consis-

tency in generated text (Welleck et al., 2019; Falke

et al., 2019). We compare against these methods

by evaluating on the sentence ranking experiment

from Falke et al. (2019). The experiment uses 373

triplets of source sentences from CNN/DM and two

summary sentences generated from the model from

Chen and Bansal (2018). One summary sentence is

factually consistent with the source sentence, and

the other is inconsistent. A metric (or model) is

evaluated based on how often it ranks the consistent

sentence higher than the inconsistent sentence.

We present the results in Table 5. Results using

two NLI models fine-tuned on MultiNLI (Williams

et al., 2018), BERT NLI, and ESIM (Chen et al.,

2017), are from Falke et al. (2019). FactCC

(Kryscinski et al., 2019b) is an NLI-based fact-

checking model that is trained on a dataset tailor

made for detecting factual inconsistencies in gener-

ated text. QAGS outperforms these methods, while

requiring no special supervision for this task.

7 Qualitative Analysis

Interpreting QAGS The questions and answers

produced in computing QAGS are directly inter-

pretable, and highlight errors in summaries. We

present examples of articles, summaries, and the

QAGS questions and answers in Table 6.

On the first example (Table 6, top), QAGS de-

tects several factual inconsistencies in the gener-

ated summary: The summary mistakes the first

name of the attacker, the location of the attack, and

the weapons used. Because the QG model focuses

on these details, QAGS is able to correctly penalize

the summary for its hallucinations. Because the

answer candidates used are mostly named entities

and noun phrases, QAGS is particularly effective

at detecting errors of this kind. Using more di-

verse answer candidates may broaden the set of

inconsistencies that QAGS is able to detect.

The second example (Table 6, bottom), illus-

trates failure modes of QAGS. For example, the

QA model incorrectly marks question 2 as unan-

swerable. On question 4, both answers produced

are correct, but because they have no common to-

kens, they are marked inconsistent by QAGS.

Error Analysis The interpretability of QAGS al-

lows for error analysis on the metric. We manually

annotate 400 triplets of generated questions, article

answers, and summary answers that are produced

in computing QAGS on the XSUM summaries, and

label them by the quality of the generated questions,

predicted answers, and answer similarity scores.

Among the generated questions, 8.75% are non-

sensical, while 3.00% are well-formed but unan-

swerable using the generated summary they were

conditioned upon. These figures indicate that the

vast majority of questions are understandable and

on-topic. We frequently observe multiple questions

with slightly different wordings, which is likely

due to the low number of answer candidates in

XSUM summaries (which are one sentence long)

and due to beam search. 8.25% of questions are

well-formed but unanswerable using the source,

which is usually due to a hallucinated fact in the

summary that the QG model turns into a question.

Among predicted answers, 1.75% of questions

are potentially answerable using the summary, but

are incorrectly answered. This percentage in-

creases to 32.50% for the article, which indicates

that the transfer ability of the QA model is lacking.

In a small number of cases, we found that while

a question had a single answer in the summary, it

could have multiple answers in the article.

Finally, for 8.00% of the examples, the ques-

tion is answered correctly using both the article

and summary, but the answers have high lexical

variation such that F1 score fails to detect their

similarity. While this happens in a relatively small

number of cases, exploring similarity metrics other

than n-gram based approaches could be useful.

Limitations We emphasize that QAGS and our

overall framework are specifically designed to de-

tect factual inconsistencies in generated summaries

relative to the source article. QAGS does not mea-

sure other desirable properties of generated text,
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Article: On Friday, 28-year-old Usman Khan stabbed reportedly several people at Fishmongers’ Hall

in London with a large knife, then fled up London Bridge. Members of the public confronted him; one

man sprayed Khan with a fire extinguisher, others struck him with their fists and took his knife, and

another, a Polish chef named ukasz, harried him with a five-foot narwhal tusk. [. . . ]

Summary : On Friday afternoon , a man named Faisal Khan entered a Cambridge University building

and started attacking people with a knife and a fire extinguisher .

Question 1: What did the attacker have ?

Article answer: a large knife Summary answer: a knife and a fire extinguisher

Question 2: When did the attack take place ?

Article answer: Friday Summary answer: Friday afternoon

Question 3: What is the attacker’s name ?

Article answer: Usman Khan Summary answer: Faisal Khan

Question 4: Where did the attack take place ?

Article answer: Fishmongers’ Hall Summary answer: Cambridge University building

Article: In findings published on Wednesday in the journal PLOS ONE, an international team of

scientists report ancient Egyptians captured sacred ibises (Threskiornis aethiopicus) from the wild for

use in ritual sacrifice rather than domesticating the birds. [. . . ] The team collected DNA samples from

mummified birds collected from six separate catacombs including sites at Abydos, Saqqara, and Tuna

el-Gebel with permission from the Egyptian Ministry of State for Antiquity, and several museums

offered to send tissue samples from the mummified ibises in their collections. [. . . ]

Summary : Archaeologists have used DNA samples from ancient ibis birds to determine whether the

birds were domesticated or sacrificed in ancient Egypt

Question 1: Archaeologists have used what to determine whether the birds were domesticated ?

Article Answer: hatchery structures Summary Answer: DNA samples

Question 2: Who used DNA samples to determine whether the birds were domesticated ?

Article Answer: [NO ANSWER] Summary Answer: Archaeologists

Question 3: What are archeologists using to determine whether the birds were domesticated ?

Article Answer: DNA samples Summary Answer: DNA samples

Question 4: Where were the birds found?

Article Answer: six separate catacombs Summary Answer: ancient Egypt

Table 6: Example questions and answers generated when computing QAGS. The questions are overwhelmingly

fluent and relevant. The answers indicate which tokens in the summary are factually consistent or inconsistent. The

news articles are originally from https://en.wikinews.org/wiki/Bystanders_foil_knife-weilding_

man_on_London_Bridge_with_fire_extinguisher,_whale_tusk and https://en.wikinews.org/

wiki/Ancient_Egyptians_collected_wild_ibis_birds_for_sacrifice,_says_study.

including fluency, readability, or factual recall. We

therefore recommend using QAGS in conjunction

with complementary evaluation metrics.

The choices of QG and QA models in QAGS are

particular to abstractive summarization and may

require adaptation to be used for other conditional

text generation tasks. For example, we expect that

extractive summarization models may obtain nearly

perfect QAGS scores because facts and statements

are directly copied from the source article.

8 Related Work

Automatic summarization and its evaluation are

long-standing lines of work in NLP, dating at least

as far back as the Document Understanding Con-

ferences (Chali and Kolla, 2004). The primary

evaluation metric then and now is ROUGE (Lin,

2004), though much work has demonstrated the

limited ability of ROUGE and its relatives to evalu-

ate summaries (Dorr et al., 2004; Liu and Liu, 2009;

Kedzie et al., 2018, i.a.). Other metrics have fo-

cused on specific aspects of summarization quality,

including content selection (Nenkova and Passon-

neau, 2004), relevance prediction (Daume III and

Marcu, 2005), and many more.

The idea of evaluating summaries by their ability

to answer a set of questions is also long-standing

(Mani et al., 1999). Like our work, Eyal et al.

https://en.wikinews.org/wiki/Bystanders_foil_knife-weilding_man_on_London_Bridge_with_fire_extinguisher,_whale_tusk
https://en.wikinews.org/wiki/Bystanders_foil_knife-weilding_man_on_London_Bridge_with_fire_extinguisher,_whale_tusk
https://en.wikinews.org/wiki/Ancient_Egyptians_collected_wild_ibis_birds_for_sacrifice,_says_study
https://en.wikinews.org/wiki/Ancient_Egyptians_collected_wild_ibis_birds_for_sacrifice,_says_study


5016

(2019) and Scialom et al. (2019) extend this line

of work by incorporating neural network modules.

We diverge from these works in two important

ways. First, both works use Cloze-style questions,

which are generated by masking entities in either

the source document or the reference summary. We

instead generate the questions with a model, allow-

ing a much greater range of questions. Second,

we produce questions conditioned on the generated

summary, rather than the reference summary or

source article. Producing questions from the gener-

ated summary is more appropriate for verifying the

accuracy of the text, whereas using the reference

or source measures content selection.

There has been a recent resurgence of work lever-

aging NLU models for evaluating the factuality of

generated text. Goodrich et al. (2019) use infor-

mation extraction models to measure factual over-

lap, but facts are restricted to pre-defined schemas.

Falke et al. (2019) investigate the use of NLI mod-

els to evaluate the factual correctness of CNN/DM

summaries, and conclude that current NLI models

are too brittle to be reliably used in this manner.

Kryscinski et al. (2019b) train a NLI-based fact-

checking model by building a dataset of factual in-

consistencies based on noise heuristics. Our QA ap-

proach allows a finer-grained analysis, because NLI

operates on complete sentences, whereas QAGS

can ask many different questions about the same

sentence.

9 Conclusion

We introduce a framework for automatically detect-

ing factual inconsistencies in conditionally gener-

ated texts and use this framework to develop QAGS,

a metric for measuring inconsistencies in abstrac-

tive summarization. QAGS correlates with human

judgments of factuality significantly better than

standard automatic evaluation metrics for summa-

rization, and outperforms related NLI-based ap-

proaches to factual consistency checking. QAGS is

naturally interpretable: The questions and answers

produced in computing QAGS indicate which to-

kens in a generated summary are inconsistent and

why.

The framework we present is general, and ex-

tending it to other conditional text generation tasks

such as image captioning or machine translation is

a promising directions. Inspecting the generated

questions and answers, we identify the transfer abil-

ity of QA models and the rigidity of F1 score as

a measure of answer similarity as two key perfor-

mance bottlenecks. We expect improvements in

either would straightforwardly improve the quality

of QAGS evaluation. Additionally, incorporating a

content selection mechanism to focus the generated

questions on salient facts is a promising direction.

Overall, we believe QAGS demonstrates the poten-

tial of this framework to quantify and incentivize

factually consistent text generation.
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A Human Evaluation Task Design

We restrict our pool of workers to US-based work-

ers. Workeres are required to have at least 1000

approved HITs with an acceptance rate of at least

98%.

The base reward for our task is $0.15. For each

summary, we include automatic quality checks in-

cluding

• Time checks: workers who complete the task

under 30s fail the check

• Attention checks: we include exact copies of

article sentences and corrupted mixtures of

two article sentences as positive and negative

control task. If a worker fails to answer both

of these examples correctly, they fail the check

• Explanation checks: For each sentence in the

summary, the worker is required to provide a

short explanation of their decision

If a worker passes all checks, they are awarded

a $0.85 bonus, totalling $1.00 per correct annota-

tion. According to turkerview.com, workers of

our HIT are paid well in excess of $15.00 on aver-

age.

We show our annotation interfaces for the anno-

tation task for CNN/DM and XSUM respectively

in Figures 2 and 3. We use slightly different instruc-

tions to accommodate for the quirks of each dataset.

For XSUM, we prepend the reference “summary”

back onto the source article, as without it, workers

were struggling to identify factual inconsistencies.

B Model and Generation Details

Question Generation We fine-tune BART for

question generation using the same tuning hyper-

parameters as the original work. We optimize label

smoothed cross entropy with smoothing parameter

0.1 (Pereyra et al., 2017) and a peak learning rate of

2e-5. We optimize for 100k steps with 5k warmup

steps, and use the model with the best perplexity

on the development set.

To turn NewsQA into an answer conditional QG

dataset, we concatenate the answer to the source

article with a special marker token in between. We

then concatenate another special marker token and

the question. At test time, we get 10 named entities

and noun phrases as answer candidates using the

en-web-sm spaCy model. We randomly sample

10 if there are more than 10, and randomly dupli-

cate some answers if there are fewer than 10. The

model predicts the question after seeing an answer

and the article.

During decoding, we use beam search with beam

size 10, length penalty 1.0, and trigram repetition

blocking. Generations have minimum length 8 and

max length 60.

To filter the questions, we first use simple heuris-

tics, including removing

• everything after the first question mark in a

question

• exact duplicates

• questions shorter than three tokens long

For the remaining questions, we use our QA model

to answer each question and we remove questions

for which the QA model deems unanswerable. We

then take the top 20 most probable questions, ran-

dom sampling some of the filtered questions if there

were too few.

Question Answering We fine-tune BERT for

question answering following the original work.

Similar to the QG setting, we append the question

and answer to the source article with intervening

special marker tokens. We optimize using AdamW

(Loshchilov and Hutter, 2018) with initial learning

rate 5e-5. We train for 3 epochs, with a warmup

ratio of 0.1. We use the model with the best devel-

opment set performance.

turkerview.com
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Figure 2: Annotation interface and instructions for CNN/DM factual consistency task.

Figure 3: Annotation interface and instructions for XSUM factual consistency task.


